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Abstract
The well-posedness of hyperbolic initial boundary valuebpems is linked to the
occurrence of zeros of the so-called Lopatiingléterminant. For an important class
of problems, the Lopatinskideterminant vanishes in the hyperbolic region of the
frequency domain and nowhere else. In this paper, we givéterion that ensures
that the hyperbolic region coincides with the projectioritad forward cone. We give
some examples of strictly hyperbolic operators that shaat tur criterion is sharp.

1. Introduction

In this paper, we consider initial boundary value problemsHyperbolic systems.
Such problems read:

d
Lu:=du+ ) Ajdu=F(tx), (tx) eR"xRY,
(1) =1
Bu(t, y, 0) = g(t, y), (t,y) e Rt x R4,
u(0, x) = f(x), x €RY,

where the spatial domain is the half-spelRé = {x € RY, xg > 0} and the notation
X = (Y, Xq) is used. TheA;’s are N x N real matrices, and is a px N real matrix.
We always assumd > 2 in what follows.

The well-posedness of (1) can be characterized with the diefp complex valued
function A, that is known as the Lopatingkileterminant and that depends on the vari-
ables ¢, 1), ze C with Imz < 0 andn € R%%. We refer to the original articles
[5, 9, 10] as well as to the book [2, Chapter 4] for a detailedcdption of the theory.
The functionA can be chosen to be positively homogeneous of degree 0 vdfiece
to the variablesZ, ). If A does not vanish on the closed half-sph@iraz <0, |z]° +
In|> = 1}, then (1) is strongly well-posed, meaning that source termk? give rise
to a unique solutioru in L? that depends continuously on the data. Whewanishes
in the open half-spherém z < 0, |z|?> + |n|?> = 1}, (1) is ill-posed.

In [1], an open class of weakly well-posed problems has bedrtbited. This
so-called WR class is made of problems for whishdoes not vanish in the open
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half-sphere but vanishes at first order in the so-called ibgde region of {Imz =0,
|z|2 + |n|?> = 1}. Problems in the WR class arise naturally in shock wave théor
fluid dynamics, see e.g. [2, Chapter 15], and in other varjglugsical contexts. Such
problems give rise to amplification and weak stability phraeoa for geometric optics
expansions (see e.g. the review [7] and the referencesirihened to an increase in the
speed of propagation (see e.g. [4]).

In this paper, we aim at finding asasyway of determining whether a given prob-
lem of the form (1) belongs to the WR class. There are two maintp in such an
analysis. One should first locate the so-called hyperb@gion. Then, after comput-
ing the Lopatinski determinantA, one should look for zeros ah in the hyperbolic
region. If one could easily locate the hyperbolic redionalf of the job would already
be done. We thus raise the problem of trying to locate the e region as eas-
ily as possible. More precisely, we are interested in findingriterion that allows to
compute easily the hyperbolic region in terms of the soechforward cone.

Our criterion involves the decomposition of the charasteripolynomial as a prod-
uct of irreducible factors, see Theorem 2 below. When thedircible factor associated
with the extreme eigenvalues has degree 2, the hyperbdiorrecoincides with the
projected forward cone. This criterion covers some webtiin examples such as the
linearized Euler equations, the wave equation and thei@tgssystem. We also give
some examples of irreducible hyperbolic polynomials ofrdeg3 or 4 for which the
hyperbolic region does not coincide with the projected fmdvcone. This shows that
our criterion is sharp. The conclusion to be drawn from owults is that, in general,
it is difficult to locate the hyperbolic region and consedlieto determine whether a
problem belongs to the WR class.

Notation. In all this article, & denotes a frequency vector Y that is decom-
posed ast = (n, £) with n e R91, £ € R. For instance, (0, 1) denotes the last vector
of the canonical basis dR®. The coordinates of € RY are denoteck, ..., &4. If
(7, &) e R xRY, we definer(r, &) = (r, n) € R x R41 the vector obtained by deleting
the last coordinate of. In view of the notation used in the introduction,has to be
understood as the real part of the complex numbeSince we are interested in the
behavior of the Lopatinskideterminant for rea, we shall only use the notation in
what follows andz will no longer appear.

2. Main results

Let us consider the operatdr in (1) and introduce the symbol

d
) AE):=) &A, EcR
j=1

1This region only depends on the hyperbolic operdtoand does not depend on the boundary
conditions encoded in the matria.
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The characteristic polynomial df is
(3) P(t, &) := deti] + A&)), (r,&) e R xRY
We make the following assumption of hyperbolicity with ctamg multiplicity.

AssUMPTION 1. There exist some real valued analytic functions. .., Aq on
RY)\ {0} and some integers, . .., aq such that the characteristic polynomildefined
by (3) satisfies

q
V(r, §) e Rx (RI\{0), P(r,8) =[]+, 1) <--- < hg®).
j=1

Moreover, thea;(§)'s are semi-simple eigenvalues of the matA¥§) (their geometric
and algebraic multiplicity are equal).

For simplicity, we also assume that the boundgxy = 0} is non-characteristic, that is:
ASSUMPTION 2. The matrixAq is invertible.

The two main objects used in this paper are the so-calledaiahwone and hyper-
bolic region, and are defined as follows, see e.g. [2, Chateaind 4].

DErFINITION 1. e The characteristic variety of the operatbr is CharL :=
{(r, &) € R x RY/P(r, &) = 0}. The forward conel is the connected component of
(1, 0) in the complementary set of CHar
e The hyperbolic region# is the set of all ¢, n) € R x R91\ {(0, O)} such that
the matrix

4 o(t,n) = —Ag'(t] + A, 0)),
is diagonalizable with real eigenvalues.

The nonzero elements of " always belong to the hyperbolic regio#’, see [2,
Chapter 8]. Recall thatr(z, &) = (r, n). Thanks to the fact that? is a symmet-
ric cone:

(r,n) € 7, se R\ {0} = (st, Sn) € A,
we have

5) (T U —-x)\ {(0, O} C 7.
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In this paper, we are interested in characterizing the opexd for which the oppo-
site inclusion in (5) holds, meaning that the hyperboliciorg7# coincides with the
projected forward coneI" and its symmetric setx[". If these regions coincide, then
it is easier to determine whether the initial boundary vabueblem (1) belongs to the
WR class since we would already know the region where theszefdhe LopatinsKi
determinant should be sought.

Let us first begin with the special (easy) case when the spactf Aq is either
positive or negative.

Proposition 1. Let Assumptions land 2 hold. Then we have either;(0, 1)> 0
or 4q(0, 1)< 0 if and only if 7" = R x R4"L. In that casewe have# = R x R91\
{(0, O}, and 2# is connected.

We now consider the general case whégghas positive and negative eigenvalues. Our
first main result is the following.

Theorem 1. Let Assumptions land 2 hold, and assume that the inequalities
21(0, 1) < 0 < 244(0, 1) hold. ThenzT" and —=T" are two disjoint connected compo-
nents of.#. Consequentlywe haves# = nI" U —xT if and only if J# has exactly
two connected components.

Our purpose is now to give necessary or sufficient conditionshe operatorL
that ensure that# has two connected components. Our criterion below invothes
decomposition ofP as a product of irreducible factors. We therefore recallftiow-
ing result.

Proposition 2 ([2]). Let Assumption 1hold. Then the characteristic polynomial
P splits as

J
6) P(z.§) = [[ Pi(z, &,
j=1

where the polynomials jPare normalized by [1, 0) = 1 and satisfy the following
properties

e each R is a homogeneous polynomial @f, &),

the B’s are irreducible inR[z, £] and pairwise distingt

for £ e RY\ {0}, the roots of each R -, &) are real and simple

for £ € RY\ {0}, the roots of B(-, &) and R(-, &) are pairwise distinct if j# k.

Up to reordering theP;’s, we can always assume thaki(§) is a root of Py(-, &) for
all £. This convention is used from now on. Our criterion is thddiwing.
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Theorem 2. Let Assumptions land 2 hold, and assume that the inequalities
21(0, 1) < 0 < A4(0, 1) hold. Assume furthermore that in the decomposit{6) Py
has degree€2. ThenZ = " U —nT.

As we shall see with some explicit examples below, the doteof Theorem 2
is optimal More precisely, there are examples of strictly hyperboferatorsL with
P, of degree 3 or 4 such that the corresponding hyperbolic neg# has more than
two connected components. In [1, p.1080], the authors esgfethat for hyperbolic
operators with constant multiplicityyZ” would coincide withzT"'U—xT". Our examples
show that this is unfortunately not true. As a matter of faeg, believe that in space
dimension 2, as soon as the degreePefis greater than or equal to 3, it may happen
that 7# has more than two connected components.

We shall also give an example wheR has degree 3 and where we still have
H = 7l U —nT. Therefore the criterion of Theorem 2 is not a necessary ad s
ficient condition. However Theorem 2 predicts that the ongneyal case where the
hyperbolic region is easily computable corresponds to grmohial P, of degree 2.
This situation occurs for the linearized Euler equatiorsyell as for the wave equa-
tion or the elasticity system (these were the exampleseideit [1]). When the degree
of P; is greater than or equal to 3, the hyperbolic region can haseyntonnected
components, and it may become difficult to check the WR c@difor the system
(1) since the hyperbolic region must then be determined lgpeding the spectrum of
</, which may be difficult, especially when the siké of the system is large.

3. Proof of the main results

We recall that the forward conE coincides with the sef(r, &) € R x RY/7 +
r1(€) > 0}, see e.g. [2, Chapter 1]. In a similar way, there hold3 = {(z, &) € R x
RY/7 + 1q(€) < 0}. We also recall thal" and —I" are open and convex.

3.1. Proof of Proposition 1. Let us first assume that;(0, 1) > O, or in other
words thatAq has only positive eigenvalues. Leto(no) € R x R%~1. We introduce
the function

g: £ € R — 10 + A1(n0, &).

The homogeneity and continuity propertiesiaf show thatg(é) ~ £11(0, 1) asé tends
to +o00. Consequently there exists a real numbgrsuch thatg(&g) > 0, and we get
(10, no) € w. A similar proof with & tending to—oo works if we consider the case
2q(0,1) < 0. This argument gives the equality" = R xR if we assumery(0,1)> 0
or 14(0, 1)< 0.

2And so did the author of this article until he found the exagspgiven at the end of this article!
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Let us now assume that we hawd = R x R%1, Since (0, Ok =T, there exists
& € R\ {0} such thati,(0, &) > 0. We have

_ [£a0,), it £=0,
#1(0.8) = {—|5|xq(o, 1, if £=o0.
This shows that we have eith&i(0, 1) > 0 (when&p > 0) or 14(0, 1) < 0 (when&, <
0). The proof of Proposition 1 is complete.
In the case of Proposition 1, the hyperbolic regie#i is connected andI" =
—n T, even thoughl' and —I" are disjoint.

3.2. Proof of Theorem 1. We now assume that the inequalitieg0, 1) < 0 <
Aq(0, 1) hold. Then the proof of Proposition 1 above shows tBa0)¢ »nT" U —nT.
More precisely,7T" does not contain any element of the form Q) with ¢ <0, and
—n " does not contain any element of the form Q) with = > 0.

Let us first begin with the following result.

Lemma 1. The setstrT" and—n T are open convexand their intersection is empty.

Proof of Lemma 1. It is clear that is linear and surjective, s@ maps convex
open sets onto convex open sets. Sificand —I" are convex open sets, we can al-
ready conclude thatT" and —z " are convex open sets. It remains to show that their
intersection is empty.

Let us assume that(n) € ' N —x . In particular, we necessarily have 0
(otherwiser > 0 andt < 0). Moreover there exist some real numbéfsé, such that

T+ M0, &) >0, =+ 2q(n &) <O.
For all j =1,...,q, we introduce the real analytic function:
fi:§ eR>z+25(n, §).
Following an argument used in the proof of Proposition 1, wevk that f;(¢) tends
to —oo as¢ tends to+oo. In the same wayf,(£) tends to+oo asé tends totoo.

The intermediate value Theorem shows that bbttand fy vanish at least twice: there
exist§, < £ andgq < &4 such that

fl(gl) = fl(gl) = fq(gq) = fq(gq) =0.
If 2 <j=<qg-1, we have

fi6) =z +Aj(n, §1) > =+ 21(n, &) > 0, fj(&) <O.
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This shows that there exists a real numlgjersuch that f; @,) = 0. It is not difficult
to check that they + 2 real number$_1, . ,gq, £, ?q are pairwise distinct.

The polynomialP(z, n, -) = fre.- f;‘“ has degreeN, and we have shown that
§1' e '§q are roots of multiplicity at least equal toy, .. ., oq and &, Eq are roots of
multiplicity at least equal tavy, oq. We thus obtain

N >2a; +ap+---+ag 1+ 20 =N+a1+aq,
which is a contradiction. The proof of Lemma 1 is complete. []

Our goal now is to show thatT" is the connected component of (1, 0).##, and
similarly that —= T is the connected component 6fX, 0) in JZ.

We first use the fact thatZ’ is open. This is indeed a consequence of the block
structure condition proved in [8] for the matri’ defined in (4). We thus know that
the connected components g are also open. Lef2 denote the connected compo-
nent of (1, 0) in2Z and let us assume thatl’ # €, or in other words thatrT" is
strictly included in Q2. We thus consider an elementy(no) € Q \ #". The setQ
is open and connected. It is therefore pathwise connectest. us consider a con-
tinuous path{(zs, 17s), S € [0, 1]} in © that joins o, 7o) and (1, 0). Consider now
s:=inf{s [0, 1], (zs, ns) € #T}. It is standard to show thatg, ns) belongs to the
boundary ofrT.

Up to now, we have constructed an elementr() € 52 N d(xT). In particular,
we haven # 0. We are going to show that(n) is a glancing mode for which the
matrix </ (z, n) is not diagonalizable. We know that,(n) is the limit of a sequence
((tny M))nen of elements ofrT. For all integern there exists a real numbér, such
that t, + A1(7n, £n) > 0. The sequence 4{, nn))nen iS bounded because it converges so
the sequencet{)nen is necessarily bounded. Up to extracting a subsequeBighey
converges towards a real numhgrand we obtain

T+ i(n, §) = 0.

The quantityz + A1(n, §) cannot be positive becausg, ) belongs to the boundary of
7T and not toxrT. We thus haver + A1(y, §) = 0. Moreover, we havé: A1(», &) = 0
for otherwise we could find a real numbérclose to& such thatr + A1(n, £€) > 0. We
have thus obtained a B

T+ r1(n, ) = 3:11(n, §) = 0O,

which means thatz(, ») is a so-called glancing mode. For such frequencies, thebmat
</ is not diagonalizable, see [8]. For the sake of completenessbriefly recall the
proof of this claim. First of all, we have Ke((z, n) — &I) = Ker(zl + A(n, §)) so
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the geometric multiplicity of the eigenvalug equalsa;. Moreover, we can write

T+ h(n, &) = (& — §)*1(8),

where; is smooth in a neighborhood @ A simple calculation then gives

det(e/(z, n) — £1) = (& — £ 0,(8),

where ¥, is smooth in a neighborhood @f This shows that the algebraic multiplicity
of the eigenvalug equals at leastd, so </ (z, n) is not diagonalizable. This is a
contradiction because (n) has been assumed to belong 6.

We have therefore p_roved thafl" is the connected component of (1, 0).#, and
in a similar way—=T" is the connected component 6fX, 0) in 7. In particular, 77
has at least two connected components, and the proof of &imedarfollows.

3.3. Proof of Theorem 2. Let us first observe thaP; can not have degree 1.
Otherwise,A; would be a linear function of. In particular, we would have(—§&) =
—x1(€) for all & € RY. But we also havei(—§) = —XAq(&) so g would equal 1, and
this is incompatible with the assumption th&§ has two distinct eigenvalues.

Let us assume from now on th& has degree 2. Becaus$g is homogeneous of
degree 2, we have;(r1(§),—&) = O for all £. Applying to —§, we getPy(—14(§).§) =
0 for all &, so we obtain

Pi(t, §) = (t + 21(8))(T + Aq(8)).

Consider now €, n) € 2. In particular, the characteristic polynomial of the matri
< (t, n) has real roots. We compute

det@' - ,Qf(‘[, 77)) = (detA(;l)P(ti 1, 5)1

so P(z, n, -) has only real roots. Using the decomposition (Bi(z, n, -) has only
real roots. Lett; € R satisfy Py(t, n, £&1) = 0. We have either + A1(n, &) = 0 or

T+ Aq(n,&1) = 0. In the first case, we necessarily hay(n, &) # 0, otherwise €, n)
would be a glancing mode and, as we have seen at the end ofdbEgirTheorem 1,

</ (t, n) would not be diagonalizable. Consequently, there exsitdose to&; such
thatt + A1(n, &) > 0, and ¢, n) € #T. In the second case, similar arguments lead to
(r,n) € —xT. We have thus obtained? C nI" U —xT". Together with the inclusion
(5), the proof of Theorem 2 is complete.
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4. Some examples

The linearized isentropic Euler equations. We consider the isentropic Euler
equations and linearize them around a state that corresgoral positive density > 0,
and a velocityu = uey, with ey the last vector of the canonical basisRf. We assume
that the fluid is incoming and subsonic, that is

O<u<cg,

with ¢ the sound speed corresponding to the dengityln space dimensiom, the
characteristic polynomial of the corresponding linearrafm L splits as follows:

P(z, 1, §) = (v + u§)® — (Il + §3)(x +ug)* ™.

The matrix Ay has one negative eigenvalue addpositive eigenvalues (counted with
their multiplicity). The hyperbolic regiow? is given by

A ={(tr,n) e R xR/ > (¢ —u?)|n|?,

and has two connected components, which is consistent wéthresult of Theorem 2.

The wave equation. Even though the analysis above is done for first-order sys-
tems, we feel free, as in [1], to apply the results in the cddaigher order hyperbolic
equations or systems. For instance, in the case of the wawien, the characteristic
polynomial is

P(z, §) = o° — ¢
The hyperbolic regions# is given by
A = {(z, 1) eRxRT/? > |nf?),

and has two connected components, which is consistent Wéhrdsult of Theorem 2
becauseP has degree 2.
The elasticity system. The linear elasticity system reads

32z —div(a(Vz+ VZ") + (B —a)(divz)l) =0, zeRY,
with @ > 0, 8 > 0 the Lamé coefficients. The characteristic polynomialtspiis
P(z, §) = (2 = &) 1(z% — cp &),

with ¢2 = « and cf, = a + B. As expected from Theorem 2, the hyperbolic region has
two connected components, and it is given (see [1, p.1091]) b

A ={(t, 1) € R xR*Y/72 > c[n?).
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We refer to [1] for examples of WR problems in the case of theenaguation or the
elasticity system.

From now on, we only consider the cade= 2, son € R. In that case, we recall
the result of [3, 6] that any homogeneous hyperbolic polyiabmmay be represented
under the form (3) with suitable real symmetric matrickg A,. (This is Lax’ con-
jecture.) We therefore work directly with the charactécigtolynomial P and forget
about the matriced\;’s.

Examples with an irreducible polynomial of degree 3. The following example
is taken from [11, p.426]:

@) P(z,n, &) = 13— 300" + £9)t + £°.

Using Cardano’s rule (Lemma 12.1 in [11]), it is straightfard to check that for
(n,€) #0, P(+,n,&) has three simple real roots. It is also straightforwardheok that
P is irreducible inR[z, n, &] so the only factor in (6) isP itself with multiplicity 1.
The hyperbolic region corresponds to the §) € R?\ {(0, 0)} such thatP(z, n, -)
has three simple roots. Cardano’s rule shows tat= {(z, n) € R?/7? > 352}, so . #
has two connected components. This is a case where the dibégldactor associated
with extreme eigenvalues has degree 3 Bt still has two connected component, so
H =nT U—nT. The example of the polynomial (7) shows that the conditiohe-
orem 2 is only sufficient and is not necessary. However, itsdoat seem possible to
improve the criterion in Theorem 2 as shown with the two exaselow.

Let us now introduce the polynomial

(8) P(r,n, &) =13 =30 + £t 4+ n° + &5

Again, it is straightforward to check tha is irreducible inR[z, n, £]. Cardano’s rule

shows that for«, &) # 0, P(-, n, &) has three simple real roots. The hyperbolic region
2 is the set of £, n) such thatP(z, 7, -) has three simple real roots. This is equivalent
to asking that the polynomiaP(z, n, - + t) has three simple real roots. We compute

P(r,n, E4+1)=8%—3128 + (® — 3tn? — 9.
Applying Cardano’s rule, we get
H = {(t, n) € R?/47% > (® — 3t — 19)?).

The regions# is depicted in black in Fig. 1, where we can see théthas four con-
nected components. We now give a quick argument that shows#hhas four con-
nected componentsWe introduce the homogeneous polynomial:

Q(r, n) := 41°% — (n® = 3tn? — %)% = (v3 = 3?1t + °) (3> + 3%r — d).

3] warmly thank the referee for his/her indications on thisnpo
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The hyperbolic region (4 connected components)

tau

eta

Fig. 1. The hyperbolic region (in black) with four connected
components for the third degree polynomRilin (8).

The roots of the polynomiak® — 3X + 1 are computed by using Cardano’s method,
and we obtain

2k
X3—3X +1=(X—a))(X—a)(X—ag), ax:= 2003(9”), k=12 3.

Using Cardano’s method again, we see that the polynom¥dl433X —1 has only one
real rootb that is given by the following formula:

1/3(3+ V21)\Y® 2 13
=5(57) Gam)

3 2 3(3+ +21)
There holds
aa<0<b<a<a.

We can thus factorize the polynomi@ and obtain

Q(z, n) = (r —agn)(x — bn)(r — an)(zx — awn)Q(z, n),

WhereQ is a homogeneous polynomial of degree 2 that is positive when) # (0O, 0).
Consequently, we have
A = {(t, n) € R?/(t — agn)(t — bn)(r — azn)(r —aun) > 0}
= {(r, n) € R?/(r —agn)(r —awy) > 0}
U {(z, n) € R?/(r — by)(r — agn) < 0},
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The hyperbolic region (6 connected components)

tau

Fig. 2. The hyperbolic region (in black) with six connectezhe
ponents for the fourth degree polynomialin (9).

and 7 has four connected components.

The example (8) shows that when the irreducible factor astsat with extreme
eigenvalues has degree 3, the equality = nI" U —zI" may not hold anymore. We
give another example of this fact below with an irreducitdetér of degree 4 for which
the computations are even easier.

An example with an irreducible polynomial of degree 4. The following result
is elementary.

Lemma 2. Let a b € R. Then the polynomial X— 2aX? + b has four simple
real roots if and only if a> 0, b > 0 and & > b.

Let us then define the polynomial
9) P(t,m, &) = 14— 4> + £2) 02 + n* + &4

Lemma 2 shows that forn( &) # 0, P(-, n, &) has four simple real roots. We now
considerP as a polynomial irs. We can apply Lemma 2 agai®(z, , -) has four
simple real roots if and only if the following inequalitie®Id:

2>0, =422 +10*>0, I*+4%2—p*>0.

We thus get

H = {(T, n) € Rz/\ﬁ?,_zn2 <72 < (2= V3 or 2+ V3? < rz}.

The hyperbolic region” is depicted in black in Fig. 2. It has six connected compo-
nents, sa? # nl' U —x T,
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