|

) <

The University of Osaka
Institutional Knowledge Archive

Title A—/— Y E1—4SX-4F| AR E GEM)

Author(s) |7Pa%f, K4; BF, I5—

Citation ?@&%k@%ﬁ%ty9—:l—z_ww,nu

Version Type|VoR

URL https://hdl. handle.net/11094/66320

rights

Note

The University of Osaka Institutional Knowledge Archive : OUKA

https://ir. library. osaka-u. ac. jp/

The University of Osaka



(%E ’é*:?)

— ZA—IN—a>E1—%2S X-4FIBEME cam)  ----rme- .

i
I

Aty —Tik, BEE FIF LT, A-S—arva—-% sX
FEOHL SX-4%nHnhHy - 4EZY-DFETTVELL, ;
AEPLEZY — LTS, IOWEEE, KL ry—=a— i
BonERER Ny (BBl A 985 A5, 98-11 B HICEEL E :
RGO T) BARE Y —  L72AS HIROFOWmEENR
DTRTCOFHEPEEFETEL L HEnFLAoTHERLET, i
JIEM LTz Er2EHB :

3 RIT Ising &7 IV DFEITHIR ) IAAREE
— HEETEMRIEIC DWT —

I RFERFE BT B AFHET SR HER 2 - MRS I A HEAE
http://quattro.phys.sci.kobe-u.ac.jp/nishino.html
RERFRZEEE ER B ER R RE L RIRE B —
http://glimmung.phys.sci.osaka-u.ac.jp/okunishi/okusjis.html

1 U mLDREE

N RTHEFEBOGEIFE [H0OER ]| 2T 5 L CRkUL ST O —
OTTO( L&V T IZRIROEENFI, BIIFEATRILL TROBEICHEATT S
Yo ) R 3 R FEE O SR E RO 5 BTN TR, IS L EEZ KBV
'C“‘ﬂ% L BIERTE (= ) OB EREEEAATL L Y, TOHBMT—
BEICHVYOR TV ADREYFANVBETTYE [FadbWFLEYFANVE ] T
BEEHCEVOT, SCTEBATELT [BERVAARE] 2HNTABLI LI
LIl (MBVAARE =FHREMEELTTF IV, )T, LOXIBFHECD
BFEABFIFDH Y ITh06 ., —2OOMBEMNRICEROFTEFELZEHBL TBL DY,
BWZLTIEHY ERA,

ST, BERYVAABOFEHIIBNWTEEROEREILVWERD—D L EXIT,
FHEWEFEERD) #D DS White 12 & 5 [ HEATHIED AAFE | (Density Matrix
Renormalization Group) ZHY) BIF 52 TL & 9, [1] [BETFIEY AAREE] L)
EZHIE, L THORELHLVOT, 503 I3HEH DMRG THIZh TwWEd, (158
AT 4 T DFEFT Design Methodology Research Group, Distributed Multimedia.
Research Group, Digital Modulation Research Group ZD#5H L WHEED v
ENTVWIETODT, BEALZWVEHIZHEE!) DMRG X, d&d L 1 XTETFR
(EWIHIN 2HER) OBDOEMEFTEFELOTTHN., FEHEEIZOFEE 2 XTT
EHHRICEBRLEL 2, 2] BobJTEI &, 1R, 2 RILERNITKIZ 3%
L) & THHMRZEET 3 RITHHR, 4FIC 3 RTC Ising BRI F 2 HL (T
LEo) Z:RT9,

RERFABS EM v 9 —=a— 2 -39 — Vol. 28 Na4 1999 —2



KT, LD LI BRROGH» L 2 WEERIZ S TBW T, MIEOABICH
Wz HEEEICET A TRICOWVWTELED T T, (WHEHZFTICOWVWTIE, 5D
X B ASELTTEV, ) 2nTIZ, bHVEF, [ 3R Ising WA ZHIZEL T
AOBRBFIEEDH 5?7 | LIZEBL 2T T3V, ALA, BEMEOMETTIH,

ki

.

k k

(a) (b)

2 1: (a) MAHBENOER 1,5,k 1, m,n DEY T, (b) 2 DDILTTHEDEYN EbE,

2 DDV M FOMRE

3, BEIC (B FERIFV T2 SHEEEEL T, ~FHMREIE L
T, MR (=% Aan)2FEXFEL &9, LA X-, Y-, Z-H, RFERTH
DEH. A5 6 2OENFH Y T o, FEICER 4,5,k ,mn ZEDENL T,
HTADVEEHTHDIE, H5EHOTES] (ijklmn) 25 [HHT 5 | FEXR Pijrme TYo
ZZTC [HWHAT S ] LEoDRBANFRZERIIBVT2ZOTIN, HEYE
CEATIC, BT (D) EBMET ¥ VYV Py & IHEIEEE TR &
BEZTEV, RIZFNFNROBEEN 0 L 1 DAEWD & LHE. (ijkimn)
i (000000) 2*% (111111) FTD 64 ﬁb@éomﬂ&%bﬁ%mb%i% #oT
ZDBE Pjrmn 13 FHER L TI) 64 RTTXT b v

P((((2*i+7)*2+k)*2+1)*x2+m)*x2+n) (1)

ELTRBETEET: [RAFRIEMCHEHFENOT F L A%2ET] L) Al
WCEITWT 6T VIV E 4(75’\7 MVICEERZ ZRTT, (BEHEA Y TN
FETTP? FREDE O —FHFFETTHT)

KC. 2 DDLIME P & Po g DIRD EDEEFEERDEHI (.. L0
HFERBLRY TR VOTTD 3 M)

Qz(jj YEEDY (mm! Y(nn' ) Z zgklmnpz’ 'kl m’ n (2)
TEHELIL LD RO Q IAHENEHED, FH B (4,25 + 5,2k +

KLU 2m+m/ 2n+n') 2 HORETT, BOMGE B 1(b) KRLTH2E) T,

KRR B vy —=a -2 — 40 — Vol. 28 No4 1999 — 2



MO DCHIET AEE ¢ (G AEN [ o220 T | HRLTVWET, (&
FHABT 7YV NOfEH] LEVET )R (1) IKBoT Q 2~ M TEET

Iz] 21 %A*@Uso
A&
QUUCCL(Ex24g) %245 ) %2+ k) %24+ K ) %241 ) %2+ m) % 2+m' ) x2+n) x2+n') (3)

EVV) 1024 RIENRZ PV D ET, (. CARESZLLWVWRKIZRZLLDHD
THAD ") BARRIC, FALATYFREBABERTITE, VY v rFa—7
DX LY lEd DN [HEATHIED ALEE] OB BIEDO—2TT, o7,
K (2 DI BEFEZMADS C DRI LITE R ) TRAL (BhrAIZ, ESDEFE
WK IW—¥vrFa—THoTrh,?] LHVTHEELTT, NeXT Cube d A,
Generation Gap £V )T/ TL & H2...) .

ST R Q) Z2FOFIREFET O I L I2THE, €T 11 HORLFIND
NETPHLNV—TRE2DILEdo V=T %VET, TOLHITH IV —TED
ZE do V—T1E., SXA (KKROLTEFDDIZEN > TENRAT 54V EID A —7%—
AYEa—F =) Ll o TEEUNDAHTODH Y TRA, F2T, SLEERL (N
7 MWL) DITERZELTAHEL £ 9o K (2) DRZ VLS THT S T B REREIIE,
Q DIWRAFONEFED (ijkmnj' k' I'm'n’) V) RERIEFICZoTWELT, Q %
BMERBL 2355407 M VEEN

(24 ) *24+K)*24+m) %2+ n) 2+ 7 ) %2+ K ) x 241 )% 2+m/ ) x2+n") (4)

EVI)EBRLZTF L ACEHENTOWEWRLTY, SHERETLER, bio
EEBEAL (L7707 T ADEK) OTRLTAEL 29,
ET RN Py PROIEER ANBR 2TV VY VR EBL E T,

Pllmnijlc = Pijkzmn (5)

ChE, 12 P OEREANEZLZITTT, COBER, BrETEUTF
VR ijk=2%i+j)x24+k &, TRETFVAImn=2*l+m)*2+n D 2 I

ARRFREG B v 5 —= 2 -2 — 4] — Vol. 28 No4 1999 —2



SFTEZNT, 2B do V=7 T A EDFBHBIZDOPYVEIT, 2HLTHEDS
N2 Pl ® VT

Q;nm'jkj’ ElUmint = ;Blmnijkﬂ' R Um (6)
RRICEHEL £, AT mnijk & FEUm'n ZERELZTHET RV AL AkE
FTOT, & (6) DFHEBERIN-TERDIEdo VT L LTFHETE T, &id,
gt v PTRXFOIREER (5) 0 L) 2R X W AEPANBL T, &
RN TG Quisny oy (mamt Yy WS TF2 THTLZWT T 0 2V 0 LB FOA
NEZIIEA 4B Jo V-7 CETTRTT, 2IHILTHRAZ TED 11 Edo V—
T BoEN B ENTET L, RS, N7 M ALOBEREIC X hiEED Bl
ENFET,

SO, WAFENEOLDHBETFVIND [HH] 2 [THWRE] 2 [#E] 2175
BAIX, TOEZOBMIEEEZ X7 WL (BLXOTTar7 530 7) IKHEDRW X
HEBLTBWT, TR LEEL AT 2005 [X7 VG X 5E#L] O
HTF, (BT A WREDOTTH, 2 HVIECDOERILE BERICIToTL
NBEIAVNAFE, DNEFBHRAZLIVATLL, RERORBRICHARLET, )

3 mBIC: Ko -FEE

BIE, SHEHEEOR I VA Y 7l oTWADIX, R (5) D& H R b IVEH
BROBETT, BFHLT, VBRI 29%? L—BEX-OTTV., #HHIE
FLAE)—ICT7 7 A TFoTCLEIDT, BoBEBFHLORIRIT £ £
Fho bIVLEBEL T — BEOEHRELY LT — BICHEFIELERLLTE 20H
EI3h, SBEDEITHFII LRI, (3bhne [FHEWHEROE X
FiE] C—BRTH~3FEINTLIVET, )

FRFEDOFATICBEL T, SX T FHIEIC X AFHEBRARE W Z2E3E L, &
DB %0 ) TRERERBIEIER LY ¥ — @ L E5, F2, [FHDORmIT (38
) & Journal of the Physical Society of Japan & ) #F %3 CTEHEML b DT,

& 3 HA
[1] S. R. White: Phys. Rev. Lett. 69 (1992) 2863; Phys. Rev. B48, 10345 (1993).
[2] T. Nishino: J. Phys. Soc. Jpn. 64, 3598 (1995); BFETHT— (KK 1999).

[3] T. Nishino and K. Okunishi, J. Phys. Soc. Jpn. 67, 3066 (1998)

KFEASATH AR vy — =2 — R — 42 — Vol. 28 No4 1999 —2



Journal of the Physical Society of Japan
Vol. 67, No. 9, September, 1998, pp. 3066-3072

A Density Matrix Algorithm for 3D Classical Models

Tomotoshi Nisinno* and Kouichi OwkunNisit-**

Department of Physics, Faculty of Science, Kobe Universily, Rokkodai 657-8501
! Department of Physics, Graduate School of Science, Osaka University, Toyonaka 560-0048

(Received April 17, 1998)

We generalize the corner transfer matrix renormalization group, which consists of White’s den-
sity matrix algorithm and Baxter’s method of the corner transfer matrix, to three dimensional
(3D) classical models. The renormalization group transformation is obtained through the diag-
onalization of density matrices for a cubic cluster. A trial application to 3D Ising wmodel with

m = 2 is shown as the simplest case.

KEYWORDS: density matrix, renormalization group, corner tensor

§1. Introduction

Variational estimation of the partition function has
been one of the standard technic in statistical mechan-
ics. For a two-dimensional (2D) classical lattice model
defined by a transfer matrix T, the variational partition
function per row is written as
VIT|V)

(Vivy ’
where |V') represents the trial state and (V] is its conju-
gate; A is maximized when (V] and |V) coincide with the
left and the right eigenvectors of T', respectively. In 1941
Klamers and Wannier!:? investigated the Ising model,
assuming that |V') is well approximated by a product of
matrices

V(.. i, 5, kd,...)=..  FIpikpk

A= (1.1)

(1.2)

where 1, j, k, [, etc., are the Ising variables, and F¥ is
a symmetric 2 by 2 matrix. The approximation is more
accurate than both the mean-field and the Bethe ap-
proximations.) Baxter improved the trial state by intro-
ducing additional degrees of freedom.* %) His variational
state is defined as

Vi gkl )= S

aabed,...

7 pik ki
DFRFlFy ..

(1.3)
where a, b, ¢, d, etc., are 2*-state group spin variables.
The tensor F,] contains 4 - 22" elements, and therefore it
is not easy to optimize F,] — adjust the elements — so
that A is maximized. He solved the optimization problem
by introducing the corner transfer matrix (CTM), and
by solving self-consistent equations for the tensors.®) In
1985 Nightingale and Blote used Baxter’s tensor product
as a initial state in the projector Monte Carlo simulation
for the Haldane system.”) Baxter suggested an outline of
generalizing his CTM method to 3D systems,®) however,
the project has not been completed.

" E~mail: nishino@phys560.phys.kobe-u.ac.jp
** E-mail: okunishi@godzilla.phys.sci.osaka-u.ac.jp
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Similar variational formulations have been applied to
one-dimensional (1D) quantum systems, especially for
S = 1 spin chains. The variational ground state |\¥) is
given by a modified tensor product

(i gkl )= > L ALAL AR AL,
Laabede,.. ’

(1.4)
where the subscripts a, b, ¢, d, e, etc., are m-state group
spin variables. Affleck, Lieb, Kennedy, and Tasaki
(AKLT) showed that the ground-state of a bilinear-
biquadratic S = 1 spin chain is exactly expressed by
the tensor product with m = 2.8) The variational for-
mulation has been generalized by Fannes et al. for
the arbitrary large m.?"!!) Now such ground state is
called ‘finitely correlated state’'®) or ‘matrix product
state’.1?) Quite recently Niggemann et al.'®) showed that
the ground state of a 2D quantwmn systems can be ex-
actly written in terms of a two-dimensional tensor prod-
uct. Although |¥) in eq. (1.3) does not look like [V} in
eq. (1.4), they are essentially the same. We can trans-
form |V) into |¥) by obtaining A}, from F., through
a kind of duality transformation;'¥) the opposite is also
possible.

The application of both |V) in eq. (1.3) and |¥)
in eq. (1.4) are limited to translationally invariant (or
homogeneous) systems. In 1992 White established a
more flexible numerical variational method from the view
point of the real-space renormalization group (RG).1%:16)
Since his numerical algorithm is written in terms of
the density matrix, the algorithm is called ‘density
matrix renormalization group’ (DMRG). White's vari-
ational state is written in a position dependent tensor
product!”:18) '

(.4 k. )= Y L ALBLCEDY, .

aabede,.
(1.5)

where A., is not always equal to B%,, etc. This inho-
mogeneous property in |®) makes DMRG possible to
treat open boundary systems'®) and random systems.2%
Now the DMRG is widely used for both quantum?V
and classical®®?%) problems. Quite recently Dukelsky
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et al. analyzed the correspondence (and a small dis-
crepancy) between DMRG and the variational formula
in eq. (1.4).25°27)

The decomposition of the trial state into the tensor
product tells us how to treat lattice models when we try
to obtain the partition function. The essential point is to
break-up the system into smaller pieces — like the local
tensor F,7 in eq. (1.3) or A%, in eq. (1.4) — and recon-
struct the original system by multiplying them. Accord-
ing to this idea, the authors combine DMRG and Bax-
ter’s method of CTM, and proposed the corner transfer
matrix renromalization group (CTMRG) method.?:2%)
It has been shown that CTMRG is efficient for determi-
nations of critical indices?® or latent heats.3?)

The purpose of this paper is to generalize the algo-
rithm of CTMRG to three-dimensional (3D) classical
systems. We focus on the RG algorithm rather than
its practical use. In the next section, we briefly review
the outline of CTMRG. The key point is that the RG
transformation is obtained through the diagonalization
of the density matrix. In §3 we define the density matrix
for a 3D vertex model, and in §4 we explain the way to
obtain the RG transformation. The numerical algorithm
is shown in §5. A trial application with m = 2 is shown
for the 3D Ising Model. Conclusions are summarized in
86.

§2. Formulation in Two Dimension

The aim of CTMRG is to obtain variational parti-
tion functions of 2D classical models. Let us consider
a square cluster of a 16-vertex model (Fig. 1) as an ex-
ample of 2D systems. We impose the fixed boundary
condition, where the boundary spins shown by the cross
marks point the same direction. In order to simplify the
following discussion, we assign a symmetric Boltzmann
weight W, = Wy, = Wy, to each vertex,*!) where
1,7,k and | denote two-state spins (= Ising spins or ar-
rows) on the bonds. (Fig. 2(a))

We employ two kinds of transfer matrices in order to
express the partition function Z,, of the square cluster
with linear dimension 2N. One is the half-row transfer
matrix (HRTM). Figure 2(b) shows the HRTM P} with
length N = 3, where the subscripts a = (a;,a9,...,ay)
and b = (by, b, ..., by ), respectively, represent row spins
— in-line spins — on the left and the right sides of the
HRTM. We think of P,} as a matrix labeled by the su-
perscript i. The other is the Baxter’s corner transfer
matrix (CTM),%® that represents Boltzmann weight of
a quadrant of the square. Figure 2(c) shows the CTM
C,, with linear dimension N = 3. The partition function
Z,n is then expressed as

 Zyy =Trp=TrC4, (2.1)

where p,, = (C*)_, is the density matrix. From the
symmetry of the vertex weight W, the matrices P,
C,,, and p,, are invariant under the permutation of sub-
scripts.

There are recursive relations between W, P, and C.
We can increase the length of HRTM by joining a vertex

KRRARFAB R vy —=a— 2
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X X X X X X
* H
X bod X ¥ X A

Fig. 1. Square cluster of a symmetric vertex model; the shown
system is the example with linear dimension 2N = 6. The cross
marks % show the boundary spins.

1 b3 b2 b1

-9 - @ ---0---8-,
as 6—-—-0!133 as : %
: : ; |
aze——eby  aze X
a1 é-—--—ébl al"‘ ::':
L L—X“-!t“-)(-f

(a)

(b) (c)

Fig. 2. Boltzmann weight and transfer matrices. The dots repre-
sent spin variables inside the square cluster shown in Fig. 1, and
the cross marks represent the boundary spins. (a) Vertex weight
Wijkg' (b) Half-row transfer matrix P_;. (c) Corner transfer
matrix C_,.

Pi=> WiyuPab, (2.2)
k

where the extended row-spins are defined as @ = (a,!{) =

(ay,a9,...,an,0) and b = (b,7) = (by,by,..., by, 7).

(Fig. 3(a)) In the same manner, the area of CTM can

be extended by joining two HRTMs and a vertex to the

CTM

Cop = Z “’Vijupdgpafccm (2.3)

cd kj

where the extended row-spins @ and b are defined as @ =
(a,!) = (a1,a9,...,ap,1) and b = (b,1) = (b, by,...,
an,1). (Fig. 3(b)) In this way, we can construct HRTM
and CTM with arbitrary size N by repeating the exten-
sion egs. (2.2) and (2.3).

It should be noted that the matrix dimension of both
C,, and P,} increases very rapidly with their linear size
N. The fact prevents us to store the matrix elements
of C,, and P} when we numerically calculate the parti-
tion function Z,5. This difficulty can be overcomed by
compressing CTM and HRTM into smaller matrices via
the density matrix algorithm,'® 18) where the RG trans-
formation is obtained through the diagonalization of the
density matrix p,, = (C*),,. Let us consider the eigen-
value equation for the density matrix

Zpal;Ag = ’\aAgu (24)
b
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(a) (b)
FPig. 3. Extensions of (a) the HRTM (eq. (2.2)), and (b) the

CTM. (eq. (2.3)).

where ) is the eigenvalue in decreasing order A\; > Ay >
.. >0, and A® = (A%, A%,...)T is the corresponding
eigenvector that satisfies the orthogonal relation

(A=, AP) = Z ASAP =

It has been known that A, rapidly approaches to zero
with respect to ,% 16) and that we can neglect tiny eigen-
values from the view point of numerical calculation. We
consider only m numbers of dominant eigenvalues in the
following; the greek indices run from 1 to m. The num-
ber m is determined so that >, A, becomes a good
lower bound for the partition function Z,, = Trp.

Equation (2.4) shows that for a sufficiently large m the
density matrix p can be well approximated as

b i AgAF Ao
a=]

The above approximation shows that the m-dimensional
diagonal matrix

Pap = ZAgAgpab = 0apg
ab

(2.5)

(2.6)

(2.7)

contains the relevant information of p; we can regard 5
as the renormalized density matrix. This is the heart
of the density matrix algorithm: the RG transformation
is defined by the matriz A = (A, A% ..., A™) which is
obtained through the diagonalization of the density ma-
triz.

As we have applied the RG transformation to the den-
sity matrix p, we can renormalize the CTM by applying

the matrix A as
Cop =D _ASA]C,,.
ab

Since C,, and p,, have the common eigenvectors - re-
member that p = C* - the renormalized CTM is an m-
dimensional diagonal matrix

(2.8)

C = diag(wy, wo, . . . s W), (2.9)
where w,, is the eigenvalue of the CTM that satisfies A, =

w3. In the same manner, we obtain the renormalized

HRTM

KRAFREE I FBE vy —=a— 2R
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f)u;j = ZA” 1/] nl) (210)
ab

In this case P ﬂ is not diagonal with respect to o and g;
the RG transformation is not always diagonalization.

We can extend the linear size of CTM and HRTM
using eqgs. (2.2) and (2.3}, and we can reduce their ma-
trix dimension by the RG transformation in egs. (2.7)
and (2.8). By repeating the extension and the renormal-
ization, we can obtain the renormalized density matrix
p and the approximate partition function Z,y = Trp
for arbitrary system size N. This is the outline of the
JTMRG.

§3. Density Matrix in Three Dimension

In order to generalize the density matrix algorithm
to 3D systems, we first construct the density matrix in
three dimension. As an example of 3D systems, we con-
sider a 64-vertex model, that is defined by a Boltzmann
weight W1, (Fig. 4(a)) In order to simplify the fol-
lowing discussion, we consider the case where W, ., is
invariant under the permutations of the two-state spins
i, 7, k, 1, m and n.3%) As we have considered a square clus-
ter in two-dimension, (Fig. 1) we consider a cube with
linear dimension 2N, where the boundary spins (on the
surface of the cube) are fixed to the same dircction. Ac-
cording to the variational formulation shown in §1, we
first decompose the cube into several parts shown in
Figs. 4(b)-4(d).

The tensor P, , shown in Fig. 4(b) is a kind of
three-dimensional HRTM. The superscript i represents
the two-state spin at the top. The spin at the bottom
is fixed, because it is at the boundary of the system.
The subscript o represents the group of in-line spins
a=(ay,ay,...,ay); b, ¢, and d are defined in the same
way. From the symmetry of the vertex weight, P}, is
mvariant under the permutations of subscripts.

The tensor S25Y shown in Fig. 4(c) does not have its
2D analogue; it is an array of vertices. The subscripts
a and b represent in-line spins; other two sides are the
boundary of the cube. The superscript X represents an
N by N array of spins on the square surface

Ti1 T2 TiN
T T

X = 2 22 , (3.1)
TNy TNN

where TN is closest to the center of the cube, and YV
is the spin array on the other surface; z;; and y,, are
connected to the same vertex at the position {ij}. The
tensor is invariant under the permutation of X and YV

( S = 8YX), but is not invariant for @ and b (SXY #
X ), SXY is equal to SZY where Z = X7 and T/V =
YT.

Figure 4(d) shows the corner tensor CXY# which is a
kind of three-dimensional CTM.®) The superscripts are
defined in the same way as eq. (3.1). (The boundary
spins on the surfaces of the original cube are fixed.) It
should be noted that C* Y% is not equal to CYY% where

W = X7 because each surface has its own orientation.
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Parts of the cubic cluster with linear dimension 2N: (a)
Vertex weight W, . (b) The tensor P} _,. (c) The tensor
S}‘Y (d) Corner Tensor C*YZ. The cross marks x represent
the boundary spins.

Fig. 4.

Following the formulation in two-dimension, let us con-
sider the size extension of P, S, and C. The length of P
can be increased by joining a vertex (Fig. 5(a))

117 &d T W, ijklmn agcda (32)

where the extended m-hneAspms are defined as a =
((l,j) = (a17a2:~"7aN>j)a b = (bvk) = (_bl’bQ)"'be)
k), € = (¢,]) = (c1,¢9,.--5¢p,l), and d = (d,m) =
(dy,dy, ..., dpy,m). The linear size of S can be increased
by joining two P and a vertex (Fig. 5(b))

Xy l XY
B § : E W, ijhklmn abcd efgh Sée
n

where the extended in-line spins are defined as & =

(3.3)

(a J) - (a'13a'27"‘7aN7 ->’ &Ildg_ (g, ) (91,92x~-'y
gnt). The extended spin array X is defined as
3, - Tyy | A
X=| ], (34
TNy eyy | fn
by RV

and Y is defined in the same way from the indices m,
d, h and Y. The lincar size of the corner tensor C can
‘be increased by joining three P, three S, and a vertex

(Fig. 5(c))
Z Z Z W, ijklinn ul)( d P fyh [)(7111:;1

X YZ
lmncdehqr TUV

x SATSYY sty ¢V,

qd

(3.5)
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i

Fig. 5. Extensions of (a) P in eq. (3.2), (b) S in eq. (3.3), and
(c) C in eq. (3.5).

The extended superscripts X, ¥, and Z are defined in
the same way as eq. (3.4). In eq. (3.5) we have to take
care of the orientation of the surfaces T, U, and V.

Now we can express the partition function Z,5 of the
cube with linear size 2N using the corner tensors. We
first join two corner tensors (Fig. 5) to obtain a symmet-
ric matrix

DXUNEV) - Z CXYZ QUYv, (3.6)
, v

where we regard the pair (ZV) as the column index of
D, and (XU) as the row index. The tensor C,, is the
mirror image of C: CUYV = CUTYV™. The partition

function Z,, is then expressed as

ZQ(XU)(XU),

XU

Z,n=Tr D= (3.7)

where the matrix Q is the forth power of D (Fig. 6)
(AB)(CD){EF)
w D(CDUEF) p(EF)(2V)

QUUIEY) - DXUNAB) pAB)(CD)

(3.8)

The matrix @ can be seen as a density matrix for the
cube, because TrQ is the partition function Z,5. By
contracting two superscripts of @, we obtain a density
submatrix
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Fig. 6. The density matrix @ in eq. (3.8) is obtained by joining
two corner tensors (eq. (3.6)) to obtain the tensor D, and then
joining four of them. (eq. (3.8))

p)(z — ZQ(XU)(ZU);

U

(3.9)

which will be used for the RG transformation for the spin
array.

Let us consider a density submatrix p*Z for the ex-
tended cube with size 2(N + 1), where X is the extended
spin array eq. (3.4); for a while we label the elements of
Z as

'y 'y |

Z=| E : (3.10)
TNy - 'y | N
b, o by [ kK

in order to define another density submatrix. By tracing
out N by N+ 1 variables of the extended density matrix
pX7

Pis = > (3.11)

" —_— !
b, =b; z =ty

where f = (fy,...,fx, k) and § = (f'y,..., f' . k'), we
obtain another density submatrix for the extended in-

line spins. In the same way, we obtain p 9 for the in-
line spins of length N - f = (zyy,...,Zyy) and g =
('1pny- - @ yy) - by tracing out N — 1 by N variables
of pX% in eq. (3.9).

§4. RG Algorithm in Three Dimension

As we have done in §2, we obtain RG transformations
by way of the diagonalizations of the density submatri-
ces. We first consider the eigenvalue relation

>_PUE = MUY,
z

(4.1)

where we assume the decreasing order for Ay. We keep
first m/ eigenvalues, (¥ = 1,...,m') and neglect the rest
of relatively small ones. We then obtain the RG trans-
formation matrix Ug', that maps the spin array X to an
m’-state block spin ¥. For example, the corner tensor
CXYZ is renormalized as (Fig. 7(a))

ABRAKFABE 2 v 9 —=a -2
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e
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=&

~ ~ -~

P S C
(a) (b)

Fig. 7. The renormalized tensors (a) P_? 675 in eq. (4.4), (b) S"I“}’
in eq. (4.5), and (c) C¥?® in eq. (4.2). The greck letters a, 8, 7,
and & denote m-state renormalized in-line spins, and the capital
ones ¥, &, and © denote m’-state renormalized spin arrays.

C¥*® = N UFUyU§CXY?

XYZ

(4.2)

It should be noted that under the transpose of the spin
array X — X7 the matrix U transforms as £Ug ac-
cording to the parity of the block spin W.

Let us consider another eigenvalue relation

— \V q¥ 4
D ps Al =NV AY (4.3)
9

for the density submatrix p 5g> Where f and g are in-
line spins. We assume the decreasing order for A\¥ as
before, and we keep m numbels of large eigenvalues.
(¢ = 1,...,m) The matrix A then represent the RG
tra,nsformatlon for the in-line spm f. For example, P} .,
is renormalized as (Fig. 7(b))

Blas =Y PulaASA[ AT AS.
abed

(4.4)

By using both Uy and A?, we can renormalize S5 as
(Fig. 7(c))

S",\IJ(}) .

)&)' a 4B Y
vy =Y S Az AU Uy

ab XY

(4.5)

As a result of RG transformations, the tensors P},

SXY, and CXY'Z are approximated as
e~ 3 ATASATAR (4.6)
afvyi=1
SXY ~ Z Z ASAJUFUYSYE  (47)
af=1¥d=1
- m, - i~
CXYZ N UFUFUECY*®. (4.8)
VUEO=1

For the models that have unique ground-state spin con-
figuration, the above approximations become exact when
T=0and T = o0 even for m=m' = 1.

Now we can dirvectly generalize the algorithm of
CTMRG to 3D lattice models. The algorithm consists of
the extensions for P} _, (eq. (3.2)), SAY (eq. (3.3)), and

ab
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CAY% (cq. (3.5)), and the RG transformations eqs. (4.2),
(4.4) and (4.5). The procedure of the renormalization
group is as follows:

(1) Start from N = 1, where all the tensors can
be C\plessed by the Boltzmann weight HUUmn
Poica = Wiabeaxs Sgy = Waxwxx’ and C*7 =
W vy x x x» Where the mark ‘<’ represents the fixed
boundary spin.

(2) Join the tensors Wiy, Paicas Say, and CXYVZ
using egs. (3.2), (3.3), and (3.5), 1espect1vely, and

obtain the extended ones P} -, SAY, and CAYZ,
{Increment N by one.)
(3) Using the extended corner tensm CXVZ in eq. (3.5),

calculate the density matrix p*% via eq. (3.9) and

its submatrix Ps, 10 €q. (3.11).

(4) Obtain the RG transformation matrix U\x/ and A%
using eqs. (4.1) and (4.3), respectively. We keep m’
states for ¥, and m states for «.

(5) Apply the RG transformations to the extended ten-
sors to obtain P,j 5 (eq. (4.4)), S¥% (eq. (4.5)), and
C¥*%® (eq. (4.2)).

(6) Goto the step (2) and repeat the procedures (2)-(5)
for the renormalized tensors P, S, and C.

Every time we extend the tensors in the step (2) the sys-

tem size - the linear dimension of the cube - increases

by 2. After the step (3) we can obtain the lower bound
of the partition function by taking the trace of the den-
sity submatrix Z, ., = Tr p*% =Ty Pz We stop
the iteration when the partition function per vertex con-
verges. Since the extended spin array X of the density
matrix p*? contains the original (unrenormalized) spin
variable, we can dirvectly calculate the local energy and
the order parameter.?®)

Let us apply the above algorithm to the 3D Ising
model. The model is equivalent to the 64-vertex model
whose vertex weight is given by

Z UokU U Uan>
o=+1

where U,; is unity when o = 4, and is eX + (/e2K —1
when o # ¢. The parameter K denotes the inverse tem-
perature J/kgT. For this model the initial conditions
for step (1) are slightly modified as

Patea = UsiUy o Uy Uy Uxy
SXY =UxxUsyUsaUsy

C/\)/ U\()«Ux) sz’

(4.9)

z]klmn -

(4.10)

where ‘x’ represent the boundary Ising spin. (The modi-
fication is nothing but the change in normalizations.) We
impose ferromagnetic boundary condition x = 1. As a
trial calculation we keep only two states for both in-line
spins (m = 2) and spin arrays (m’ = 2); when m’ = 2
the parity of the renormalized spin array ¥ in eq. (4.1) is
always even. Figure 8 shows the calculated spontaneous
magnetization. Because of the smallness of m and m/,
the transition temperature 7, is over estimated, where
the feature is common to the Klamers-Wannier approx-
imation.?)

Compare to the CTMRG algorithm for 2D classical
-2
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Fig. 8. Calculated spontaneous magnetization of the 3D Ising
model when m = m/ = 2. The arrow shows the true T,.

systems, the above RG algorithm for 3D system requires
much more computational time. The reason is that after
the step (2) the extended in-line spin f becomes 2m-
state, and the extended spm array X becomes 2m?m/'-

state; in order to obtain p*Z in the step (3) we have to
create a matnx DXONZV) by eq. (3.6), whose dimension
is 4m4m’?. For the simplest (non-trivial) case m = m/ =

2 the chmensmn is already 258.

§5. Conclusion and Discussion

We have explained a way of generalizing the RG al-
gorithm of CTMRG?8:29) to 3D classical models, focus-
ing on the construction of the density matrix from eight
corner tensors. The RG transformations are obtained
through the diagonalizations of the density matrices. As
far as we know it is the first generalization of the infinite-
system density matrix algorithm!%:16) to 3D classical sys-
tems.

From the computational view point, the calculation
in 3D is far more heavy than that of CTMRG in 2D; we
have to improve the numerical algorithm in 3D for realis-
tic use. What we have done is to approximate the eigen-
state of a transfer matrix in 3D as a two-dimensional
product of renormalized tensor P (eq. (4.4)); the most
important process is to improve the tensor elements in P
so that the variational partition function is maximized.
The improvement of tensor product state for 1D quan-
tum system proposed by Dukelsky et al.?%:27) where
their algorithm does not explicitly require the density
matrix, may of use to reduce the numerical effort in three
dimension.
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