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OSAKA UNIVERSITY

Abstract

Doctor of Philosophy

Manipulating Electron and Nuclear Spins Dynamics Using Solid Surfaces:

A Theoretical Study

by Elvis F. Arguelles

Solid surfaces have been serving as the so-called ”playground of physics” since the de-

velopment of ultra high vacuum environment and advanced experimental techniques

for their syntheses and characterizations. Significant discoveries have been unraveled

ranging from strange electronic states that are only observable in their presence, to the

better understanding of gas molecules-surfaces reactions, all of which have immensely

contributed to the progress of surface science. In the past decade, there have been

considerable interests in the behavior of electron spins in solid surfaces and their ma-

nipulations in the next generation electronic devices have given birth to the field of

spintronics. Similarly, the effects of solid surfaces on the electronic and nuclear spins of

molecules involved in many heterogenous catalytic reactions have been gaining recogni-

tion among surface physicists and chemists. This imply that one can tune the physical

properties of solid surfaces by intelligent materials design to influence and manipulate

the electronic and nuclear spin states. Fundamental to such design strategies is how to

take advantage of the system’s symmetry and its breaking processes. Broken symme-

tries can lead to drastic changes in the electronic, magnetic, and structural properties

of solids and gas molecules which in principle can be used to manipulate the behavior of

electron and nuclear spin states. In this dissertation, we presented the manipulations of

electrons and nuclei spins using symmetry-driven designs of solid surfaces by considering

two case studies using a combination of first principles calculations based on the density

functional theory (DFT) and model Hamiltonian calculations. In the first case study, we

introduced a new way of designing dilute magnetic semiconductors by taking advantage

of the layered structures of an oxide crystal in introducing magnetic and non-magnetic

impurities. By means of intelligent materials design computations we showed how the

local symmetry breaking introduced by impurities at the interstitial regions changes the

crystal fields of its surroundings in solids and induce electron spin polarization at the

surface layer. We also found that the formation energies of interstitial impurities in a

semiconducting lead oxide (PbO) surface is significantly lower compared to their sub-

situtional counterparts due to their unique bonding mechannism with the host crystal
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atoms. This bonding results in splitting of the d-orbitals of the impurity atoms that

induce spin polarization and magnetic moments in the surface. We also found ferro-

magnetic spin ordering that persists above room temperature which is stabilized by the

exchange of electrons between impurities through oxide atoms. Further, we have shown

that magnetic moments are strongly enhanced by hole doping which can be attributed

to the emptying of the minority spin states, giving rise to stronger spin-polarization in

the crystal. In the second case study, we demonstrated from quantum dynamics calcula-

tions how the introduction of steps on solid surfaces breaks the rotational symmetry of

adsorbing H2 that leads to the lifting of the angular momentum levels degeneracies and

nuclear spin states transition. We showed that H2 adsorption on stepped Pd surface is

governed by a highly anisotropic potential energy surface (PES) that favors adsorption

of parallel- over perpendicular-oriented molecule. By solving the quantum motion of

H2 in this anisotropic PES, we found that the two lowest energy states correspond to

para and ortho nuclear spin isomers, respectively. Upon comparing the gas and the

adsorbed phase rotational energy levels, we found that ortho-H2 have higher desorption

energy compared to para-H2, implying the separation of the nuclear spin isomers by

adsorption on stepped metal surface. We further showed that the presence of steps on

metal surfaces promotes H2 nuclear spin transition by enhancing the surface-molecule

hybridization. We have concluded that the key factor to faster ortho-para conversion

is to bring H2 to the so-called molecular chemisorbed state where there is a significant

overlap of surface and molecule wave functions. This is only realized by introducing

steps on surfaces. The results of this dissertation have significant direct impacts on the

design and development of spintronics materials as well as important contributions to

the realization of hydrogen-based society.
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List of Figures ix

A.1 Schematic diagram of magnetization as a function of temperature . . . . . 66

B.1 (a) Side view of the slab model of Pd(210) surface. The blue spheres
correspond to the step edge atoms. The dashed red line traces the steps
of the surface. (b) Top view of the Pd(210) surface model where the
unit cell used is represented by the yellow-dotted parallelogram over the
step edge atoms. The labels A, B and C are the adsorption sites of
pre-adsorbed atomic H. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

B.2 Dissociation sites on clean Pd(210). S: step-edge Pd atom, T: terrace site
Pd atom, ST: bridge between T and S sites and SS: bridge between two
S sites. The dissociated atoms for S site adsorb on the SS site, while on
T site, adsorb on the four-fold coordinated hollow site. The dissociated
atoms on ST site go to the hollow and SS sites, while on SS, one hydrogen
atom goes to top of the third layer Pd atom, while the other one goes to S. 71

B.3 Contour plot of dissociative adsorption potential energy surfaces (PES)
of H2 on S, T, ST, and SS sites of Pd(210). The contour spacing is 100
meV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

B.4 Effects of adsorbed hydrogen atoms on the dissociation of H2 molecules
on Pd(210). The red dots correspond to adsorbed H atoms while the pink
dots correspond to the atoms of H2 molecules dissociating on top of step-
edge Pd atom (S) and top of terrace atom (T) sites. The right panels are
the plots of total energy vs the H2 bond length r. The lower panels are
the contour plots of the PES of H2 dissociation on S (left panel) and T
(right panel) sites, respectively. . . . . . . . . . . . . . . . . . . . . . . . 74

B.5 Local density of states (LDOS) of the step-edge Pd atom of a clean and
HnML/Pd(210) surfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . 74



List of Tables

3.1 Host impurity bond lengths and magnetic moments per supercell for Fe,
Mn and Pb interstitials. The impurity atoms are bonded with two Oxygen
atoms, one located at the upper layer and the other at the second layer. . 16

4.1 Vibrational modes and their corresponding energies of H2 adsorbed at
the step-edge Pd atom of Pd(210) for Θ = 1/3 ML. The symbols used for
vibrational modes depict the motion of H2 as viewed from the haty axis.
The energy values are in meV. . . . . . . . . . . . . . . . . . . . . . . . . 44

4.2 Rotational, EJ,m and adsorption EJ,m
ads = EJ,m + V (Re) energies, of H2

for different Θ of pre-adsorbed H atoms on Pd(210) surface. . . . . . . . . 46

4.3 Rotational eigen energies, nuclear spin states and desorption energies of
H2 adsorbing on top of step-edge Pd atom of Pd(210). The calculations
are done for Θ = 1/3 ML. . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.4 Rotational-vibrational energy levels of H2 adsorbing on the top of step-
edge Pd atom of Pd(210). . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.5 Comparison between experimental and theoretically obtained rotational
state J compositions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

B.1 Calculated bulk lattice vectors with and without van der Waals correction
compared with experimentally obtained results. . . . . . . . . . . . . . . . 69

B.2 Binding energies of different atomic adsorption sites and their TPD peak
assignments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

x



Abbreviations

DMS Dilute Mmagnetic Semiconductors

DMO Dilute Magnetic Oxides

DFT Ddensity Functional Theory

xc exchange correlation

LDA Local Density Approximation

GGA Generalised Gradient Approximation

VASP Vienna Ab-initio Ssimulation Package

PAW Projector Augmented Plane Wave

PBE Perdew Burke Ernzerhoff

vdW van der Waals

DOS Density Of States

PDOS Projected Density Of States

LDOS Local Density Of States

TM Transition Metals

RT Room Temperature

DoF Dgrees of Freedom

TPD Temperature Programmed Desorption

REMPI Resonance Enhanced MultiPhoton Ionization

XMCD Xray Magnetic Circular Dichroism

CM Center of Mass

FM FerroMagnetic

AFM AntiFerroMagnetic

MFA Mean Field Approximation

xi



Chapter 1

Spin: Electrons and Nuclei

Similar to planets revolving around the sun, an electron possesses aside from orbital

angular momentum l, a property analogous to a planet’s rotation around its axis, called

spin. The electron spin s is directly coupled to its moment by me = −gsµB (s/!), where

µB = e!
2me

is the Bohr magneton and gs ≈ 2 is the electron spin g-factor. An electron’s

spin can have two states depending on the projection at some quantization axis, ±!
1
2 .

The positive and negative signs are often called ”up” and ”down” spins, respectively.

This quantization of electron’s spin in two directions has been discovered by Otto Stern

and Walther Gerlach in the 1920s[2–4]. It is due to this property of electrons that

magnetism in a material arises. For instance, nonmagnetic materials have equal number

of electrons that are in spin up and down states. However, this is not the case for

magnetic materials, in which the density of states (DOS) is split due to different number

of spin up and down electrons, schematically shown in Fig.1.1.

Unlike in electrons in which there is a clear distinction between the electron spin and

orbital angular momentum, nuclei often behave as one particle and characterized by the

total intrinsic angular momentum I, called nuclear spin. The magnetic moment associ-

ated with nuclear spins of individual protons(neutrons) is mp(n) = −gµN (I/!), where

µN = e!
2mp(n)

is the nuclear magneton, g = 5.5856947 for proton, and g = −3.8260837 for

neutron. The magnitude of the nuclear spin of combinations of protons and neutrons

in a nuclei depends on the mass number of the nucleus on three cases: 1) when both

protons and neutrons in the nucleus are even in number, the nuclear spin is zero, 2)

when the total number of protons and neutrons is odd, I takes half-integer values, and

1



Chapter 1. Spin: Electrons and Nuclei 2

Figure 1.1: Schematic diagram of DOS of magnetic and non-magnetic materials. The
blue and red shades correspond to up and down spin polarized DOS denoted by G(E↑)

and G(E↓), respectively. The up and down DOS are filled up the Fermi level EF .

3) when both protons and neutrons in the nucleus are odd in number, I has integer

values. As an example, iron (Fe) (atomic number Z = 26) has nuclear spins of either

0 or half-integers depending on whether the isotope mass is even or odd, respectively,

e.g. I = 0 for 54Fe and I = 3/2 for 55Fe. For diatomic molecules such as H2, the total

(molecular) nuclear spin I = I1 + I2, where I1(I2) is the nuclear spin of atom 1(2).

The magnitude of the total nuclear spin is 0 for antisymmetric and 1 for symmetric

nuclear spin wavefunctions, respectively. The total nuclear wavefunction is composed

of spatial and spin parts. The symmetric and antisymmetric properties of the spatial

part is govern by the parity (−1)J , where J is the angular momentum quantum num-

ber of the molecule. Even and odd values of J result in symmetric and antisymmetric

spatial wavefunctions, respectively. This means that I = 0 corresponds to even angular

momentum J and I = 1 corresponds to odd J values.



Chapter 2

Spin in Spintronics and Catalysis

2.1 Electron spin states and spintronics

Even in the early years following its discovery by Stern and Gerlach, spin has played a

central role in many branches of condensed matter physics through its incorporation in

quantum mechanics by the works of Pauli[5] and Dirac[6]. In practical applications such

as in electronics however, this property of electron did not garner much attention until

the discovery of giant magnetoresistance (GMR)[7, 8] by Fert and Grünberg. GMR is

a quantum mechanical effect in a system consisting of alternating ferromagnetic (FM)

and non-magnetic (NM) metal junctions. Depending on the orientation of the magneti-

zation in magnetic layer, the resistance changes from low (parallel orientation) to high

(antiparallel orientation). This eventually gave birth to the field of solid state physics

called spintronics. The realization of electronic devices in which quantum information

is carried through an electron’s spin rather than its charge is at the heart of an inten-

sive investigation in this rapidly developing field [9–11]. In particular, this field aims

to understand how one can exploit the particle’s spin degrees of freedom interacting

with magnetic properties of a material to reduce power consumption and store and ma-

nipulate data above room temperature (RT). It is expected that the next generation

spintronic devices will incorporate the creation and control of spin-polarized electrons

in a semiconductor [12, 13]. For these devices to be operational, a requirement that

electrons are spin-polarized as they travel through the semiconductor (SC) should be

achieved. A direct way to do this is by injection of spin-polarised electrons from a ferro-

magnetic metal to a semiconductor in a FM metal/SC junction. The problem however

3



Chapter 2. Spin in Spintronics and Catalysis 4

with spin injection is the difficulty of preserving the electron spin across the interface

because of large differences in the electronic properties of the two materials[9], which

can be addressed if one utilizes magnetic semiconductors (instead of metal FM/SC junc-

tions). The challenge therefore is the development and design of materials that are able

to combine FM and SC into one functional device that can operate above the room

temperature as dictated by today’s electronics technology[14]. Traditionally, the cre-

ation of such devices starts with the introduction of magnetic ions into conventional

semicoductors or semiconducting oxides schematically drawn in Figure 2.1. These mag-

netic impurities are kept in small amounts to preserve the crystal structure of the host

material. A semiconductor with minimal magnetic dopants is called dilute semiconduc-

tor (DMS). In these materials, doped ions with partially filled d or f shells serve as

Figure 2.1: Schematic diagram showing a) magnetic semiconductor, b) non-magnetic
semiconductor and c) dilute magnetic semiconductor (adapted from [1])

sites for localized spins. The interactions between them are believed to be mediated

by intrinsic defects that contribute to the overall observed magnetism[15] that persists

up to a certain temperature, Tc called Curie temperature. However, the low value of

Tc compared to room temperature (typically, Tc < 100K) presents a huge challenge for

DMS’ operations and ultimately, its realistic applications.

It has been proven that ferromagnetism in DMS are generally carrier mediated[16] which

allows the modification of magnetic behavior by manipulation of charges. Moreover,

theoretical understanding of the relationship between the magnetic and transport prop-

erties of material and disorder[17–20] have provided significant insights on the design of

DMS. This has inspired a persistent quest for materials with higher Tc and ferromag-

netism mediated by carriers and has led to the hypothesis that DMOs would be the
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key to bring room temperature Tc[21]. Indeed, groundbreaking experiments by Mat-

sumoto and coworkers observed room temperature ferromagnetism in transition metal

(TM)-doped semiconducting oxides[22, 23]. This pioneering work has set the stage for

searching similar behavior in other oxides such as ZnO[24], SnO2[25], Cu2O[26], and

In1.8Sn0.2O3[27] which yield Tc higher than RT. While DMOs with significantly higher

Tc around 300K have been successfully fabricated, the issue of replicability and poor

understanding of the origin of ferromagnetism remain unresolved [28]. Putting these

issues into consideration, it is therefore necessary to continue exploring new routes on

inducing magnetism to nonmagnetic semiconductors.

2.2 Spin in Catalysis

Energy and angular momentum (spin) are said to be the fundamental parameters that

control chemical reactions[29]. In principle, the total spin of the reactants must be

equal to the total spin of the products after the reaction. This angular momentum

conservation results in spin selective chemical reactions. Typically, chemical reactions

are forbidden if the process requires changing of spins. However, some molecular sys-

tems with strong spin-orbit interactions may result in electron spin changing along the

reaction path[30]. On the other hand, even in the absence of spin-orbit coupling, spin

transformation during chemical reactions is still possible by virtue of other magnetic

interactions such as hyperfine Fermi contact, Zeeman interaction, etc. For example,

consider a pair of molecules or radicals that are initially in triplet state and combine to

form a product with zero spin. This entails a spin transformation from the nonreactive

triplet radicals to the more reactive singlet radicals that combine to form the diamag-

netic, zero-spin product[29]. These spin dependent chemical reactions are also present

in many heterogenous catalysis. Some of these involve magnetic nanoparticle catalysts

that are found effective towards acetylene and ethylene dehydrogenation[31] and hydro-

gen production[32]. Other spin dependent reactions on the other hand, do not involve

magnetic surface catalysts. A curious case is the rather seemingly simple reaction of

O2 with metal surfaces. Several independent experiments[33–35] have shown that the

initial sticking probability during dissociative adsorption of O2 on Al(111) is very low.

Succeeding adiabatic potential energy surface (PES) calculations[36–38] based on DFT

were not able to find a dissociation barrier comparable to that of the experiments. This
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peculiar property of O2 adsorption on Al(111) was associated to the hindering of spin

transitions of O2 as it approaches the surface[39]. This effect is also prevalent in the

gas-phase reactions in which the triplet O2 is inert towards singlet reactants.

Equally interesting is the behaviour of the nuclear spins of molecules as they interact

with solid surfaces. Similar to electron spins in heterogenous and homogenous catalyses,

nuclear spin transitions are possible by means of electronic and magnetic interactions

with surface catalysts. Spectroscopic techniques[40, 41] have shown that bound H2 on a

stepped Cu surface is confined as a two-dimensional (2D) quantum rotor on top of step-

edge Cu atoms due to large anisotropic adsorbate-surface potential. This hindering of

rotational motion along the polar orientation is associated with the differential adsorp-

tion on the surface of the two nuclear spin (I) isomers (I = 0, para and I = 1, ortho) of

H2[42, 43]. This also means that ortho(o)- and para(p)-H2 can now be separated[42–50],

an essential step to efficiently store liquid hydrogen. Much of these methods[42, 44, 46–

48, 51] of separation involve chromatographic techniques that measure the retention

times of o- and p-H2 on activated alumina columns, and reports on o − p separation

using metal catalysts are lacking.

In isolated H2, the transition between the two nuclear spin isomers is practically for-

bidden. Theoretically, the rate of transition takes about 1020 s. However, the presence

of electromagnetic fields, other molecules and solid surfaces generate perturbation po-

tentials that can promote o-H2 to p-H2 spin conversion. H2 has two possible states

when interacting with solid surfaces: a) molecularly adsorbed ranging from physisorbed

governed mostly by van der Waals interaction to weakly chemisorbed states, and b) dis-

sociated individual hydrogen atoms chemisorbed on the surface. Therefore, the initial

prominent picture of nuclear spin isomer transitions imagined o-H2 in either physisorp-

tion state interacting with surface magnetic moments or dissociated state and later on

recombine as p-H2. High resolution electron energy loss (EELS) studies[52–54] have

observed for the first time the rotational excitations of diatomic molecules on metal

surfaces. From the examination of the rotational spectra of H2, these researches have

concluded that the nature of adsorption can be attributed to purely physisorption state.

In spite of the fact that the surfaces used in the study lack magnetic moments, nu-

clear spin isomer conversion rates were found to be fast. The estimated transition rate

is about 2 order of magnitudes faster for H2 on Ag surfaces[52] than on Cu(100)[53].

These observation of nuclear spin conversions on clean metal surfaces do not fit to any
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previous theoretical models for two obvious reasons: 1) H2 is molecularly physisorbed on

metal surfaces and spin conversion via dissociative adsorption and recombination is im-

possible, and 2) spin conversions via magnetic dipole interactions are only present when

the surfaces involved are magnetic. An alternative mechanism[55] involving hyperfine

and Coulomb interactions of H2 with metal surfaces have provided a solid theoretical

basis for the observed spin isomer transitions. In this process, an electron from the

surface band transfers to the anti-bonding state of H2 and back to an excited state of

the metal surface. The energy release from conversion equivalent to the difference of

the two ortho and para states (14.7 meV) is dissipated to formation of electron-hole

pairs resulting to triplet metal surface state. This leads to a theoretical estimate of the

o − p conversion rate to be ≈ 54 s. Over the years, improved measurement techniques

have been employed to accurately estimate the o− p transtition rates on metal surfaces.

Some of these are the rotational state selective resonance-enhanced multiphoton ion-

ization (REMPI)-desorption studies of H2 on solid diamagnetic surfaces[56, 57] which

estimated the conversion time be ≈ 600 − 800 s. Further, theoretical calculations[58]

have shown the importance of molecular orientation to the conversion probability. The

transition yield is found to be higher in H2 oriented perpendicular than the one parallel

to the surface. On a stepped metal surface, an EELS study[59] of the rotational popula-

tions of H2 have shown a fast o− p transition rate of 1 s. This conversion time is faster

than that predicted by theoretical calculations[55] and has been attributed to the ad-

sorption state characterized by short H2-surface bond. This suggests that a more refined

theoretical model calculation is needed in order explain the observed o − p transition

rate.

2.3 Intelligent design of solid surfaces: a means to manip-

ulate electron and nuclear spins

The ability to manipulate electron and nuclear spins provides opportunities to tune dif-

ferent physical properties of materials that are important towards specific applications.

For example, electrons and nuclear spins states can be manipulated by electromagnetic

fields to gain basic understanding of ultrafast magnetization dynamics of thin films as

well as probing the nuclear magnetic resonance (NMR) spectra of atoms and molecules.
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On a similar footing, engineering solid surfaces can provide ways to effectively manipu-

late and control these spin states. To do this, we make use of one of the most fundamental

cornerstones of physics: symmetry. Symmetry and its breaking processes have been cen-

tral to many advances in physics such as superconductivity and cooperative phenomena.

Further, symmetry has been the basis for some important scientific contributions such

as the exact solution of the Anderson impurity model[60] as well as in heavy electrons

systems[61] where an exotic superconducting phase exists.

A solid surface is an example of a system in which symmetry plays an important role.

Introduction of a surface imposes a translational symmetry breaking in a crystal. This

broken symmetry strongly modifies the electronic, magnetic, and structural properties

from the bulk. Another example is the ferromagnetic ordering of spins which occurs as

a spontaneous symmetry breaking. When an impurity occupies a site in a crystal, it

breaks the local symmetry by changing its surrounding crystal fields. If these impurities

are magnetic ions imbeded in a semiconductor, localized spins can couple by exchanging

electrons through neighboring atoms, causing magnetic ordering. This mechanism that

stabilizes magnetic order is called Zener’s double exchange. On the other hand, when

the crystal is metallic, conduction electrons can couple with the localized spins leading to

a different exchange mechanism called RKKY interactions. Magnetic adatoms coupling

on metallic surfaces systems also exhibit these effects through Kondo resonances[62–64].

Symmetry is also important in some molecule and surface interactions. Some organic

molecules such as metal pthalocyanides exhibit orbital degeneracies that often survive

upon adsorption on metal surfaces. These orbital degrees of freedom lead to a SU(4)

symmetric Kondo effect by adjusting the coupling between the molecule and the electron

reservoir or the metal surface[65]. Symmetries possessed by metal surfaces can also influ-

ence some catalytic reactions. Steps and kinks break the four-fold rotational symmetry

(C4) of surfaces which leads to drastic changes in the adsorption profiles of molecules.

On flat transition metals with intact C4 rotational symmetry, H2 molecules are found to

adsorb dissociatively. On the contrary, the changes in the electronic structure induced

by steps of vicinal surfaces allow these molecules to be in molecular adsorption states.

As we will show in the succeeding chapters, by inducing a highly anisotropic potential

energy surface (PES) steps on metal surfaces influence the quantum dynamics of nuclear

spin states of H2. This PES lifts the degeneracy of rotational states which leads to the

difference in desorption energies of the nuclear spin isomers of H2. Further, by tuning
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the electronic properties of metal surfaces, we will show how steps can promote nuclear

spin states transitions of H2.

In this thesis, we present in the following case studies how changing the physical prop-

erties of the surface allows one to manipulate the electrons and nuclear spins. By taking

Figure 2.2: Proposed design methodology to manipulate electron and nuclear spins
using solid surfaces.

advantage of the increasing computational power of computers, we are able to theoreti-

cally tweak the physical properties of solid surfaces to directly influence the spin states

as shown in Figure 2.2. Our results give insights and help in minimizing the trial and

error factors that may arise in experimental methodologies. Our design methodology

also enables us to confirm and clarify experimental results by exploring mechanisms that

can only be achieved through computational modeling.

In this dissertation, we focused on the two possible applications of spin states manipula-

tions: 1) improving the design of magnetic semiconductors by surface engineering, and

2) tuning the quantum dynamics of nuclear spin states of diatomic molecules by varying

the surface electronic profile. In the first case study, we show that by deliberately in-

troducing inhomogeneities in a solid surface, we can promote ferromagnetic ordering of

electron spins. Our results give important implications on the design and realization of

magnetic semiconductors for spintronics. In most cases, nuclear spin states of atoms in

light molecules are easier to manipulate than those in solids. In first principles calcula-

tions, these nuclear spin states are can be correlated to the molecules’ rotational states.



Chapter 2. Spin in Spintronics and Catalysis 10

By influencing the molecules’ angular momenta, we can indirectly affect the molecular

nuclear spins. In the second case study, we present the effects of steps in metal surfaces

in the quantum dynamics and spin state transitions of nuclear spin isomers of hydrogen

molecules. Our results find find useful applications such as the design and development

of hydrogen storage technologies that are essential in the realization of the so-called

hydrogen-based society.



Chapter 3

Surface magnetism in αPbO: A

case study

3.1 Interstitial impurity-induced spin-polarization in αPbO

3.1.1 Background

Perfect crystaline surfaces are idealized systems and do not exist in nature. While atoms

in solids prefer perfect crystal structures that favor energy minimization, imperfections

on the regular geometrical arrangements can form for a variety of reasons. Crystaline

defects form due to deformation of solid under excessive pressure, rapid temperature

changes during crystal growth and ionizing radiations. The simplest type of a crystal

imperfection is called point defect. Vacancies, interstitials and impurities belong to this

class. A vacancy is formed when an atom is removed or migrate from its original posi-

tion in the lattice to other areas in the solid. Migrating and extra atoms that cannot

be accomodated in lattice sites occupied by other atoms tend to squeeze into interstices

and are called interstitials. Impurities are foreign atoms that may substitute the ones

comprising the host crystal or occupy the interstitial sites. These defects together with

other inhomogeneities such as d islocations, steps and k inks are found in high densities

when a crystal is cleaved to form a surface. Even under careful fabrication methods that

involve ultra high vacuum condition and and subsequent annealing cannot effectively re-

move these defects[66]. Understanding how these defects influence the different physical

properties of the surface and interfaces opens up possible useful applications in various

11
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fields, most importantly in electronics and catalysis. In electronics, point defects have far

greater importance than the rest of the surface defects mentioned above. This is because

unlike steps, dislocations and kinks that are localized only at the top most surface layer,

point defects can occur at the surface, sub- surface and even in the bulk region of the

slab. In some cases, these defects in particular, impurities are deliberately introduced

to engineer the electronic properties such as the band gaps of some materials. Pure

(intrinsic) semiconductors such as silicon (Si) poorly conducts electricity when used in

transitors. When the temperature is increased or electrostatic potential difference is

applied, some electrons of intrinsic semiconductors are excited to the conduction band,

leaving electron vacancies in the valence band called holes. These excited electrons can

then move through the semiconductor as a current. For practical applications, semicon-

ductors are often doped with impurity atoms, which depending whether they are donors

or acceptors, shift the position of the valence or the conduction band with respect to

the Fermi level. For example, extra electrons from the donor atom when doped into

a semiconductor shift the valence band level nearer to the Fermi level, shrinking the

band gap. This smaller band gap makes it easier for electrons in the valence band to

jump to the conduction band and results to larger current. The opposite effect happen

when an acceptor atom is introduced into a semiconductor. In addition, the presence of

vacancies in the semiconductor also contribute to these band shiftings and in general to

electron/hole mobilities.

3.1.1.1 Interstitial impurities in bulk lead oxides

Lead oxide or PbO has a rich history as photoconductive materials in imaging devices.

In recent studies of Bershevich and Reznik on litharge (α-PbO), the low temperature

polymorph of lead oxide, it is shown that magnetism can be induced by non-magnetic

impurities situated at the interstitial sites between crystal layers[67, 68]. Litharge in its

bulk form is thermodynamically stable at room temperature and has a layered structure

(shown in Fig.3.1), with a space group P4/nmm−D[69].

In this structure, each layer has oxygen atoms sandwiched in between two lead sublayers,

with each O atom surrounded tetrahedraly by four Pb atoms. The unique bonding

process between the host and the impurity atoms located at the interstitial is said to

be responsible for the calculated 2.0µB value of local magnetic moment in this material
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Figure 3.1: Bulk of structure of α-PbO. The tetragonal structure has the dimensions,
a = b = 4.06Å, c = 5.53Å and bond length of 2.35Å.

which eventually is considered as one of the routes to the so-called d0 magnetism[70].

Having known that it is possible to use litharge as a DMO similar to ZnO, TiO and

other oxides, a rather common approach is proposed in this thesis in which the intrinsic

magnetic nature of 3d transition metal oxides are exploited and introduced as interstitial

impurities. Furthermore, since RT ferromagnetism is easily realized using thin films and

nanoparticles and that ferromagnetic signals are believed to be linked to states near

surfaces, interfaces and grain boundaries [71, 72], the study presented here is relatively

pioneering in terms of subsurface impurity induced magnetism of α-PbO surface.

3.1.2 Electronic properties of pristine PbO surface

The breaking of symmetry imposed by the surface has introduced a small energy shift of

the Fermi level of the system’s density of states (DOS) in Figure 3.2. In this figure, the

red and blue lines are total DOS of O and Pb respectively while the black line denotes

the total DOS per unit cell. Oxygen’s p-states dominates the valence band while Pb’s

p-states take over the conduction band. The deepest energy regions are occupied by s-

states of the oxygen atoms with very small contribution coming from the p-states of the

lead atoms. Further analysis of this DOS show that these states are located at almost

the same energies consistent with sp3 hybridization in this material. In the bonding

process, Pb forms five degenerate hybrid orbitals, four of which forms overlaps with
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Figure 3.2: Total density of states (DOS) per unit cell (black line) and densities of
states of Pb (blue line) and O (red line) atoms. The Fermi level is shown as the dashed

line.

oxygen’s sp3-hybrids. The other remaining orbital comprising of 6s do not participate

to bonding and are located deep below the Fermi level

3.1.3 Surface spin polarization induced by magnetic interstitial impu-

rities

Interstitial defects are generated by placing impurities in between 2 layers oxygen atoms

and allowing to relax until the system reaches the minimum energy configuration. After

optimization, the system is found to be stable when bonded with oxygen atoms with the

oxygen-impurity-oxygen (O-I-O) bond length given in table 2. Generally, the impurities

tend to bond effectively with the oxygen atom located at the upper layer Ou, than the one

in the lower layer, Ol as shown by the bond values in Table 3.1. For the cases of transition

metal elements, the O-I-O bond lengths are quite short; Fe forming the shortest bond of

1.88 Å with Ou atom in the upper layer. The non-magnetic Pb interstial however forms

a relatively longer bond of around 2.54 Å with Ou but still shorter compared to that of

(cf. ref[67]) where the impurity is bonded with Pb atoms instead of oxygen, suggesting

an increase in stability of the present system.

Calculated magnetic moments per supercell (and local magnetic moments) for system

with Fe, Mn and Pb are 2.25(2.32)µB, 3.11(3.12)µB, and 0.94(0.514)µB respectively,
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(a) (b)

Figure 3.3: (a) Litharge slab model consisting of three layers of lead monoxide with
20Å separation distance between slabs. (b) Interstitial impurity model. (The Fermi

level is shown as the dashed line.)

(a) (b) (c)

Figure 3.4: Spin density plots for (a) Fe, (b) Mn, and (c) Pb interstitials plotted
with isovalues of 0.05e/Å−3.
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Impurity Ou(upper)
bond (in Å)

Ol(lower)
bond (in Å)

Magnetic moment
(in µB/supercell)

Fe 1.881 1.888 2.250
Mn 1.937 1.945 3.100
Pb 2.538 3.493 0.940

Table 3.1: Host impurity bond lengths and magnetic moments per supercell for Fe,
Mn and Pb interstitials. The impurity atoms are bonded with two Oxygen atoms, one
located at the upper layer and the other at the second layer.

and the corresponding spin density plots are shown in Figures 3.4a-c. These magnetic

moments are highly localised in the case of transition metals (Fe and Mn) and overly

dispersed for Pb. The strong bonding between transition metals and the host’s oxygen

atoms create distortions at the surface (Figures 3.4(a) and 3.4(b)) as these oxygen are

drawn closer towards the impurities to form O-I-O bonds. Upon bonding, these oxygen

atoms gained magnetic moments of 0.036µB for Ou and 0.037µB for Ol induced by Mn

and 0.062µB, for both Ou and Ol atoms induced by Fe. These defect effects can be traced

up to far away neighbouring atoms located at the surface and especially pronounced in

the case of Mn in Figure 3.4(b). While the calculated magnetic moment localised at

the Pb interstitial is the smallest among impurities, its introduction to the system has

induced long range disorder effects (Figure 3.4(c)) which tail up to the surface atoms.

The shifting of DOS to the lower energy region is a notable feature among all cases upon

the introduction of interstitials as illustrated in Figure 3.5 indicating n-type nature, with

the gap occupied by d (TM) or p (Pb)states due to impurities (right hand side panel).

Although this feature is evident for all cases, the bonding mechanisms are different for

each case. The t2g (dxy, dyz, dzx) orbitals of 3d-transition metals hybridise with the host’s

s and p orbitals forming antibonding and bonding states. The Fermi level lies at the

non-bonding eg (dz2 , dx2) states for the case of Fe interstitial. This is however different

for Mn impurity. Due to the strong hybridisation between the host’s oxygen atoms and

the non-magnetic Pb impurity, a local magnetic moment which extends up to several

neighbouring atoms is induced. When Pb interstitial bonds with the nearest oxygen

atom of the host, a whole new different picture emerges that results to spin polarisation

of both the host matrix and impurity. Firstly, the minority of Pb impurity’s states

are excited in energy leaving some of the majority antibonding p states at the Fermi

level more than half-filed (bottom right hand of Figure 3.6). A mixed of Pb s and

p states overlap with oxygen’s bonding p states below the Fermi level with some of
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Figure 3.5: The densities of states for α-PbO slab with transition metals (Fe and
Mn) and Pb interstitials. The right panel shows the calculated DOS near the Fermi
level (shown as blue vertical dashed line). Coloured lines (red and green) show the
partial density of states per impurity atom’s d or p orbitals at the interstitial and the

solid black lines are the total averaged DOS per unit cell.
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Figure 3.6: Calculated 1st layer DOS (left panel) and partial DOS of impurity and
nearest neighbor oxygen atom (please see the scale)
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Pb’s s states dominates the lower energy regions and are spin split. These in turn give

rise to the calculated magnetic moment and defect states tailing far away from the Pb

interstitial. Remarkably, even in the absence of unpaired electrons, a 0.94 µB supercell

magnetic moment can be generated by Pb interstitials in PbO. The immediate effects

of these defects on the surface layer of α-PbO are illustrated in Figures 3.4 and 3.6.

Geometrically, they induce subtle lattice distortions at the surface that cause elongation

and shortening of some Pb-O bonds (Figure 3.4), particularly notable for TM impurities.

Furthermore, the layer resolved densities of states in Figure 3.6 show almost neglible

splitting of states at the lower energy regions and split impurity states are located either

at or near the Fermi level. Moreover, the impurities’ spin split d or p states overlap with

the host oxygens’ p valence bond states and additional impurity states are present in

the band gap as shown in Figure 3.6. The magnetic moments for the case of magnetic

impurities induce slight spin polarization of the surface layer’s oxygen p states illustrated

at the left-hand side of Figure 3.6.

3.1.4 Summary and Conculsions

Given the strong evidence that ferromagnetism is closely associated with near surface

and interfaces, litharge surface or α-PbO (001) has been investigated as a candidate

material for spintronics application. In particular the introduction of 3d transition metal

impurities (Fe and Mn) traditionally used in other DMSs and DMOs into litharge surface

results in supercell magnetic moment values of 2.25 µB and 3.11 µB for Fe and Mn

intersitials respectively. These magnetic moments are highly localised at the interstitals

although small polarisation effects run up to a few neighbouring atoms. In addition,

although lower in value compared to the cases with transition metal interstitials, the

0.94µB magnetic moment generated by Pb interstitial defect in litharge is of longer

range and present an equally interesting mechanism. The interstitial impurities polarise

the p states of the surface layer resulting to spin split impurity states at the Fermi level.

In the future, this study aims to explore the exchange interactions between magnetic

impurities in this material and the effects of disorder in the magnetic properties. It

is expected that similar to other oxides, manipulating α-PbO either by substitutional

doping or interstitial with appropriate elements will also lead to the much coveted room

temperature ferromagnetism.
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3.2 Surface magnetism induced by magnetic interstitials

in αPbO

3.2.1 Background

In recent years, intensive research efforts have been focusing on dilute magnetic semicon-

ductors (DMS) to design electronic materials that can be used for spintronics applica-

tions. These materials must be able to combine high Curie temperature and significant

spin-polarisation of charge carriers as well as compatibility with existing electronics tech-

nology to be employed industrially[14]. The introduction of ions with partially filled d or

f shells as substitutional dopants has been the traditional choice to induce magnetism

in non-magnetic semiconductors. These partially filled orbitals can serve as sites for

localised spins and the interactions between them are believed to be mediated by in-

trinsic defects in these materials[15, 20]. X-ray magnetic circular dichroism (XMCD)

measurements on semiconducting oxides doped with magnetic atoms on the other hand,

reveal ferromagnetic order that persists above room temperature[21, 73–77] and a para-

magnetic interaction between magnetic impurities, suggesting that the dopants may not

be responsible for the observed room temperature (RT) ferromagnetism[78–83]. It is

therefore necessary to continue exploring new frontiers in designing DMS.

In the previous section we discussed the electronic properties of α-PbO with magnetic

and non-magnetic interstitials and show that due to the layered structure and unique

bonding mechanism between the host crystal and impurities, large magnetic moments of

values 2.25µB, 3.11µB and 0.94µB for Fe, Mn and Pb interstitial ions respectively, can be

realized. Further, structural calculations show that with respect to layered structure, the

interstitial impurities possess low formation energies as is shown by our work consistent

with the findings of Berashevich and Reznik who extensively studied interstitial defects

in the bulk αPbO [84]. In this section, we present a realization of ferromagnetic order in

αPbO surface with interstitial Fe impurity and its possible exchange mechanism using

ab-initio calculations based on density functional theory (DFT)[85, 86] implemented in

Vienna Ab-initio Simulation Package (VASP)[87]. The magnetic properties are calcu-

lated by employing a 4 × 4 supercell consisting of a three-layered, 194-atom slab with

20Å vacuum simulating the surface. A single Fe interstitial in a 2× 2 supercell is used

in calculating the electronic properties which determine the bonding mechanism that
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gives rise to the induced magnetic moment in the system. The readers are refered to

Appendix B for a comprehensive discussion on its calculation details. Furthermore, to

discuss the exchange mechanism in the system, 1× 1 and 3× 3 supercells are employed

to simulate 25% and 2.78% impurity concentrations repectively.

3.2.2 Electronic and magnetic properties of αPbO with magnetic in-

terstitials

We consider a pristine, non-magnetic, αPbO semiconductor with an indirect band gap

of 1.95 eV, and a layered structure belonging to space group of P4/nmm-D[88] as a host

crystal. The interstitial impurities are modelled by sandwiching Fe ions in between two

layers of PbO slab, which upon structural optimization are found to bond effectively

with the oxygen atom located at the upper layer. In the bonding process, the five-

fold degenerate Fe 3d states split into dx2−y2 , dz2−r2 , dxy and the doubly degenerate

dyz/dxz orbitals shown in Figure 3.7. Following Hund’s rule, two up electrons occupy

the majority spin dyz/dxz orbital while its minority spin states are empty. The dx2−y2 ’s

minority spin states near the Fermi level on the other hand is partially occupied. This

partial occupation and level splitting induce the calculated magnetic moment of 2.25µB

in this system upon the introduction of Fe interstitials.

3.2.3 Magnetic order and exchange mechanism

Using supercell approach, we determine the order of magnetism in the system by consid-

ering the energy difference between antiferromagnetic (AFM) and ferromagnetic (FM)

configurations of two Fe interstitial atoms separated by a distance of 4 Å from each

other. This energy difference is given by EM = EAFM − EFM = 0.068eV at 3.125%

concentration. Because the sign of EM enables us to ascertain the type of magnetic cou-

pling between two Fe atoms; positive(negative) means FM(AFM), the resulting positive

energy difference between magnetic states suggest FM order is stabilized in this system.

Furthermore, it is equally interesting to determine the dominant exchange mechanism

that stabilizes ferromagnetic coupling between Fe atoms in αPbO. The calculated density

of states shown in Figure 3.8 at different Fe concentrations namely, 2.78% and 25% which

represent the dilute and high concentration limits, may in principle be used for this
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Figure 3.7: (Colour online) Total and projected densities of states of αPbO surface
with Fe interstitial. The Fermi level is set to zero and the vertical black lines are guides

for the eyes.

purpose [89, 90]. Our calculation shows that as the concentration of Fe interstitials in

αPbO surface increases, the dxz which lies around the Fermi level and partially occupied,

broadens. This broadening shifts the density of states towards lower energies that leads

to energy gain which is proportional to the bandwidth of the impurity band. The

ferromagnetic state is stabilized by this energy gain due to band broadening and is

associated with Zener’s double exchange mechanism[89, 91] which is dominant in our

system.

3.2.4 Curie temperature

We further show that this ferromagnetic order may persist above room temperature and

the classical Heisenberg Hamiltonian,
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Figure 3.8: Density of states projected on Fe’s dxz state for 2.78% (solid) and 25%
(dotted) concentrations. The broadening of the DOS at higher Fe concentration corre-

sponds to an energy gain that stabilizes ferromagnetism.

H = −
∑

ij

Jijei· ej (3.1)

where ei(ej) is the unit vector pointing at the direction of the local moment at site i(j)

and Jij is the exchange integral between two magnetic atoms at sites i and j, may be

used to estimate the Curie temperature. In the mean-field approximation (MFA), it is

expressed in a simplified form[92] as kBTMFA
C = 2

3EM (kB is the Boltzmann constant).

The estimated mean field Curie temperature for our system is 532 K. Moreover, using

Monte Carlo (MC) simulation of Eq.(3.1), a more accurate Curie temperature of around

472 K is obtained which is well above the room temperature, highlighting the possibility

of employing αPbO surface with Fe interstitials as a DMS device for spintronics appli-

cations. Finally, it is worth noting that the surface p states are spin-polarised by the

interstitial impurity and are spin split at the Fermi level (not shown), which is important

in realising spin-dependent current injection devices.
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Figure 3.9: Effects of carrier concentration on the magnetic moment at the interstitial
impurity site (blue curve) and surface (green curve).

3.2.5 Effects of carrier concentration

We present in Figure 3.9 the effects of carrier concentration to the magnetic moments

localized at the interstitial impurity and induced at the surface. When the change in the

charge carrier concentration (δN) is zero, the interstitial Fe has larger magnetic moment

than the solid surface. However, when the concentration of hole is increased correspond-

ing to δN < 0, the magnetic moment localized at the Fe impurity increases and then

suddenly plateaus for more negative δN . On the other hand, we can see a monotonic

increase in the magnetic moment at the surfae with increasing hole concentration. This

increase in spin polarization clearly cannot be attributed to the magnetic interstitial

impurities. On the contrary, electrons concentrations do not significantly change the

magnetic moments of both interstitial and surface. In order to gain further insights we

show in Figure 3.10 the DOS projected on the different d states of Fe together with

the scaled total DOS of the surface for 0 ≤ δN and δN ≥ 0. Initially, before electron

and hole doping, both the majority and minority dxy states (blue curve) and dz2 (green
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Figure 3.10: Total (scaled, shaded) and projected densities of states for different hole
and electron concentrations in αPbO with Fe interstitials.

curve) are filled. The doubly degenerate dxz and dyz majority spin states are occupied

while the minority spin states are empty. The dx2 majority spin states (black curve) are

occupied and its minority spin states lie in the Fermi level and partially occupied (half

metallic). When the hole concentration is increased, δN ≤ 0, the total and partial DOS

of the system shift above the Fermi level. This shifting of the Fermi level causes the

partially occupied minority dx2 spin states to be empty, incuding spin polarization at Fe

interstitial and hence, the initial increase in the magnetic moment at the impurity site in

Figure 3.9. Similarly, the total DOS of the αPbO slab exhibit the same emptying of the

minority spin states, inducing spin polarization at the surface. These spin polarizations

are experienced by Pb and O atoms located at the surface layers through the splitting of

their respective p and s states. Since more of states are spin polarized at the surface, the

increase in magnetic moment of the slab is more dramatic than that of the interstitial

site. On the other hand, electron doping concentrations shift the DOS to energies below

the Fermi level. This causes the full occupation of the previously partially occupied

minority dx2 spin states. The other orbitals are not affected by this shifting of the DOS

and hence, the almost constant magnetic moment at the interstitial site. The split states
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of the surface exhibit the same nature as that of the interstitial site and therefore there

are neglible changes in the slab’s magnetic moment. What remains to be seen are the

effects of charge carrier concentration to the magnetic ordering of spins in αPbO. This

entails collinear supercell calculations for different electrons and holes concentrations in

the presence of interstitial impurities. This will be the subject of future calculations.

3.3 Summary and Conclusions

In summary, the electronic and magnetic properties of αPbO with Fe interstitial is theo-

retically investigated. Upon bonding with the host’s oxygen atom located at the surface

layer, the d states of Fe interstitial spin split inducing spin polarisation in the slab. In

addition, we predict a ferromagnetic order stabilized by double exchange mechanism in

the system with a high Curie temperature in both MFA and MC simulation. These

findings have important implications not only in designing DMS for spintronics applica-

tions but also in studying magnetism in surfaces. Aside from substitutional doping, we

introduce a new way of inducing magnetism in DMS through magnetic interstitial de-

fects. We have also investigated the effects of electron and hole doping in αPbO with Fe

interstitials. Our results show that increasing hole concentrations promote an increase

of the magnetic moment of both the impurity and surface. The electron doping on the

other hand does not completely affect the magnetic moment at the impurity site and

the surface. These effects on the magnetic moments of electron and hole doping has

been explained by the shifting of the DOS below and above the Fermi level, respectively,

that cause the occupation and emptying of the d orbitals of Fe and the total DOS of the

surface.
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H2 nuclear spin dynamics on

stepped Pd surface: A case study

4.1 Model and Theory

4.1.1 Isolated H2

4.1.1.1 Hamiltonian

The hydrogen molecule is composed of 2 electrons and 2 protons and can be described

be the following 4-body Hamiltonian

H = −
!2

2m

2
∑

i=1

∇2
ri
−

!2

2M

2
∑

j=1

∇2
Rj

+
1

4πϵ0

⎛

⎝−
2
∑

i=1

2
∑

j=1

Zje2

rij
+

2
∑

i=1,i′ ̸=i

1

2

e2

rii′
+

2
∑

j=1,j′ ̸=j

1

2

ZjZj′e
2

Rjj′

⎞

⎠ . (4.1)

The first and second terms correspond to the kinetic energies of electrons and protons

respectively. The third term is the potential energy between electrons and protons

with rij = ri − Rj , and ϵ0 is the permittivity of free space. ri(Rj) is the coordinate

of the i(j)th electron(proton). The fourth and fifth terms are the repulsive potentials

between ith and i′th electrons and between jth and j′th protons, respectively, where

27
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r(R)ii′(jj′) = r(R)i(j) − r(R)i′(j′). We invoke the Born-Oppenheimer approximation

which assumes that the lighter electrons adjust adiabatically to the motion of the much

heavier nucleus and remains instantaneously in it ground state. With this, the electronic

state depends on the nuclear coordinates Rj only parametrically and allows us to write

the total wavefunction as

Ψ = ψn(ri;Rj)ϕn;N (Rj) (4.2)

where the indices n and N correspond the quantum states of electrons and nuclei,

respectively. If we operate the Hamiltonian (4.1) on the total molecular wavefunctions

(4.2), we obtain two equations describing the motion of the electrons,

[

−
!2

2m

2
∑

i=1

∇2
ri
+ V (ri, Rj)

]

ψn(ri;Rj) = U(Rj)ψn(ri;Rj) (4.3)

where V (ri, Rj) = 1
4πϵ0

(

−
∑2

i=1

∑2
j=1

Zje2

rij
+
∑2

i=1,i′ ̸=i
1
2

e2

rii′
+
∑2

j=1,j′ ̸=j
1
2

ZjZj′e
2

Rjj′

)

and

of the nuclei,

⎡

⎣−
!2

2M

2
∑

j=1

∇2
Rj

+ U(Rj)

⎤

⎦ϕn;N (Rj) = En,Nφn;N (Rj). (4.4)

En,N is the total energy that corresponds to the eigenvalues of the full molecular Hamil-

tonian (4.1). The eigenvalues U(Ri) of the electronic Schrödinger equation can be

considered as an adiabatic potential energy surface (PES) of the nuclear motion and can

be obtained from electronic ground state calculations.

4.1.1.2 Rotational states

The eigenvalue equation of the nuclear motion can be written in terms of the centre of

mass (CM) and H2 bond length using the following transformations,

R =
1

M
(M1R1 +M2R2) (4.5)

r = R1 −R2, (4.6)
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where M = M1 +M2 is the total nuclear mass, |r| = r is the H-H nuclear distance, and

R is the centre of mass (CM). Equation (4.4) reads

{

−
!2

2

[

1

M
∇2

R +

(

1

M1
+

1

M2

)

∇2
r

]

+ U(R, r)

}

ϕn;N (R, r) = En,Nϕn;N (R, r). (4.7)

In spherical polar coordinates, ∇2
r can be written as

∇2
r =

1

r2
∂

∂r
r2
∂

∂r
+

1

r2 sin θ

∂

∂θ
sin θ

∂

∂θ
+

1

r2 sin2 θ

∂2

∂φ2
. (4.8)

Setting 1
µ = M1+M2

M1M2 , the equation for nuclear motion can be expressed as

[

−
!2

2

(

1

M
∇2

R +
1

r2
∂

∂r
r2
∂

∂r
+

1

µr2
L

)

+ U(R, r, θ,φ)

]

ϕn;N (R, r, θ,φ) = En,Nϕn;N (R, r, θ,φ),

(4.9)

where

L =
1

sin θ

∂

∂θ
sin θ

∂

∂θ
+

1

sin2 θ

∂2

∂φ2
(4.10)

If we take the position of the CM for the nuclear motion arbitrarilly, Equation (4.9) is

reduced to the rotational eigenvalue equation of isolated H2 in gas phase given by

[

−
!2

2

(

1

r2
∂

∂r
r2
∂

∂r
+

1

µr2
L

)]

ϕN (r, θ,φ) = ENϕN (r, θ,φ). (4.11)

We then assume that H2 is a rigid rotor by fixing r = re, where re is the equilibrium

bonding length and neglecting the corresponding kinetic energy. We obtain the equation

of purely rotational states

[

−
!2

2µr2e

(

1

sin θ

∂

∂θ
sin θ

∂

∂θ
+

1

sin2 θ

∂2

∂φ2

)]

ϕJ,m(θ,φ) = EJ,mϕJ,m(θ,φ), (4.12)

whose eigenvalues

EJ,m =
!2

2µr2e
J (J + 1) (4.13)

are obtained by considering the solutions ϕ(θ,φ) = Y J,m(θ,φ) where Y J,m(θ,φ) are

spherical harmonics.
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4.1.1.3 Correlation between rotational and nuclear spin states

The total nuclear spin I = I1+ I2 of H2 can have two possible configurations, depending

on weather the spins are parallel (I = 1) or anti-parallel (I = 0) with each other. I = 1,

called ortho (o-H2) is associated with three (Iz = −1, 0, 1) symmetric spin eigenfunctions,

χ(I = 1) = | ↑, ↑⟩, 1√
2
(| ↑, ↓⟩+ | ↓, ↑⟩) , | ↓, ↓⟩. I = 0, called para (p-H2) is associated

with the anti-symmetric spin eigenfunction χ(I = 0) = 1√
2
(| ↑, ↓⟩ − | ↓, ↑⟩). There exists

a correlation between the total nuclear spin I and rotational states of H2. The total

wavefunction of the nuclear motion has spatial and spin components, i.e.,

Φ = ϕN (r, θ,φ)χ(I). (4.14)

We can decompose further the spatial part as ϕN (r, θ,φ) = R(r)Y J,m(θ,φ). If the spin

part is symmetric, the spatial part must be anti-symmetric and vice versa. Since the

two protons of H2 are fermions and are indistiguishable, interchanging these particles

should give an anti-symmetric spatial wavefunction. Particle interchange is ilustrated

by the transformation of the polar and azimuthal angles as θ → π − θ and φ → π + φ.

Under the exchange of positions of the nuclei, the spatial wavefunction transforms as

Y J,m(θ,φ)→ Y J,m(π − θ,π + φ)→ (−1)JY J,m(θ,φ), (4.15)

R(r)→ R(r) (4.16)

It is evident in the transformation (4.16) that the R(r) component of the spatial wave-

function is invariant under particle exchange. The symmetric and antisymmetric prop-

erties of the spatial nuclear wavefunction shows in the angular component in (4.15).

Even(odd) values of the angular momentum J correspond to (anti)symmetric Y J,m(θ,φ).

The spatial part ϕN (r, θ,φ) of the total wavefunction (4.14) must be symmetric for I = 0

since χ(I) is antisymmetric. Similarly, ϕN (r, θ,φ) must be antisymmetric for I = 1 since

χ(I) is symmetric. We can therefore establish the correlation between the rotational

states J of H2 with its total nuclear spin I as follows: Even(odd) Js correspond to

I = 0(1) or p(o)-H2. This relationship is summarised in Figure 4.1. From the eigenener-

gies in Equation (4.13), we obtain two lowest energy states of o- and p-H2 as Ep
J=0 = 0

and Eo
J=1 = 2B, where B = !2

2µr2e
is the rotational constant of H2. The energy difference

is calculated as ∆Eo−p = 14.7 meV.
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Figure 4.1: Rotational energy diagram of the two lowest J levels of free H2 corre-
sponding to ortho (J = 1) and para (J = 0) nuclear spin isomers. Ortho- and para-H2

are associated with three degenerate symmetric (triplet) and anti-symmetric nuclear
spin eigen functions, respectively.

4.1.2 Rotational states of H2 adsorbing on a solid surface

We consider a model system depicted in Fig. 4.4 wherein an H2 approaches the surface

at different polar (θ) and azimuthal (φ) orientations. We may take the origin of the

coordinate system to be the top of a specific adsorption site on the surface. Using

this model, we re-express the six-dimensional (6D) Hamiltonian of Equation (4.9) that

describes the quantum motion of H2 on a surface as[93]

H6D = −
!2

2M

∂2

∂X2
−

!2

2M

∂2

∂Y 2
−

!2

2M

∂2

∂Z2

−
!2

2µ

(

1

r2
∂

∂r
r2
∂

∂r
−

1

r2
J2

)

+ U (X,Y, Z, r, θ,φ) , (4.17)

where J2 = 1
sin θ

∂
∂θ sin θ

∂
∂θ + 1

sin2 θ
∂2

∂φ2 , M = m1+m2, µ = m1m2
m1+m2

, and U (X,Y, Z, r, θ,φ)

is the relevant potential energy surface (PES) from the ground state energy of the

electron system. This model completely describes all the degress-of-freedom (DoF) of

H2 as it approaches the surface, as long as the PES U is known. In this study we will

be dealing with a system in which the nature of adsorption process may be sufficiently

described by a fewer number of DoF. With this we will make use of the two limiting

cases of interest: 1) the rational states of H2 at the equilibrium bonding distance and

2) the effects of molecule-surface distance to the rotational motion of H2.
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4.1.2.1 H2 hindered rotation when U = U (Xe, Ye, Ze, re, θ,φ)

We want to obtain a simple form of Equation (4.17) that allows us to calculate the

rotational energies at the H2-Pd(210) equilibrium bonding distance, Ze by assuming the

following: first, we write r = re where re is the equilbirium H-H bond length obtained

from ground state electronic calculations, and neglect its corresponding kinetic energy.

This means our calculations are performed at the internal vibrational ground state of

H2. Then, we assume that our potential is azimuthally symmetric and the z component

of J (m) is conserved. Next, we take the potential U to be a function of cos2 θ and set

R = (X,Y, Z). We then perform a Taylor series expansion of the potential at R = Re

and η2 = cos2 θ = 0

U (R, θ) = U(Re) + η2
∂U

∂η2
+ (R−Re)

2 ∂
2U

∂R2
+ · · · . (4.18)

And lastly, we assume that H2 remains in its equilibrium adsorption coordinates and

ignore the effects of the molecule’s motion along x̂, ŷ and ẑ axes set their corresponding

kinetic energies to zero. With this, we only consider the first two terms in the expan-

sion (4.18), and neglect the higher order terms. We will justify this assumption in the

following sections.

The 6D Hamiltonian in (4.17) finally becomes

Hm(η) =
!2

2µr2e

[

∂

∂η

(

1− η2
) ∂

∂η
−

m2

1− η2

]

+Qη2, (4.19)

where Q = ∂U
∂η = constant is the magnitude of the hindering potential of H2 in the

middle of the adsorption well for different polar orientations[94]. The corresponding

wave function, Ψ(θ,φ) can then be expressed as

Ψ(θ,φ) =
∑

J,m

⟨θ,φ|J,m⟩⟨J,m|Ψ⟩, (4.20)

where, ⟨θ,φ|J,m⟩ = Y J,m(θ,φ) and ⟨J,m|Ψ⟩ = cJ,m are the spherical harmonics and

expansion coefficients, respectively. To compute for the energy levels EJ,m, we fixed m

and multiplied both sides of (4.19) with (4.22) and its complex conjugate then evaluated

numerically the resulting expression within the framework of the variational method.
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Figure 4.2: Model of H2 adsorbing on Pd(210) surface. The x− y plane
corresponds to the surface plane made by [12̄0] and [001] axes. r, Z are the bond
length and molecule’s center of mass (CM)-surface distance. The molecular
orientation with respect to the surface normal is given by θ and φ is azimuthal angle.

4.1.2.2 H2 hindered rotation when U = U (Xe, Ye, Z, re, θ,φ)

The corrugation of the surface described by X and Y components of the PES and

the molecular internal vibration in principle are important to completely describe the

quantum motion of H2 adsorbing on a surface. However, obtaining the full 6D PES is

oftentimes computationally demanding and cumbersome. In addition, these effects are

often present at higher energy regimes and neglible if one is only concern about the

dynamics at low temperatures. In this case, we assume that the molecule is confined

at the equilibrium values of X, Y and r and express the PES as U (X,Y, Z, r, θ,φ) =

U (Xe, Ye, Z, re, θ,φ). This assumption effectively neglects the corresponding kinetic

energies along X, Y and r, and we may drop Xe, Ye and re in U . The 6D Hamiltonian

is then reduced to

H = −
!2

2M

∂2

∂Z2
+

!2

2µre
J2 + U (Z, θ,φ) . (4.21)

U (Z, θ,φ) may be obtained from electronic ground state total energy calculations. The

eigen solutions of Hamiltonian (4.21) can be obtained expanding the wavefunction as

Ψ(Z, θ,φ) =
∑

J,m,n

⟨θ,φ|J,m⟩ ⟨Z|n⟩⟨J,m, n|Ψ⟩, (4.22)
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where, ⟨θ,φ|J,m⟩ = Y J,m(θ,φ), ⟨Z|n⟩ = Gn(Z) and ⟨J,m|Ψ⟩ = cJ,m,n are the spherical

harmonics, Gaussian functions and expansion coefficients, respectively. Similar to the

previous section, we assume that U is azimuthally symmetric and the z component of the

angular momentum m is conserved. The eigenvalues of (4.21) are calculated numerically

for a given U(Z, θ,φ) within the framework of variational method.

4.1.3 Nuclear spin isomers conversion of H2 on a solid surface

To calculate the nuclear spin conversion of H2 on a solid metal surface, we consider the

adsorption model depicted in Figure 4.4. In this figure, H2 is seen to be impinging the

surface at the distance Z away (measured from the CM) and molecular orientation θ.

At large Z, two electrons occupy the bonding orbital of H2 and the metal surface is

in the ground state |F ⟩ = c†kσc
†
k−σ|0⟩ where |0⟩ is the vacuum state, k is the surface

electron Bloch states, and σ is the electron’s spin. c†kσ(c
†
k−σ) is the single electron

creation(annihilation) operator in the energy band of the metal surface with wave vector

k. The Hamiltonian for the electrons of impinging H2 molecule may be written as[95]

HM =
∑

σ

εa
(

a†1σa1σ + a†2σa2σ
)

+ t
∑

σ

(

a†1σa2σ + h.c.
)

+ Ua (n1↑n1↓ + n2↑n2↓) + Ja (n1↑ + n1↓) (n2↑ + n2↓) (4.23)

where εa denotes the energy level of the electron in the localized orbital of atoms 1

and 2, t is the hybridization energy, U and J are the intra- and inter-atomic Coulomb

interactions, respectively and niσ = a†iσaiσ. a†iσ(aiσ) corresponds to the single electron

creation(annihilation) operator in the orbital localized at i = 1, 2 atoms. The metal

surface Hamiltonian is given by the kinetic energy of the conduction electrons

HS =
∑

kσ

ϵkc
†
kσckσ. (4.24)

The electrons of substrate and H2 are coupled through

HM−S =
∑

σ

[

V11(Z, θ)a
†
1σcO1σ + V22(Z, θ)a

†
2σcO2σ + h.c.

]

, (4.25)

where cO1σ = 1√
N

∑

kσ ckσ exp
(

ik r
2 sin θ

)

and cO2σ = 1√
N

∑

kσ ckσ exp
(

−ik r
2 sin θ

)

are

Warnier orbitals of the surface sites located nearest to atoms 1 and 2, respectively. r is
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the H-H bond length and N is the number of lattice sites of the substrate. V11(Z, θ) and

V22(Z, θ) are the hybridization potentials between the substrate and orbital electrons

and are assumed to have exponential forms V11 = V0u(Z) and V22 = V11 exp (−γr cos θ),

where γ is a parameter that determines Z dependence of the hybridization potentials

and u(Z) = exp (−γZ). We re-express HM−S in terms of bonding and anti-bonding

states as

HM−S =
∑

kσ

[

Vak(Z, θ)c
†
aσckσ + Vbk(Z, θ)c

†
bσckσ + h.c.

]

, (4.26)

where

Vak(Z, θ) =

√
2

2
√
N

V0u(Z)
[

f−(θ) cos
(

k
r

2
sin θ

)

+ if+(θ) sin
(

k
r

2
sin θ

)]

, (4.27)

Vbk(Z, θ) =

√
2

2
√
N

V0u(Z)
[

f+(θ) cos
(

k
r

2
sin θ

)

− if−(θ) sin
(

k
r

2
sin θ

)]

, (4.28)

f±(θ) = 1 ± e−γr cos θ, c†aσ = 1√
2

(

a†1σ − a†2σ

)

and c†bσ = 1√
2

(

a†1σ + a†2σ

)

. We assume

that the electron and nuclear system are interacting via the hyperfine Fermi contact

interaction

HF =
∑

kσ

[

∆ak(Z, θ)c
†
aσck′−σ +∆bk(Z, θ)c

†
bσck′−σ + h.c.

]

, (4.29)

where

∆ak′(Z, θ) =

√
2

2
√
N
λ
[

∆− cos
(

k′
r

2
sin θ

)

+ i∆+ sin
(

k′
r

2
sin θ

)]

, (4.30)

∆bk′(Z, θ) =

√
2

2
√
N
λ
[

∆+ cos
(

k′
r

2
sin θ

)

+ i∆− sin
(

k′
r

2
sin θ

)]

, (4.31)

λ = 5.9 × 10−6 Å3 is the Fermi contact constant, ∆± = ∆1 ±∆2, and ∆1 and ∆2 are

given by

∆1 = [φ∗1(R1)ϕ1(R1) + φ∗1(R2)ϕ1(R2)]Si · (I1 − I2) , (4.32)

∆2 = [φ∗2(R1)ϕ2(R1) + φ∗2(R2)ϕ2(R2)]Si · (I1 − I2) . (4.33)

φ∗i (Rα)ϕ∗i (Rα) represents the overlap of the molecule orbitals φi and the metal surface

orbitals ϕi at the molecule’s nucleus located at Rα (α = 1, 2). Si is the spin of the ith

electron of the molecule and the surface, and Iα is the nuclear spin of αth nucleus. In

calculating the o− p transition probability, we consider a two-step process[55] described

in Figure 4.3. Upon adsorption, one electron in the conduction band of the metal surface
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Figure 4.3: Mechanism or o− p conversion on metal surfaces. The ↑ and ↓ shown
in red denote electrons with up and down spins, respectively. The positions of the
bonding and anti-bonding levels as well as the surface electrons states are not to scale.

with a wave vector k is excited to the antibonding state of the molecule, resulting to

ionized metal and H−2 . This virtual transfer of electrons is governed by HM−S . In the

next step, an electron in the anti-bonding orbital of H2 transfers back to the metal

in a state k′ above the Fermi level, while simultaneously flips its spin, resulting in a

triplet metal state. This process is governed by the HF which induces the nuclear spin

transition.

The initial state wave function is described by

|Ψi⟩ = |Φi⟩|χi⟩, (4.34)

where

|Φi⟩ = c†b↑c
†
b↓|F ⟩ (4.35)

is the initial state electronic wavefunction and |χi⟩ is one of the three o-H2 (Iz = −1, 0, 1)

nuclear spin eigenstates | ↑, ↑⟩, 1√
2
(| ↑↓⟩+ | ↓, ↑⟩) and | ↓, ↓⟩. Similarly, the intermediate

H2-metal surface wave function is given by

|Ψp⟩ = |Φp⟩|χp⟩, (4.36)

where

|Φp⟩ =
1√
2
c†b↑c

†
b↓

(

c†a↑ck↑ − c†a↓ck↓
)

|F ⟩, (4.37)
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and |χp⟩ = |χi⟩. The final state is composed of a triplet metal surface and a neutral

p-H2 described by the wave function

|Ψf ⟩ = |Φf ⟩|χf ⟩, (4.38)

where

|Φf ⟩ =
1√
2
c†b↑c

†
b↓

(

c†k′↑ck↓ + c†k′↓ck↑
)

|F ⟩, (4.39)

and |χf ⟩ = 1√
2
(| ↑↓⟩ − | ↓, ↑⟩). We employ second order perturbation theory to obtain

the conversion rate from o-H2 to p-H2. The transition probability of this process is given

by

Pf←i =
2π

!

∑

k,k′

∣

∣

∣

∣

⟨Ψf |HF |Ψp⟩⟨Ψp|HM−S |Ψi⟩
Ei − Ep

∣

∣

∣

∣

2

δ (ϵk′ − ϵk − εop) , (4.40)

where Ei − Ep = εM,i + ϵS,i − εM,p − ϵS,p. εM,i and ϵS,i are the initial state energies

of the isolated H2 and the metal substrate, respectively. εM,p is the resonance level

corresponding to the anti-bonding state of H2 upon adsorption, and ϵS,p is the metal

substrate intermediate state energy level. We work out the matrix elements of Coulomb

interactions in Equation (4.40) as

⟨Ψp|HM−S |Ψi⟩ =
2√
2
Vak(Z, θ)⟨χp|χi⟩ (4.41)

Similarly, the matrix elements of the hyperfine interactions are expressed as

⟨Ψf |HF |Ψp⟩ =
2√
2
∆̃ak′(Z, θ) [1− f(ϵk′)] , (4.42)

where f(ϵk′) is the Fermi-Dirac distribution function,

∆̃ak′(Z, θ) =

√
2

2
√
N
λ
[

∆̃− cos
(

k′
r

2
sin θ

)

+ i∆̃+ sin
(

k′
r

2
sin θ

)]

, (4.43)

∆̃1 = [φ∗1(R1)ϕ1(R1) + φ∗1(R2)ϕ1(R2)] ⟨χf |Si · (I1 − I2) |χp⟩, (4.44)

∆2 = [φ∗2(R1)ϕ2(R1) + φ∗2(R2)ϕ2(R2)] ⟨χf |Si · (I1 − I2) |χp⟩, (4.45)
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and

Si · (I1 − I2) = ⟨σi |Sz
i |σ

′

i⟩ (Iz1 − Iz2 )

+
1

2

[

⟨σi
∣

∣S+
i

∣

∣σ
′

i⟩
(

I−1 − I−2
)

+ ⟨σi
∣

∣S−i
∣

∣σ
′

i⟩
(

I+1 − I+2
)

]

. (4.46)

|σi⟩ correspond to the spin eigen states of the metal substrate and molecule electrons.

The spin operators A+ and A− (A = S, I) are

A± = Ax ± iAy. (4.47)

The factor 1−f(ϵk′) appearing in (4.42) is due to the occupation of the |k′⟩ electron state

of the metal surface in the final state, which should be initially empty. The nuclear spin

operators Iqi (q = z,+,− and i = 1, 2) act only on |χp⟩ and |χf ⟩ and their corresponding

matrix elements are calculated as

⟨χf | (Iz1 − Iz2 ) |χp⟩ = 1, (4.48)

⟨χf |
(

I−1 − I−2
)

|χp⟩ = −
√
2

2
, (4.49)

⟨χf |
(

I+1 − I+2
)

|χp⟩ = 0. (4.50)

4.2 Bound nuclear spin states of H2 on Pd(210)

4.2.1 Background

Early physical models of surfaces are typically flat planes which represent a termination

from the bulk structure along one of the Miller indices. These models were sufficient

enough to describe the charge densities on surfaces[96] and the changes in the work

function for different facets[97]. Further, these models also satisfactorily contributed in

the formulations of surface thermodynamic conditions explaining Langmuir adsorption

isotherms[98]. However, cleaving the crystal structure to form a surface results in the

constant presence of surface irregularities such as steps and kinks. These surface imper-

fections have been found to play major roles in many catalytic reactions[99, 100] and

partly on surface structure sensitivity of various catalytic processes[101]. For example,

Auger electron spectroscopy and low energy electron diffraction study[102] have shown
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that adsorbed oxygen concentration is far greater on the surface with kinks compared

to other defects. However, it also has shown that kinks on surfaces reconstructs when

heated to around 800 K whereas steps are found to be thermodynamically stable. This

implies that during careful sample preparations which involve annealing of the surface,

steps would tend dominate in concentration compared to other defects. Subsequent

study[103] on the adsorption of H2O on stepped Rhenium has shown that molecular

dissociation can happen on step sites even at low temperature. It has also shown that

H2O appears to be in molecular structure when adsorbed on terraces even at higher

temperatures. This implies that surface defects have greater catalytic reactivity com-

pared to flat surfaces. The preferential adsorption/dissociation surface defect sites also

holds true even for relatively larger sized molecules such as C2H4[104, 105]. In order to

understand the mechanism of adsorption on surface defect sites, it is always useful to

study both experimentally and theoretically the simplest possible model systems. To

get rid of the complexity brought about by larger molecules, molecule-surface reactions

are often sufficiently modelled by hydrogen adorption on metal surfaces.

4.2.1.1 H2 adsorption on stepped metal surfaces

Models of H2 adsorption on smooth and flat (transition) metal surfaces have found very

low activation barrier[106] and in some cases none at all[107, 108] towards dissocia-

tion. On noble metals such as gold (Au) on the other hand, H2 has been found to be

not active towards dissociation on (111) and (100) facets[109]. These models suggest

a correlation between the electronic properties of the metal surface and adsorption dy-

namics of the molecules. This correlation has been discussed in the so-called d-band

model[110, 111] in which the position of the metal’s d-bands or the average density

of states (DOS) with respect to the Fermi level can in principle predict the reactivity

of a certain surface. This model has shown that the closer the d-bands to the Fermi

level, the more reactive the surface towards adsorption/dissociation. H2 dissociation

on nano-sized Au clusters on the other has been found to be activated[109]. Further,

this study has shown that adsorbed dissociated atoms has significantly deformed the

metal clusters. Nano clusters are rich in atomic edges or sites wherein the coordination

number of the surface atoms are lesser compared to the flat facets. These low coordina-

tion number has been attributed to higher reactivity towards dissociation and oxidation

of some diatomic molecules on Au clusters[112]. On stepped transition metal surfaces



Chapter 4. H2 nuclear spin dynamics on stepped Pd surface 40

such as nickel (Ni) and copper (Cu), H2 has been identified to exist in stable molecular

configuration[40, 41, 113]. Similarly, on Pd(210), another stepped surface, temperature

programmed desorption (TPD) measurements[114, 115] have identified three atomic and

two molecular adsorption configurations of hydrogen. These three atomic configurations

of hydrogen has been supported subsequent DFT calculations[116] which showed that

H2 dissociates on a clean Pd(210). The study has also revealed that the top of the

step-edge Pd atom is the most reactive among all adsorption sites on Pd(210). This has

been attributed to the fact that the step-edge Pd atom has the least coordination num-

ber among all the other sites on the surface. Low coordination number implies smaller

hybridizations among the d-orbitals of the step-edge Pd and it nearest neighbour atoms.

These results in a narrower and localised d states compared to lower layered atoms as

shown by the local DOS (LDOS). The LDOS of Pd atoms located in the lower layers

with more nearest neighbours are more spread (delocalised) compared to the step-edge

Pd. Therefore, the d-band centres of these sites are located farther away from the Fermi

level and are associated with lower reactivity. This is the reason why the step-edge Pd

is the most reactive site on Pd(210). It is interesting to note that these LDOS profiles

approaches that of the bulk with increasing number of nearest neigbours. These effec-

tively explains the higher reactivity observed in the nano-sized clusters. On the other

hand, the adsorbed (dissociated) H atoms effectively block the dissociation channels,

hindering further H2 dissociation, or the so called, ”self-poisoning” effect. From elec-

tronic structure standpoint, the presence of hydrogen atoms shift the d-band centre of

the step-edge Pd atom to energies deep below the Fermi level, decreasing its reactiv-

ity towards dissociation, consequently allowing stable H2 adsorption on Pd(210). This

means that molecular H2 adsorption can only happen on Pd(210) after the passivation

of a layer of atomic hydrogen.

4.2.1.2 Nuclear spin states of H2 on stepped metal surfaces

In the previous section, surface defects such as steps has been attributed to some in-

teresting outcomes of surface molecules interactions. It was discussed that H2 initially

dissociates on stepped metal surface and after the atomic adsorption sites have been

completely occupied, molecular adsorption can happen. These effects do not happen

on idealised flat metal surfaces where H2 has only two possible configurations: either

weakly physisorbed or dissociated. One can take advantage of this strong step-edge
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atom-molecule coupling to investigate other physical properties such as the rotational

states of H2 which are closely related to the total nuclear spin states. To do this one has to

consider the orientation of the molecule as it adsorbs on the stepped surface. It has been

known that molecule-surface reactions are typically orientation dependent processes (see

ref[117] and the references therein for a comprehensive review) which should also hold

true for molecular H2 adsorption on metal surfaces. Additionaly, it has already been

shown[40, 41] that bound H2 on Cu(510) is confined as a two-dimensional (2D) quantum

rotor on top of step-edge Cu atoms due to large anisotropic adsorbate-surface potential.

This hindering of rotational motion along the polar orientation is associated with the

differential adsorption on the surface of the two nuclear spin (I) isomers (I = 0, para

and I = 1, ortho) of H2[42, 43]. This also means that ortho(o)- and para(p)-H2 can

now be separated[42–50], an essential step to efficiently store liquid hydrogen. Much of

these methods[42, 44, 46–48, 51] of separation involve chromatographic techniques that

measure the retention times of o- and p-H2 on activated alumina columns, and reports

on o−p separation using metal catalysts are lacking. In this paper, we report a possible

separation of the two nuclear spin isomers of H2 adsorbed on top of the step-edge of Pd

atoms of Pd(210) that is passivated by a layer of pre-adsorbed atomic H. The relatively

strong step-edge Pd-H2 interaction restricts the molecule’s polar rotation, resulting to

the preferential adsorption of o-H2.

4.2.2 Hindered rotation at H2Pd(210) equilibrium bonding distance

We considered a model system depicted in Fig. 4.4 wherein an H2 approaches the surface

along the [210] direction perpendicular to [001] × [12̄0] plane at different polar (θ) and

azimuthal (φ) orientations. We took the origin of the coordinate system to be the top

of the step-edge Pd atom. Using this model, the quantum motion of H2 on Pd(210) can

be described by Hamiltonian (4.19)

Hm(η) =
!2

2µr2e

[

∂

∂η

(

1− η2
) ∂

∂η
−

m2

1− η2

]

+Qη2. (4.51)
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Figure 4.4: Model of H2 adsorbing on Pd(210) surface. The x− y plane
corresponds to the surface plane made by [12̄0] and [001] axes. r, Z are the bond
length and molecule’s center of mass (CM)-surface distance. The molecular
orientation with respect to the surface normal is given by θ and φ is azimuthal angle.

4.2.2.1 Potential energy curves and anisotropic potential

Our total energy calculations (discussed in Appendix B) of H2 adsorption on different

sites on Pd(210) surface with different coverages of atomic H (Θ = 1/3, 2/3, 1 ML),

revealed that the most stable site for molecular adsorption is on top of the step-edge Pd

atom. This is consistent with the previous study[116]. We note that this preferential

adsorption on the step-edge atom also holds true even for larger molecules such as C2H4

adsorbing on other stepped metal surface (Cu) with the same facet and is attributed

to the blocking of the step atoms of other reactive sites[104]. We show the potential

energy curves (PEC) for different θ, φ and Θ in Fig. 4.5. We can clearly see that

the most energetically favorable H2 adsorption molecular orientation is when θ = π/2

and φ = 0,π/2 for Θ = 1/3 and 2/3 ML. We shall henceforth call this configuration

parallel -H2, since the molecule sits parallel to the plane formed by [12̄0] and [001] in

Fig. B.1; the opposite shall be perpendicular -H2. The adsorption energy, (Θ = 1/3

ML), Eads for parallel -H2 is −241 meV and the molecule-surface bonding distance is

quite short, ca. 1.90 Å. After geometry optimizations, we find the adsorption well
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Figure 4.5: Potential energy curves (PEC) of H2 adsorbing on the top of step-edge
Pd atom of Pd(210) surface for different molecular orientations and coverages of
atomic H (Θ = 1/3, 2/3, 1 ML). θ = 0 and θ = π/2 correspond to H2 oriented parallel
and perpendicular to the plane made by [12̄0] and [001] (cf. Fig.B.1).

minimum at 1.80 Å with a depth of 300 meV. Furthermore, the H2 bond length is

found to be elongated by around 0.071 Å (re = 0.81 Å) with respect to its equilibrium

gas phase value, indicating that the antibonding orbital of H2 is populated. This H-H

bond elongation and closer surface-molecule distance suggest that the GGA is sufficient

enough to describe the adsorption potential and the correlation effects (van der Waals

attractive forces) are insignificant in the bond making process[41]. We note, that from

Fig.4.5, we can see that the potential curves for θ = π/2, φ = 0 and θ = π/2, φ = π/2

are almost degenerate. We confirm this by performing total energy calculations of H2 at

the equilibrium surface-molecule distance, Ze for different values of the azimuthal angle,

while artificially freezing θ at π/2. Our results show a very small energy difference

(≈ 0.2 meV) between θ = π/2, φ = 0 and θ = π/2, φ = π/2. This means that the φ

motion is essentially free and the rotation is only hindered along θ. To see the effects

of surface corrugation, we plot in Fig. 4.6a the contour of the potential energy surface

computed for parallel-H2 along the x − z plane. The bottom of the potential well is

located at X = Xe = 0, Z = Ze = 1.9 Å, or the top of the step-edge Pd atom, with a

depth of −241 meV. As we go away (increasing X) from the step-edge Pd, this potential

gradually increases and peaks at the top of the pre-adsorbed atomic H (Figure 4.6(b)),
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(a) (b)

Figure 4.6: (a) Contour plot of the potential energy surface along the x− z plane.
(b) top view of H1ML/Pd(210) showing the calculation path along x̂ axis.

Mode Energy (meV)
→ ← (Internal vibra-
tion)

404

↑ ↓ (ŷ rotation) 152
↑ ↑ (ẑ translation) 96.4
← ← (x̂ translation) 31.2
⊗⊗

(ŷ translation) 23.3
⊗⊙

(ẑ rotation) 19.4

Table 4.1: Vibrational modes and their corresponding energies of H2 adsorbed at
the step-edge Pd atom of Pd(210) for Θ = 1/3 ML. The symbols used for vibrational
modes depict the motion of H2 as viewed from the haty axis. The energy values are in
meV.

then decreases again up to the next step-edge atom. We estimated the barrier of the

movement of H2 from the top of step-edge Pd to another step-edge atom as ≈ 500 meV.

We can therefore think of H2 to be well localized within the equilibrium position Xe and

expect similar arguments for the Y and Z translations. This justifies our assumption

of neglecting the higher order terms of expansion (4.18). We present in Table 4.1 the

calculated vibrational modes of H2 adsorbed at Ze distance from the top of the step-edge

Pd atom using harmonic approximation. We find that the internal vibrational energy

is 404 meV, an order of magnitude larger than the translational modes along x̂, ŷ and

ẑ directions. The rotation along ŷ also has a large energy of 152 meV, localizing the

H2’s polar orientation at θ = π/2. On the contrary, we obtained an energy of 19.4 meV

for the rotation along ẑ which is insufficient to localize the H2 orientation at φ = π/2,

consistent with our total energy computations.

When the coverage of pre-adsorbed hydrogen atoms on the surface is increased to
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Θ = 2/3 ML, we find very similar adsorption characteristics of H2 with that of the

Θ = 1/3 ML case. The only difference is the shallowing of the depth of the adsorp-

tion potential wells for both parallel - and perpendicular -H2 (cf. Fig. 4.5). We also

find that the positions of the adsorption energy minima (surface-molecule bond) are

unchanged from the Θ = 1/3 ML, indicating that the presence of another hydrogen

atom only weakens the molecule-surface interactions. When we further increased the

atomic coverage to Θ = 1 ML, we find very shallow adsorption potential wells for both

molecular orientations in the PEC (red dotted lines in Fig. 4.5). From this we obtained

V (Re) as −241 and −150 meV for Θ = 1/3 and Θ = 2/3 ML, respectively. We note

that H2/H1ML/Pd(210) corresponds to a configuration which is way below the γ1 and γ2

molecular state peaks in the TPD measurements of ref[115] and therefore readily desorbs

at very low temperatures. Since we are interested only in the rotational states of the

two metastable molecular thermal desorption peaks, we will neglect this configuration

in the computations of rotational states in the following.

While adsorbed on HnML/Pd(210), the H2-surface interaction hinders its rotational (θ)

motion with potential strength described by Q, which confines the molecular rotation

to 2D. From the PEC in Fig. 4.5 we obtained Q as 603 and 594 meV for Θ = 1/3 and

Θ = 2/3 ML, respectively. These values differ only by 9 meV because aside from the

relative sizes of the Pd atoms and H2 the position of the two pre-adsorbed H atoms

in Θ = 2/3 ML are located just below the step-edge Pd atom of H2/3ML/Pd(210) and

do not significantly change the electronic charge density profile of the surface and its

corresponding corrugation in the neigborhood of Re.

4.2.2.2 H2 nuclear spin isomers separation

Table 4.2 shows the computed rotational energies. In the calculations, we assumed a

system at liquid hydrogen temperatures (< 20 K) so that only the lowest J levels are

important.

The rotational energies of H2 for J = 0 (para), J = 1,m = 0 (ortho) and J = 1,m = ±1

(ortho) states are 60.9, 186 and 68.7 meV, respectively for Θ = 1/3 ML. We can clearly

see the splitting of rotational energy levels of o-H2 that are otherwise degenerate in the

gas phase at thermal equilibrium. On the other hand, the rotational energy levels of H2

for the case of Θ = 2/3 ML are 60.4, 184 and 68.2 for J = 0 (para), J = 1,m = 0 (ortho)
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Coverage
(ML)

State EJ,m (meV) EJ,m
ads (meV)

Θ = 1/3 J = 0 60.9 -180
J = 1,m =
0

186 -55.0

J = 1,m =
±1

68.7 -172

Θ = 2/3 J = 0 60.4 -89.6
J = 1,m =
0

184 34.41

J = 1,m =
±1

68.2 -81.8

Table 4.2: Rotational, EJ,m and adsorption EJ,m
ads = EJ,m + V (Re) energies, of H2

for different Θ of pre-adsorbed H atoms on Pd(210) surface.

and J = 1,m = ±1 (ortho), respectively which are smaller compared to the Θ = 1/3

ML. This is due to a decrease in the hindering potential Q with an increase of the pre-

adsorbed atomic H. Furthermore, p- has higher adsorption energy for both Θ = 1/3 and

Θ = 2/3 ML compared to o-H2. We also investigate the thermal desorption of o− and

p−H2 on HnML/Pd(210). We defined the desorption energy EJ,m
des as the magnitude of

the difference between the adsorption energy level EJ,m
ads of different J and m states with

their corresponding rotational energies EJ,m
g in the gas phase (free rotor)[118],

EJ,m
des = EJ,m

g − EJ,m
ads (4.52)

The desorption energies are EJ=0
des = 180 meV (p−), EJ=1,m=0

des = 69.0 meV (o−) and

EJ=1,m=±1
des = 187 meV (o−H2) for Θ = 1/3 ML. In a similar manner, we obtained

EJ=0
des = 89.6 meV (p−), EJ=1,m=0

des = −19.7 meV (o−) and EJ=1,m=±1
des = 96.5 meV

(o−H2) forΘ = 2/3 ML. The negative sign of EJ=1,m=0
des means that this state is no longer

bound to the surface due to its very large (184 meV) rotational energy compared to the

potential energy well depth atΘ = 2/3 ML. From these values of EJ,m
des we can see that o−

has higher desorption energy than p−H2 for both coverages. For example, the difference

between the desorption energies of the bound o− and p−H2 (δo−p = EJ=1
des − EJ=0

des )

are 7.0 and 6.9 meV for Θ = 1/3 and Θ = 2/3 ML, respectively. These values are

larger compared to H2 physisorbed on Ni(111)[118] due to the stronger surface-molecule

interaction in H2/H2ML/Pd(210). We note further that an angular momentum analysis

of the two molecular peaks (γ1 and γ2) in the TPD spectra of refs[114, 115] should

reveal two peaks separated by a few Kelvin corresponding to the differences in the
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desorption energies of o and p isomers of H2 on Pd(210). This is indeed the case as

confirmed by a recent resonance multiphoton ionization (REMPI)-TPD experiment[? ]

on H2 adsorption on Pd(210). In this study, o−H2 has been found to desorb at a higher

temperature compared to p−H2, with δo−p ≈ 17 meV.

4.2.3 Dynamics of nuclear spins of H2 in a 2D PES

4.2.3.1 Hamiltonian

We may describe the quantum motion of H2 as it impinges the Pd(210) by the full 6D

Hamiltonian (4.17). However, we make use of the assumptions made in the previous

section, the dynamics of the molecular motion may be described by the effective 3D

Hamiltonian (4.21)

H = −
!2

2M

∂2

∂Z2
+

!2

2µre
J2 + U (Z, θ,φ) . (4.53)

As in the previous section, the adsorption of H2 on Pd(210) is azimuthally independent.

By introducing the exact quantum number m, the 3D eigenfunctions can be expressed

as

Ψ(Z, θ,φ) =
∑

J,m,n

eimφΦJmn(Z, θ), (4.54)

where

Φ(Z, θ) = cJ,m,nGn(Z)

√

(2J + 1) (J −m)!

4π (J +m)!
Pm
J (cos θ), (4.55)

and Pm
J (cos θ) are the associated Legendre polynomials. From this the corresponding

2D Hamiltonian reads

H2D = −
!2

2M

∂2

∂Z2
+

!2

2µre

(

−
1

sin θ

∂

∂θ
sin θ

∂

∂θ
+

m2

sin2 θ

)

+ U2D (Z, θ) . (4.56)

We evaluate the eigenvalues of this Hamiltonian using the basis function Φ(Z, θ) where

we used the Gaussian-type wavefunctions of the form

Gn(Z) =

(

β

π

)1/4

exp [−β (Z − zn)] . (4.57)

The parameter β is adjusted to account for sufficient overlap between the nearest neigh-

boring wavefunctions and n labels the nth Gaussian-type orbital centered at zn.
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Figure 4.7: 2-dimensional (2D) potential energy surface describing H2 adsorption
on top of stepped Pd atom of Pd(210) for different surface-molecule distance, Z and
polar angle θ. This 2D PES is calculated for Θ = 1/3 ML.

4.2.3.2 2D Potential energy surface: U2D (Z, θ)

We construct the 2D adiabatic potential energy surface (PES), U2D (Z, θ) from total

energy calculations scheme in DFT described in the previous section. In the compu-

tations, we determined the total energy at different values of the CM positions, Z and

polar orientation, θ and the coverage of pre-adsorbed atomic H Θ = 1/3 ML. The con-

tour representation of this 2D PES is shown in Figure 4.7. This PES has a minimum at

(Z = 1.9Å, θ = π/2). It is highly anisotropic in the sense that the adsorption is favored

towards parallel-H2 than perpendicular-H2. We may obtain an analytical form of this

potential by fitting with the 2D Morse potential-like function

U2D (Z, θ) = D(θ) {[exp [−α(θ) (Z − Ze(θ))]− 1]− 1} . (4.58)

D(θ), α(θ)−1 and Ze(θ) describe the potential well depth, the potential well width and

the equilibirium bonding distance between H2 and step-edge Pd atom. From the fitting,

we found that D(θ) = V0 cos2 θ where V0 = Dθ=0 − Dθ=π/2. Here we recovered the

anisotropic potential Q in the previous section when we neglect the molecular vibration

with respect to the H2 CM-step-edge Pd atom distance Z. Figure 4.7 shows that U
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n En (meV) Edes (meV) Rotational State Spin State
0 −202.3 202.3 J = 0,m = 0 para
1 −197.6 212.3 J = 1,m = 1 ortho
2 −183.5 44.1 J = 2,m = 2 para
3 −170.2 170.2 J = 0,m = 0 para

Table 4.3: Rotational eigen energies, nuclear spin states and desorption energies of
H2 adsorbing on top of step-edge Pd atom of Pd(210). The calculations are done for
Θ = 1/3 ML.

is highly symmetric with respect to θ and can be effectively described by the following

minimal 2D potential function

U2D (Z, θ) = Uπ/2(Z) +
[

U0(Z)− Uπ/2(Z)
]

cos2 θ, (4.59)

where Uπ/2(Z) = Dπ/2 {[exp [−α(θ = π/2) (Z − Ze(θ = π/2))]− 1]− 1} and similar ex-

pression for U0(Z). We make a substitution of (4.59) into (4.56) and multiply the re-

sulting expression with Φ(Z, θ) and its complex conjugate. We diagnolalize numerically

the resulting secular matrix within the framework of variational method.

4.2.3.3 Nuclear spin bound states

We present in Figure (4.8) the calculated wavefunctions for the ground, first excited

and third excited states, respectively. Since the angular momentum quantum number

J is no longer a good quantum number in our calculations, its values are mixed and it

is not possible to calculate the eigenvalues for a definite and specific J . We therefore

assign the rotational state by taking the J values with the highest contribution in the

expansion coefficients cJ,m,n of Φ(Z, θ). The ground state energy is EJ=0,m=0
0 = −202.3

meV and its wavefunction displayed in Figure 4.8a has a para (J = 0) character and

is localized at Z = 1.9 Å, θ = π/2. The corresponding desorption energy EJ=0,m=0
0,des =

202.3 meV. Similarly we find the 1st excited state energy as EJ=1,m=1
1 = −197.6 meV

and its wavefunction in Figure 4.8b has an ortho (J = 1) character with the same

localization points as in the para case. We calculate the desorption energy of this state

as EJ=0,m=0
0,des = 212.3 meV. We summarized these results in Table 4.3. The energy

difference between o- and p-H2 δo−p = 10 meV. The desorption peaks corresponding to

these desorption energies are TJ=0 = 78 K and TJ=1 = 82 K. From the profile of the

square of the wavefunctions of these states, we found that they correspond to ν = 0 of
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(a)

(b)

(c)

Figure 4.8: (a) Ground state wavefunction, J = 0,m = 0. (b) 1st excited state
wavefunction, J = 1,m = 1. (c) 3rd excited state wavefunction J = 0,m = 0
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the Morse potential function. We identified the dominant angular momentum quantum

number of the 2nd excited state as J = 2 and at energy level EJ=2,m=2
0,des = −183.6

meV. Its wavefunction has a node along θ and still localized at Z = 1.9 Å along the

Z direction. We show the 3rd excited state wavefunction in Figure 4.8c. We found

J = 0 as the dominant rotational state of this wavefunction whose energy level is at

EJ=0,m=0
3 = −170.2 meV (para-H2). If we look closely at the profile of the wavefunction

of this state, we can clearly see a node along the Z direction. Further, the lobes of

this wavefunction are asymmetric along Z in resemblance with the ν = 1 state of the

one-dimensional (1D) Morse potential schematically shown in Figure for ν = 0, 1, · · · , 5.

In the inset, we show the plot of 3rd excited state, Φ(Z, θ) along the Z. This asymmetry

in the rotational state wavefunction can be traced back to the anharmonicity of the 2D

Morse-like potential function (4.59). It is worth mentioning that the wavefunctions are

Figure 4.9: Schematic diagram of vibrational states of the Morse potential. The
inset shows the plot of Φ(Z, θ) along Z.

rather symmetric along θ. From the contour plot of our calculated 2D PES, we can

clearly see that our potential is harmonic in θ direction. This results to the symmetric

component of the wavefunctions along θ as shown by the lobes in Figure 4.8. We present

in Figure 4.10 the wavefunction (upper panel) associated with the energy level −121.5

meV. From the plot of the contributions (in %) of J to the expansion coefficient, we can

assign this state to be para-H2 with J = 1 character. The node located at Z ≈ 2.0 Å

shows that this wavefunction has ν = 1 character similar to that in Figure 4.9. We can

therefore assign this state as (ν, J,m) = (1, 1, 0). We note that the quantum number n
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Figure 4.10: (Upper panel) shows the 2D plot of the probability density |Φ(Z, θ)|2
of the wavefunction for energy level −121.5 meV. The lobes of this wavefunction are
highly symmetric along θ and asymmetric along Z. Each direction has a node located
in the Z at Z ≈ 2.0 Å and in θ at θ ≈ π/2. (Lower panel) shows the contribution (in
%) of individual angular momenta J to the expansion coefficient |cJ,m,n|2. Only odd
numbered J have non-vanishing contributions to |cJ,m,n|2, therefore we identify this
state as ortho-H2.

labels the eigenvalues EJ,m
n in increasing order and do not characterize the vibrational

state of H2 on the surface. These vibrational states must be decided based on the nodes

and the profiles of the wavefunctions. We summarized in Table 4.4 the rotational and

vibrational energy levels of H2 on Pd(210). Our analysis technique is consistent with

the solutions of the rotational-vibrational (rot-vibro) Morse oscillator in which different

vibrational states ν exist at different energy levels and different rotational states J .
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m = 0 m = 1 m = 2

(ν, J,m) Energy
(meV)

(ν, J,m) Energy
(meV)

(ν, J,m) Energy
(meV)

(0, 0, 0) −202.3 (0, 1, 1) −197.6 (0, 2, 2) −183.5
(1, 0, 0) −170.2 (1, 1, 1) −165.5 (1, 2, 2) −151.2
(0, 1, 0) −150.0 (0, 2, 1) −143.8 (0, 3, 2) −126.3
(2, 0, 0) −140.8 (2, 1, 1) −135.9 (2, 2, 2) −121.5
(1, 1, 0) −121.5 (1, 2, 1) −114.8 (1, 3, 2) −96.70
(3, 0, 0) −114.0 (3, 1, 1) −109.0 (3, 2, 2) −94.40

Table 4.4: Rotational-vibrational energy levels of H2 adsorbing on the top of
step-edge Pd atom of Pd(210).

Rotational State
(J)

Composition
(in %)
Exp[120]

Composition
(in %) Theory

0 (para) 35.7 42.8
2 (para) 19.1 19.9
4 (para) 10.4 2.32
1 (ortho) 25.2 29.2
3 (ortho) 6.40 4.52
5 (ortho) 3.20 0.35

Table 4.5: Comparison between experimental and theoretically obtained rotational
state J compositions.

4.2.3.4 Comparison with experiment

Temperature programmed desorption (TPD) spectroscopy and rotational state-resolved

resonance enhanced multiphoton photo-induced (REMPI) desorption are powerful tools

in quantum state-specific detection of atoms and molecules scattering on a solid surface

as well as in studying the dynamics of desorption on surfaces. REMPI has been success-

fully used in studying nuclear spin flipping of H2 on solid ice[119] by direct rotationally-

resolved detection of desorbing molecules. Combined TPD-REMPI has also been used

to clarify the mechanisms of ortho-para conversion of H2 physisorbed on Ag(111)[57].

Recent REMPI experiment[120] on the quantum dynamics of H2 under the influence of

highly anisotropic adsorption potential on Pd(210) have measured the concentration of

desorbing molecules based on their rotational states. They found that the desorbing H2

is composed of 65.2% p-H2 and 34.8% o-H2. Based from our analysis of the J contribu-

tions to the expansion coefficient of the rotational wavefunctions, we are able to compare

the composition of each J in the experiment with the ones obtained by our calculations

in Table 4.5. Theoretical values in the table are obtained from expansion coefficients of
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the ground (p-H2) and 1st excited (o-H2) states wavefunctions, respectively.

4.2.4 Isotope effects

We also investigated the isotope effects on the quantum dynamics of H2 nuclear spin

states on Pd(210). The deuterium molecule (D2) nuclear spin states are I = 1 (p-

D2) and I = 0 (o-D2) which correspond to odd and even J , respectively. We show

Figure 4.11: (Upper panel) shows the 2D plot of the probability density |Φ(Z, θ)|2
of the wavefunction of D2 for energy level −214.5 meV. (Lower panel) shows the
contribution (in %) of individual angular momenta J to the expansion coefficient
|cJ,m,n|2. Only even numbered J have non-vanishing contributions to |cJ,m,n|2,
therefore we identify this state as ortho-D2.

in Figure 4.11 the ground state wavefunction of D2 with an energy level E0 = −214.5

meV. This wavefunction has an ortho character with only the even J values are the
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non-vanishing terms in the expansion coefficient. The largest contribution comes from

J = 0. Although not clearly seen in the figure, this wavefunction has more degree of

localization compared to H2. This should be expected due to the larger mass of D2

compared to H2. The first excited state energy level is E1 = −214.5. This state has

a para character and the largest contribution to the expansion coefficient comes from

J = 1. We found a significant difference of 12.2 meV of the rotational-vibrational (rot-

vibro) energies of H2 and D2. The ratio
ED2
EH2

= 1.06. If we consider the zero point

energies (ZPE) of the two isotopes, we find a much larger energy difference and ratio.

In determining the ZPE, only the x and y translational energies are significant among

the values of the vibrational energies in Table 4.1. We determine the ZPE for H2 to be

27.3 meV. For D2, this value is decreased to 19.3 meV. Therefore, the rot-vibro energies

of H2 and D2 are 175 and 195 meV, respectively. This translates to energy difference of

20 meV and
ED2
EH2

= 1.11.

4.2.5 Summary and Conclusions

In summary, we presented with the aid of DFT-based calculations the rotation and

nuclear spin isomer separation of H2 on Pd(210) surface for different atomic H coverages

(Θ = 1/3, 2/3, 1 ML). We demonstrated that the H2 molecular adsorption happens on

the top of step-edge Pd atom in parallel orientation to the plane formed by [12̄0] and

[001] for Θ = 1/3 and 2/3 ML. Using the results of our orientation-dependent potential

energy calculations, we computed the rotational states and energies of H2 on Pd(210) for

different atomic converages. Our results showed that the rotational energies of hindered

J = 0, J = 1,m = 0 and J = 1,m = ±1 states slightly decreased as we increased the

coverage of pre-adsorbed atomic H from Θ = 1/3 to 2/3 ML Furthermore, we found

that the p−H2 has higher adsorption energy compared to p−H2 in both Θ . Finally,

we showed that the desorption energy of o− is larger than p−H2 by around 7 meV for

both Θ . We have also investigated the effects of anharmonicity of the highly anisotropic

adsorption potential to the rotational and vibrational states of H2 adsorbing on Pd(210).

Using total energy calculations, we constructed the 2D PES of the adsorbing H2 for

different CM-surface distance Z and molecular oriention θ. Under the influence of this

2D PES, we calculate the quantum motion of H2 on Pd(210). Our results show that the

ground state energy of H2 is −203.5 meV and first excited state energy level is −197.6

meV. Upon close examination of the corresponding wavefunctions, we identified that
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the ground and first excited rotational and vibrational states are para-H2 and ortho-H2,

respectively. The desorption energy difference is 10 meV, favoring desorption of para

isomers. From the analysis of the nodes of the wavefunctions, we have identified the H2

vibrational states in the adsorption potential well. We have also investigated the isotope

effects. We found that the rotational-vibrational ground state energy level −214.5 meV

belongs to ortho-D2. This energy is 12.2 meV larger than H2 due to the mass difference

between the two isotopes of hydrogen. We further find this energy difference to be

significantly enhanced by ≃ 10 meV when we considered the zero point energies of the

molecules in the adsorption potential well.

4.3 H2 nuclear spin isomer conversion on Pd(210)

4.3.1 Model

The H2 nuclear spin isomer conversion on Pd(210) can be described by the general for-

mulations discussed in preceeding section for a system composed of a diatomic molecule

adsorbing on a metal surface. We consider an H2 approaching the top of the step-edge

Pd atom of Pd(210) depicted in Figure 4.4. In this model, the Hamiltonian of the

approaching H2 is given by

HM =
∑

σ

εa
(

a†1σa1σ + a†2σa2σ
)

+ t
∑

σ

(

a†1σa2σ + h.c.
)

+ Ua (n1↑n1↓ + n2↑n2↓) + Ja (n1↑ + n1↓) (n2↑ + n2↓) . (4.60)

Further, we describe electronic state of the metal surface with

HS =
∑

kσ

ϵkc
†
kσckσ, (4.61)

where ϵk describes the kinetic energy of electrons in the conduction band of the Pd(210).

The interactions between the electrons of H2 and Pd(210) are accounted by

HM−S =
∑

kσ

[

Vak(Z, θ)c
†
aσckσ + Vbk(Z, θ)c

†
bσckσ + h.c.

]

, (4.62)
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where Vak(Z, θ) and Vbk(Z, θ) correspond to the hybridization between the metal surface

electrons and the anti-bonding and bonding orbitals electrons of H2, respectively. The

H2 nuclear spin flipping is described by the Fermi contact interaction

HF =
∑

kσ

[

∆ak(Z, θ)c
†
aσck′−σ +∆bk(Z, θ)c

†
bσck′−σ + h.c.

]

. (4.63)

We assume the nuclear spin isomer conversion proceeds in a two-step process: 1) an

electron from Pd(210) transfers to the anti-bonding state of H2, creating a hole in the

metal surface band and an ionic molecule, and 2) the electron occupying the anti-bonding

orbital of H2 transfers back to the metal surface at a state |k′⟩ above the Fermi level,

while simultaneously spin flips, resulting to a triplet metal surface and neutral H2.

4.3.2 Transition probability

The conversion probability from the initially o-H2 to the final state p-H2 may be calcu-

lated by perturbation theory up to second order as

Pf←i =
2π

!

∑

k,k′

∣

∣

∣

∣

⟨Ψf |HF |Ψp⟩⟨Ψp|HM−S |Ψi⟩
Ei − Ep

∣

∣

∣

∣

2

δ (ϵk′ − ϵk − εop) . (4.64)

Using (4.41) and (4.42) we re-express (4.64) at absolute zero temperature as

Pf←i =
8π

!Φ2

∑

k,k′

|∆̃ak′(Z, θ)|2|Vak(Z, θ)|2δ (ϵk′ − ϵk − εop) , (4.65)

where Φ = εa + t + Ua+J
2 − φwf and φwf is Pd(210) work function. |∆̃ak′(Z, θ)|2 and

|Vak(Z, θ)|2 are given by

|∆̃ak′(Z, θ)|2 =
1

2
λ2
[

∆̃2
− cos

2
(

k′
r

2
sin θ

)

+ ∆̃2
+ sin2

(

k′
r

2
sin θ

)]

, (4.66)

|Vak(Z, θ)|2 =
1

2
V 2
0 u(Z)2

[

f2
−(θ) cos

2
(

k
r

2
sin θ

)

+ f2
+(θ) sin

2
(

k
r

2
sin θ

)]

. (4.67)

We transform the summation over k into an integration so that for any function G(ϵk)

∑

k

cos2
(

k
r

2
sin θ

)

G(ϵk) ≃
∫ ∞

0
dϵρ(ϵ)G(ϵ)

⎡

⎢

⎢

⎣

1 +

sin

(

2
√

2m(ϵ+D)
!2

r sin θ

)

2
√

2m(ϵ+D)
!2

r sin θ

⎤

⎥

⎥

⎦

(4.68)
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and

∑

k

sin2
(

k
r

2
sin θ

)

G(ϵk) ≃
∫ ∞

0
dϵρ(ϵ)G(ϵ)

⎡

⎢

⎢

⎣

1−
sin

(

2
√

2m(ϵ+D)
!2

r sin θ

)

2
√

2m(ϵ+D)
!2

r sin θ

⎤

⎥

⎥

⎦

. (4.69)

ρ(ϵ) is the local density of states of step-edge Pd atom and D is the width of the filled

conduction bands. Substituting (4.66) and (4.67) into (4.65), and using the transforma-

tions (4.68) and (4.69), we express the o− p transition probability as

Pf←i =
2π

!

λ2V 2
0 u(Z)2

Φ2

∫ D

EF=0
dϵρ(ϵ)ρ(ϵ+ εop)ΓC(ϵ)ΓF (ϵ+ εop), (4.70)

where

ΓC(ϵ) = f2
−(θ)

⎡

⎢

⎢

⎣

1 +

sin

(

2
√

2m(ϵ+D)
!2

r sin θ

)

2
√

2m(ϵ+D)
!2

r sin θ

⎤

⎥

⎥

⎦

+f2
+(θ)

⎡

⎢

⎢

⎣

1−
sin

(

2
√

2m(ϵ+D)
!2

r sin θ

)

2
√

2m(ϵ+D)
!2

r sin θ

⎤

⎥

⎥

⎦

(4.71)

ΓF (ϵ+ εop) = ∆̃2
−

⎡

⎢

⎢

⎣

1 +

sin

(

2
√

2m(ϵ+εop+D)
!2

r sin θ

)

2
√

2m(ϵ+εop+D)
!2

r sin θ

⎤

⎥

⎥

⎦

+ ∆̃2
+

⎡

⎢

⎢

⎣

1−
sin

(

2
√

2m(ϵ+εop+D)
!2

r sin θ

)

2
√

2m(ϵ+εop+D)
!2

r sin θ

⎤

⎥

⎥

⎦

(4.72)

To numerically evaluate (4.70), we assume that the hybridization energy V0 can be

obtained from the resonance level width ∆(ϵ) = π
∑

k |Vik|2δ(ϵ−ϵk) of a single hydrogen

atom adsorbing on Pd(210). To simplify our calculations, we take the resonance level

width as

∆(ϵ) = π
|V0|2

D
Θ(D/2− ϵ), (4.73)

where Θ is a step function. We estimate ∆ from the difference in the widths of the DOS

projected on the s orbital of a hydrogen atom adsorbed on top of step-edge Pd atom

and isolted H obtained by fitting to our DFT calculations. Similarly, explicit expressions

for ∆̃2
± in ΓF (ϵ) are derived using Slater-type orbitals (STO) for the hydrogen orbitals,
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and surface state wave function are represented by plane waves. We show in Figure

4.12 the calculated o − p transition probability as a function of H2-Pd(210) distance

Z for different molecular orientations θ. In this figure, we can clearly see the strong

dependence of the o − p transition probability to the polar orientation θ. θ = 0 results

in higher conversion probability than θ = 90◦. From Pf←i, we can obtain the transition

rate as τ = P−1f←i. This means that perpendicularly oriented H2 on top of step-edge Pd

atom has the fastest conversion rate than that one oriented parallel. This is due to our

conversion mechanism which involves the occupation of H2 anti-bonding states described

by the hybridization Vak. This hybridization potential is maximum when θ = 0◦. We

note that the mechanism we considered in this study is consistent with the findings of a

DFT study[116] of H2/Pd(210) in which the molecule’s antibonding states are occupied

by surface electrons upon adsorption. From the PEC in Figure 4.5, H2 is bound on top

of the step-edge Pd at z = 1.9 Å and θ = π/2. At this configuration, the corresponding

o-p conversion time is τ = 1.7 s. This value increases to τ = 7.4 s for z = 2.5 Å and

approaches to 103 order at large z. Our calculated τ at the MC state agrees well with

our experimental data. When θ = 0, the minimum of the PEC is shifted (see Fig. (S2))

to z ≈ 2.5 Å and H2 is in a molecular physisorption state. We computed the value of o-p

conversion rate at this configuration as τ = 3.1 s, which is faster compared to the value at

the same H2-Pd distance with θ = π/2 orientation. These conversion times are quite fast

compared to the ones obtained on flat metal surfaces[55]. τ also becomes longer when Z

increases as dictated by γ. On H2/Pd(210), REMPI-TPD study[121] have shown that

the desorption intensities of the o- and p-H2 follow the Arrhenius relations continously

up to 75 K. Above this temperature, a significant deviation from the relations have been

observed. This deviation has been attributed to the o− p transition of H2 adsorbed on

top of step-edge Pd atom. From the analysis of this deviation, the o− p conversion time

has been estimated to be ≈ 0.5 s. This value is in good agreement with our results on

the basis of perturbation theory.

4.3.3 Summary and Conclusions

We have investigated the o−p conversion of H2 adsorbed on stepped Pd surface by means

of model Hamiltonian on the basis of second order perturbation theory. Our results show

that the transition probability exponentially decays away from the adsorption site. We

have also shown that the perpendicular oriented H2 has higher conversion probability
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Figure 4.12: o− p conversion probability as a function of H2 CM- step-edge Pd
atom distance Z for different polar orientations θ. The origin of the x-axis is set at
the equilibrium bonding distance Zeq = 1.9 Å.

compared to the one in parallel orientation. The calculated conversion times are 1.8 s

and 10 s for perpendicular and parallel oriented molecule which are in good agreement

with the observed experimental value of ≈ 0.5 s. Based from our model calculations,

we can conclude that the conversion probability is highly dependent on the width of the

occupied conduction electron states of the metal substrate and the H2-Pd(210) bonding

distance.



Chapter 5

Summary, Conclusions and

Outlook

We have presented using two case studies how computational materials design of solid

surfaces with symmetry consideration can be used to influence the electronic and nuclear

spin states. Interstitial magnetic impurities in a layered semiconducting oxide surface

broke the local symmetry around the magnetic ions by changing the local crystal field

through p − d orbital hybridization. This effectively splits the orbitals of the impurity

and host crystal atoms inducing spin polarization on the system. By exchanging of

electrons through neighboring atoms, we have shown in Chapter 4 that the spin states

of electrons can achieve magnetic ordering that persists above room temperature. We

have concluded that the magnetic double exchange mechanism stabilises ferromagnetic

ordering of electronic spins in the solid surface. The results of our case study can

be extended to materials that possess a geometric structure similar to the one that

we considered. To test the possibility of practical implementation of our material as

a spintronics device, further calculations are needed to evaluate the effects of charge

carrier concentrations on the magnetic ordering of electronic spins. Our preliminary

results have shown that increased hole concentrations increases the magnetic moment of

the surface by shifting the DOS above the Fermi level. This in effect may destabilise the

ferromagnetic ordering of electronic spins. The increase in electron concentrations on the

other hand do not induce further magnetic moments in the surface by shifting the DOS

below the Fermi level. This have shown to stabilise ferromagnetism although further

collinear DFT study is needed to verify this hypothesis. Similarly, we have shown in

61
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Chapter 5 that contrary to flat surfaces, H2 can have a chemisorbed molecular adsorbed

state. The steps on metal surfaces bring H2 to a molecular chemisorbed (MC) state

and break the rotational symmetry of the molecule. Using total energy calculations,

we found a highly anisotropic potential energy surface (PES) of the adsorbing H2 on

Pd(210). From our calculations of H2 quantum motion under the influence of this PES,

we found that the ground and the first excited rotational and vibrational eigenvalues

correspond to para- and ortho-H2, respectively. We also found that the desorption

energies of the two lowest energy nuclear spin isomers is around 10 meV, favoring para-H2

desorption. Although our results are consistent with experimental findings, our picture

of desorption dynamics can be further improved by considering other molecular degrees

of freedom neglected in this study. On the basis of second order perturbation theory,

we have found that the ortho-para nuclear spin isomer transition probability is highest

in perpendicularly oriented H2. Our calculated conversion times are in good agreement

with experiments. Based from our model calculations, the transition probability is highly

dependent on the width of the occupied electron states of the surface. Our results have

shown that narrower local density of states of the metal substrate leads to faster ortho-

para nuclear spin isomer transition. In order to verify this direct correlation between

the surface occupied electronic state and the isomer conversion, calculations involving

other stepped transition metal surfaces are needed.



Appendix A

Magnetism in Density Functional

Theory (DFT)

In this Appendix, we discuss how spin-polarised calculations are implemented in DFT.

A.1 Collinear DFT

The concept of DFT can be extended to the spin-polarised systems by replacing the

Kohn Sham density a 2× 2 Hermitian matrix. Consider a particle with spin α and field

operator ψα(r) a component of the spin density matrix can be expressed as

ραβ(r) =
〈

Ψ
∣

∣ψ+
α (r) ψ

−
β (r)

∣

∣Ψ
〉

. (A.1)

It therefore required to also replace scalar potential V (r) in the Kohn-Sham potential

with V̄ (r) which corresponds to the spin density matrix. One can then rewrite the

Kohn-Sham equation as

[(

−
1

2
∇2 +

∑

α

∫

ραα(r′)
∣

∣r− r′
∣

∣

dr′
)

Ī + V̄ (r) +
δExc

δρ̄(r)

]

⎛

⎝

φ(+)
i (r)

φ−i (r)

⎞

⎠ = ϵi

⎛

⎝

φ(+)
i (r)

φ−i (r)

⎞

⎠

(A.2)
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where Ī is a 2 × 2 unitary matrix and by virtue of Eq.(A.1), the exchange-correlation

potential now also becomes a 2 × 2 matrix. In terms of the Kohn-Sham orbitals, the

spin density takes the form

ραβ(r) =
N
∑

i=1

φ⋆αi (r)φβi (r) . (A.3)

where α(β) = +(−) is the electron spin up(down). Pauli matrices allow the decomposi-

tion of the density matrix into scalar and vectorial parts which correspond to the charge

and magnetisation density

ρ̄(r) =
1

2

(

ρ(r)Ī + σ̄ · m(r)
)

=
1

2

⎛

⎝

ρ(r) +mz(r) mx(r)− imy(r)

mx(r) + imy(r) ρ(r)−mz(r)

⎞

⎠ . (A.4)

It is also possible to write the potential matrices in terms of magnetic field B

V̄ (r) = V (r)Ī + µBσ̄ ·B(r)

V̄xc(r) = Vxc(r)Ī + µBσ̄ ·Bxc(r) .

where µB is the Bohr magneton. Within this formalism, one can solve Eq.(A.2) by

expanding the Kohn-Sham orbitals φi(r) in a linear combination of basis functions ξj(r)

φi(r) =
∑

i

cijξj(r) , (A.5)

which transforms Eq.(A.2) into an eigenvalue problem that solves the linear combination

coefficients cji. Furthermore, if the potential matrices in Eq.(A.5) are diagonal, meaning

the magnetic and exchange fields are pointing at z direction, Eq.(A.2) decouples into two

equations that can be solved independently. This case is called the collinear magnetism.

The spin density is expressed in spin-polarised DFT as
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m(r) = −µB

∑

α,β

ψ+
α (r) σα,βψβ(r) , (A.6)

and the integral of spin moment M is given by

Mspin =

∫

m(r)dr =

∫

(

n+(r)− n−(r)
)

dr . (A.7)

We obtain the magnetic state energy by fixing the value of the spin of the particular

ions/atoms of interest and solving the Kohn-Sham equation. The total energy obtained

is then subtracted to the result of the non- spin-polarised calculation. We determine the

magnetic order by solving the KS equation for both ferromagnetic (FM) and antiferro-

magnetic (AFM) alignments of the electron spins in the atoms in the so-called supercell

approach[122, 123]. The difference in FM and AFM energies is

∆E = EAFM − EFM . (A.8)

Positive value of ∆E means FM order among the electron spins is more dominant than

AFM, while negative value means the opposite.

A.2 Mapping DFT calculations to Heisenberg Model

Let us consider a diatomic molecule with two electrons corresponding to four spin states:

a singlet 1√
2
(| ↑↓⟩ − | ↓↑⟩), and three degenerate triplet | ↑↑⟩, | ↓↓⟩, 1√

2
(| ↑↓⟩ − | ↓↑⟩)

states. The total spin S = s1+s2 is an operator that commutes with the Hamiltonian of

the system. Therefore, the eigenstates of the Hamiltonian of the system is also the eigen-

states of S. The Hamiltonian therefore has two eigenenergies Es and Et corresponding

to S = 0, singlet and S = 1, triplet states, respectively. The square of the operator ca

be written as

S2 = s21 + s22 + 2s1 · s2 =
3

2
+ 2s1 · s2, (A.9)
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Figure A.1: Schematic diagram of magnetization as a function of temperature

where s1 · s2 is equal to 1
4 for S = 1 and −3

4 for S = 0. With this we can map the

original Hamiltonian to the so called Heisenberg spin Hamiltonian as

H =
1

4
(Es + 3Et)− (Es − Et) s1 · s2. (A.10)

We may drop the first (constant) term in (A.11) and rewrite the Hamiltonian as

H = −2Js1 · s2, (A.11)

where J = (Es − Et)/2. This result may be generalised for arbitrary number of atoms

and spins as

H = −
∑

i,j

Ji,jSi · Sj , (A.12)

where the sum i and j run over all lattice sites. The exact solution for the ground state

of the Heisenberg model (A.12) is still unknown up to this moment and we are only

able to decribe its physical properties by introducing the classical approximation. This

entails replacing the spin operator S with a real, 3-dimensional vector whose magnitude

is |S| = S. Experiments often measure the material’s magnetization curves over a

wide range of temperatures as schematically drawn in Figure A.1. For ferromagnetic

substances, the magnetization curve vanishes at some temperature value Tc, or the so

called Curie temperature. At 0 ≤ T ≤ Tc, the spin system form a ferromagnetic order,

that is the spins of the atoms are aligned parallel to each other. At T ≥ Tc, the spin
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alignment becomes random, destroying the magnetic order and the system transitions

from ferromagnetic to paramagmnetic state. Therefore, Tc is a direct measurement of

the strength of ferromagnetism in a material. In this study, we will determine Tc from

first principles calculations based on DFT. In the mean field approximation (MFA)[124],

Tc can be calculated as

kBT
MFA
c =

2

3

∑

i ̸=0

J0i, (A.13)

where J0i is the magnetic exchange interaction between the 0th and the ith spins. From

the previous discussions of the molecular Heisenberg model, J0i can be viewed as the

difference between the singlet and triplet eigenenergies. Similarly, we can obtain J0i

from collinear DFT calculations as the energy difference between the AFM and FM spin

configurations, or J = EAFM − EFM .
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DFT calculations details

B.1 DFT calculation details of interstitial impurities in

PbO surface

All calculated physical properties presented here are obtained using ab-initio calcula-

tions, implemented on Vienna Ab-initio Simulation Package (VASP)[125, 126] based on

the density functional theory (DFT)[127, 128]. Electron and core interactions are de-

scribed using projector augmented plane wave (PAW) formalism with an energy cutoff of

500 eV. Charge densities in VASP are expressed using plane wave basis sets[129]. Spin

polarised calculations are performed to derive the electronic and magnetic properties

of the system in question within the generalised gradient approximation (GGA) using

Perdew, Burke and Ernzerhoff (PBE) exchange correlation potential[130]. Brillouin-

zone integration are performed using 5 × 5 × 5 and 7 × 7 × 1 Monhorst-Pack k-points

meshes with Gaussian smearing for bulk and surface respectively[131]. Bulk structure

is optimised by scanning possible values of lattice parameters close to experimental ob-

tained a = b = 3.947 Å and c = 4.988 Å that give lowest energy configuration. From

this structure, a surface is modelled using a 3-layer α-PbO (001) slab within a 2x2 su-

percell with 20 Å vaccuum area. The surface structure is obtained by allowing the

upper two layers of the slab to relax whilst fixing the bottom layer. Since litharge is a

layered structure, and each layer is composed of two sublayers (O and Pb sublayers),

a possibility of having two types of surfaces based on termination arises; oxygen and

lead terminated surfaces. However, energetic calculations incoporating van der Waals

68
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Lattice Vectors GGA vdW-DFT Experiment[134]

a 4.090Å 4.090Å 3.96Å
c 5.502Å 5.216Å 5.01Å
c/a 1.345 1.275 1.27

Table B.1: Calculated bulk lattice vectors with and without van der Waals correction
compared with experimentally obtained results.

(vdW) corrections[132, 133] confirm the energetically unfavourability of the oxygen ter-

minated surface and that upon structural relaxations, the system evolves in favour of

lead termination. Hence, in all calculations presented herein, a Pb-terminated surface

is utilised.

B.1.1 Bulk PbO

The calculated bulk lattice parameters with and without van der Waals corrections

are shown in Table B.1. Both results for lattice vector a are in good agreement with

experimental values of 3.96 Å[134] and 3.95Å[135] and in theoretical works of Canepa

et.al.,[136] and Raulot et.al.,[137]. It also shows that GGA alone fails to replicate the

experimental lattice vector along the c-axis since in its scheme, dispersive interactions

are not considered and only local orbitals are properly treated. The addition of van

der Waals effects provides a solution to this issue as exhibited in the computed lattice

constant value in the c-axis of 5.216 Å which is in good agreement with experiment (5.01

Å). For litharge and other layered systems, this correction is crucial when constructing

surfaces from bulk parameters as it could spell large amount of errors on energy and

geometry calculations. This therefore suggests that the inclusion of vdW from the

very beginning i.e. bulk structural optimisations, is required to arrive at the correct

surface properties. Furthermore, the sensitivity of electronic and structural properties

on the lattice parameters implies that one has to pay a great deal of attention to these

details during computations. For instance, in calculations of defect formation energies,

the authors in (cf. ref[138]) determined the lattice constants entirely by GGA which

yielded a serious mismatch between the computed (5.51 Å) and experimentally obtained

c vectors. In order to compensate for this problem, experimental value of the c lattice

vector is used in their calculations. It is therefore stressed here that one can avoid these

limitations by employing vdW corrections which can also allow to treat the system

purely on theoretical grounds.
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As discussed above, lattice parameters play important roles in the determination of

many physical properties. Among these, a particular interest is in the system’s elec-

tronic property not just because it gives someone insights on the nature of bonding and

defect interactions, but also due to the fact that it serves as a window on the origin

of magnetism induced by impurities in this material as will be shown in the following

discussions. Litharge or α-PbO is a semiconductor with an experimentally obtained

indirect band gap of 1.95 eV[139] measured at 300K. DFT calculated band gaps how-

ever can vary slightly from experiments depending on the chosen bulk lattice constants

during relaxations, i.e. structure optimisations. If one chooses lattice constants from

experiments as initial parameters during relaxation runs, a narrow gap value of 1.46 eV

is obtained. This problem can be avoided if the GGA optimised lattice parameters are

used as reported in [138] which obtained a gap of 1.8 eV, in good agreement with the

experimental value. Furthermore, the GGA optimised lattice parameters with van der

Waals corrections yields a relatively acceptable band gap value of 1.7 eV. A decrease

in the c-axis lattice constant causes GGA to overestimate the interlayer orbital overlap

of 6s2 lone pairs which weakly hold the layers together[69]. This overestimation leads

to stronger interlayer forces and eventually to the shrinking of the gap as confirmed by

the calculations of this study.

B.2 DFT calculations of H2/Pd(210)

The temperature programmed desorption (TPD) spectra in Ref[115] point to three β

and two γ peaks as atomic and molecular adsorptions, respectively. In order to simulate

H2 adsorption on Pd(210), we considered a clean surface illustrated in Figure B.1. We

performed density functional theory[140, 141](DFT)-based calculations to explore the

dissociative and molecular adsorptions of H2 on Pd(210). In the calculations, we used

projector augmented formalism (PAW)[142] with Perdew-Burke-Enzwerhoff (PBE) gen-

eralized gradient (GGA) exchange correlation functional[143, 144], and a cutoff energy

of 500 eV. We adopted Monkhorst and Pack method[145] for Brillouin zone integrations.

We modelled the clean Pd(210) (Figure B.1) as periodic slabs containing 9 layers of Pd

atoms separated by 15 Å of vacuum. For the dissociative adsorption, we considered the

dissociation sites in Figure B.2.
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(a) (b)

Figure B.1: (a) Side view of the slab model of Pd(210) surface. The blue spheres
correspond to the step edge atoms. The dashed red line traces the steps of the
surface. (b) Top view of the Pd(210) surface model where the unit cell used is
represented by the yellow-dotted parallelogram over the step edge atoms. The labels
A, B and C are the adsorption sites of pre-adsorbed atomic H.

Figure B.2: Dissociation sites on clean Pd(210). S: step-edge Pd atom, T: terrace
site Pd atom, ST: bridge between T and S sites and SS: bridge between two S sites.
The dissociated atoms for S site adsorb on the SS site, while on T site, adsorb on the
four-fold coordinated hollow site. The dissociated atoms on ST site go to the hollow
and SS sites, while on SS, one hydrogen atom goes to top of the third layer Pd atom,
while the other one goes to S.

B.2.1 H2 dissociative adsorption on a clean Pd(210)

Figure B.3 shows the potential energy surfaces (PES) contour plots of the dissociative

adsorption of H2 on a clean Pd(210). Away from the surface, the S site is the most

attractive of H2 adsorption. However, as H2 approaches near the top of the step-edge Pd

atom, it goes to the ST site and dissociates with a ver minimal barrier. On the contrary,

other sites exhibit no energy barrier towards H2 dissociation. It therefore appears that

the complete picture of H2 adsorption on clean Pd(210) is as follows: initially, an H2

molecule is attracted towards the S site due to its being the most reactive compared

to all the other sites considered, then as the molecule approaches near the surface,

it is attracted to the ST site where molecular dissociation happens. We performed
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Figure B.3: Contour plot of dissociative adsorption potential energy surfaces (PES)
of H2 on S, T, ST, and SS sites of Pd(210). The contour spacing is 100 meV.

Coverage
(ML)

Site State Binding Energy
(This study)

Binding Energy
(Ref[115])

Θ = 1/3 A β3 580 410
Θ = 1/3 C β3 560 410
Θ = 1/3 B β3 490 410
Θ = 2/3 A,B β2 440 330
Θ = 3/3 A,B,C β1 330 230

Table B.2: Binding energies of different atomic adsorption sites and their TPD peak
assignments.

relaxed calculations of the Pd(210) with adsorbed hydrogen atoms and found the most

energetically favorable atomic adsorption site for an atomic coverage Θ = 1/3 ML is on

the A site in Figure B.1b. with a binding energy of 580 meV. This is followed by the

three fold coordinated C site and the four-fold hollow B site. For Θ = 2/3 ML, the

most stable adsorption configuration is when both the A and B sites are occupied. For

the full coverage Θ = 1 ML, all atomic adsorption sites are occupied. This configuration

has a binding energy of 330 meV. In Table B.2, we summarized the binding energies of
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atomic adsorption sites and their corresponding TPD peak assignments. The β3 peak of

the TPD spectra can be assigned to a hydrogen atom occupying the SS site, while the

β2 peak can be assigned to two hydrogen atoms (Θ = 2/3 ML) occupying the SS and

the four-fold hollow sites. The β1 peak can be assigned to a configuration where all of

the atomic adsorption sites are occupied. This configuration corresponds to the Θ = 1

ML coverage.

B.2.2 H2 molecular adsorption on Pd(210)

We modelled the Pd(210) with different coverage (Θ) of pre-adsorbed H by adsorbing

atomic hydrogen on different adsorption sites labelled A, B and C (see Figure B.1b).

As discussed in the previous subsection, coverage of Θ = 1/3 ML corresponds to the

occupation of site A, sites A and B are populated for Θ = 2/3 ML, and all sites are

occupied for a full coverage of Θ = 1 ML. Furthermore, we obtained the optimized

H2/HnML/Pd(210) (where n = 1/3, 2/3, 1) by relaxing all the degreess of freedom (DoF)

of the molecule and that of the 3 top-most layers of Pd(210) including the pre-adsorbed

H. When hydrogen atoms begin to occupy the different adsorption sites on Pd(210),

succeeding adsorbing H2 molecule dissociations are hindered as shown in Figure B.4.

As can be seen in this figure, Θ = 1/3 ML coverage of H atom is already sufficient to

increase the barrier of H2 dissociation on S and T sites of Pd(210). This is specially

notable on the S site in which the H2 adsorption profile is clearly molecular. On the T

site, the energy barrier towards H2 dissociation can be estimated to be around 800 meV.

We can therefore conclude that molecular H2 adsorption becomes possible only after

one of the atomic adsorption sites have been occupied by hydrogen. This is because

after hydrogen atom adsorption, the electronic profile of Pd(210) is drastically changed.

We show this effect in Figure B.5. When atomic hydrogen adsorbs on the surface, it

shifts the LDOS of step-edge Pd atom below the Fermi level. This shifting of the LDOS

decreases the reactivity of the a particular adsorption site. This decrease in the reactivity

of the adsorption sites on Pd(210) upon H atom adsorption gives way to molecular H2

adsorption on the surface.
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Figure B.4: Effects of adsorbed hydrogen atoms on the dissociation of H2 molecules
on Pd(210). The red dots correspond to adsorbed H atoms while the pink dots
correspond to the atoms of H2 molecules dissociating on top of step-edge Pd atom (S)
and top of terrace atom (T) sites. The right panels are the plots of total energy vs the
H2 bond length r. The lower panels are the contour plots of the PES of H2

dissociation on S (left panel) and T (right panel) sites, respectively.

Figure B.5: Local density of states (LDOS) of the step-edge Pd atom of a clean
and HnML/Pd(210) surfaces.
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