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ABSTRACT

Many fundamental and practical aspects of CO2 chemistry on metal surfaces attract
considerable attentions due to its important in the industry, energy, and environmen-
tal management. Experimental as well as theoretical studies have been conducted to
investigate this issue. However, many important aspects are still under debate, e.g.,
dissociative adsorption of CO2 and its hydrogenation. As my contribution in these
issues, I studied the dissociative adsorption of CO2 and formate decomposition in my
thesis. The thesis is organized as follows: First, I investigated the dissociative adsorp-
tion of CO2 on Cu surfaces. This study is motivated by the experimental evidences of
CO2 dissociation at below 150 K on stepped Cu surface. My thorough analysis showed
that CO2 does not dissociate on “ideal” flat, stepped, and/or kinked Cu surfaces at
below 150 K. The CO2 dissociation on Cu surfaces may be attributed to other fac-
tors such as Cu adatoms, gas phase or condensed CO2, or other gas phase molecules.
Particularly, on the stepped and/or kinked Cu surfaces, the CO2 dissociation may be
followed by the Cu−O−Cu chain formation. Next, I investigated the CO2 adsorption
on the Cu surfaces from density functional theory calculations as well as the temper-
ature programmed desorption and X-ray photoelectron spectroscopy studies. Several
exchange-correlation functionals have been considered to characterize CO2 adsorption
on the copper surfaces. I used the van der Waals density functionals (vdW-DFs),
i.e., the original vdW-DF (vdW-DF1), optB86b-vdW, and rev-vdW-DF2, as well as
the PBE with dispersion correction (PBE-D2). It is found that vdW-DF1 and rev-
vdW-DF2 functionals slightly underestimate the equilibrium adsorption energy, while
PBE-D2 and optB86b-vdW functionals give better agreement with the experimental
estimation for CO2 on Cu(111). The calculated CO2 adsorption energies on the flat,
stepped, and kinked Cu surfaces are in the range 20 − 27 kJ/mol, which are compatible
with the general notion of physisorbed species on solid surfaces. Last but not least,
I performed ab initio molecular dynamics analysis of formate decomposition to CO2

and H on the Cu(111) surface to elucidate the enhancement factors of formate syn-
thesis. Here, I showed that the desorbed CO2 has approximately twice larger bending
vibrational energy than the translational, rotational, and stretching vibrational ener-
gies. Since formate synthesis, the reverse reaction of formate decomposition, had been
suggested experimentally to occur by the Eley-Rideal mechanism, I propose that the
formate synthesis can be enhanced if the bending vibrational mode of CO2 is excited
rather than the translational and/or stretching vibrational modes. Detailed informa-
tion on CO2 adsorption and energy distribution of desorbed CO2 may inspire new
insights into improving catalytic activity of synthesis of formate.
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Chapter 1

Introduction

1.1 CO2 chemistry on Cu based catalyst

In the industrial technical processes, carbon dioxide is used in the limited four chemical
reactions: producing the fertilizer from CO2 interaction with ammonia, pharmaceutical
and pesticides production via the Kolbe-Schmitt process from CO2 and sodium pheno-
late, production of polyacryl fibres, and methanol synthesis from CO2 hydrogenation.1

The limitation of CO2 usage is due to its rather low energy content compared with
carbon monoxide. The impetus for investigating the prospects of carbon dioxide may
also come from the basic demand of energy. The fast depletion of fossil fuel urges
us to explore new energy sources. From the last decade, the solar energy, biomass,
geothermal source, and nuclear power plant have been chosen to replace the fossil fuel.
In addition to those renewable energy resources, methanol has been also considered as
a promising one.2–5

In industry, methanol and/or higher alcohols are produced through CO2 or CO
hyrogenation on metal catalysts.2,6,7 Copper based catalyst is a typical catalyst that is
used to support the catalytic reaction of methanol synthesis. In fact, methanol synthe-
sis consists of several elementary reaction steps. However, CO2 adsorption must be the
first elementary step in the reaction sequence of methanol synthesis. Therefore, un-
derstanding the CO2 adsorption chemistry on catalyst surfaces becomes fundamentally
important as the initial stage in evaluating further complex reactions.

One of the most important elementary reactions in the methanol sythesis is CO2

hydrogenation into formate (HCOO).8–12 The interesting issue of fomate synthesis is
the fact that this reaction is consistent with an Eley-Rideal (ER) type mechanism.13–16

The ER mechanism suggests that formate synthesis can be enhanced by controlling the
initial impinging energy of CO2. One possible way to elucidate the appropriate initial
impinging energy of CO2 is by investigating the dynamics of CO2 itself from formate
decomposition, which is reverse reaction of formate synthesis. Therefore, elucidation
of formate decomposition dynamics is important for improving catalytic formate syn-
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thesis.
As my contribution in the CO2 chemistry field, I studied two important issues

related with CO2 that may disclose the fundamental aspect beyond them. First, I
studied the dissociative adsorption of CO2 on the Cu surfaces. Second, I studied
the dynamics of CO2 desorption as a product formate decomposition on Cu(111).
The elucidation of CO2 dynamics as formate decomposition product is important to
enlighten us about the key factors that can improve formate synthesis and/or methanol
synthesis in general.

1.2 Thesis structure

My thesis is contructed based on the published and in peer review works.

• Chapter 2 focuses on the dissociative adsorption on the flat, stepped, and kinked
Cu surfaces. Several possible reaction paths of CO2 dissociation are presented in
this chapter. Proposed reaction schematic of Cu−O−Cu chain formation is also
presented in this chapter.

• Chapter 3 focuses on CO2 adsorption on the Cu surfaces from density functional
theory calculations as well as the temperature programmed desorption and X-ray
photoelectron spectroscopy.

• Chapter 4 focuses on the dynamics of desorbed CO2 as a product formate
decomposition. The energy transfer into CO2 translation, vibration, and rotation
modes is discussed in here.

• Chapter 5 summarizes all the results and proposes some future plan.

2



Chapter 2

Dissociative Adsorption of CO2 on
Flat, Stepped, and Kinked Cu Surface

2.1 Background

Adsorption and reaction of CO2 on solid surfaces are attracting growing interest because
of their importance in industrial, energy, and environmental problems.5,17 In industry,
H2, CO2 and CO gas mixtures are used in methanol synthesis by using Cu/ZnO/Al2O3

catalysts,18,19 where CO2 is considered to be the main carbon source on the basis of
the results of an isotope labeling experiment.18 Another well known reaction that in-
volves CO2 is the reverse water gas shift reactions (RWGS) reaction.20 The RWGS
is an endothermic reaction that includes chemical interaction between CO2 and cata-
lyst surface. Therefore, study of CO2 adsorption and dissociation (Fig. 2.1) on solid
surfaces is important in industry applications.

A number of studies on CO2 adsorption on single crystal copper surfaces have been
done previously. On the flat copper surface, CO2 is weakly adsorbed and needs high
activation energy to dissociate. It was reported that the CO2 activation energy is 0.69
eV on the Cu(110) at 400-600 K21 and 0.96 eV on the Cu(100) at 500 K.22 Even at
45 K and subsequent heating up to 120 K, CO and oxygen species were not found on
the Cu(110) within the detection limit of HREELS and AES.23 On the other hand,
from temperature programmed desorption (TPD) spectra, Fu and Somorjai reported
that CO2 is adsorbed and dissociated to CO and O on the Cu(311) surface at 4 L dose
and 150 K.24 Bönicke et al. also showed that CO2 is chemisorbed and dissociates at
95 K over the Cu(332) surface by means of thermal desorption spectroscopy (TDS)
experiment.25 Koitaya and co-workers reported that CO2 is dissociated on the Cu(997)
surface at 83 K by infrared reflection absorption spectroscopy (IRAS).26 They exposed
isotopically-labelled 13CO2 to the Cu(997) surface at 83 K and observed two absorption
peaks at 2050 cm−1 and 2066 cm−1, which are assigned to C−O stretching mode of
13CO at terrace and step sites, respectively. This phenomenon clearly demonstrate the

3



dissociation of CO2 at low temperature. They also reported no CO2 dissociation on
the Cu(111) surface at this temperature.

There have been a few theoretical studies related with CO2 dissociative adsorption.
Cao et al. reported some reaction paths of CO2 dissociation on the Ni(211) surface.27

Also, the unfavorable CO2 dissociative adsorption over Cu2O(111) was reported previ-
ously.28 Meanwhile, its reverse reaction, CO oxidation, had been studied for the flat,
stepped, and kinked metal surfaces comprehensively.29–31 However, the detail of CO2

dissociation reactions over clean copper surfaces have not been reported and remain
obscure. Especially, it is not clear whether the CO2 dissociation takes place at stepped
copper surfaces at low temperature. This process is fundamentally important as basic
science because CO2 is a typical molecule and copper surface is a typical component
of the catalyst commonly used in industry. Furthermore, the defects on surface are
considered to be active sites for catalytic reactions.19,32,33

Figure 2.1: CO2 dissociation on the terrace region and near the step edge of metal
surface.

2.2 Objectives

In this chapter, I discuss CO2 dissociative adsorption on the flat, stepped, and kinked
copper surfaces by means of density functional theory (DFT). Additionally, I also
considered the roles of metal adatom and pre-adsorbed oxygen atom in the dissociation
process. By investigating such complexity, we can understand the catalytic activity of
copper surface in the “real” condition at low temperature in the experiment laboratory.

2.3 Computational details

The minimum energy pathways (MEP) of CO2 dissociation has been considered on the
flat Cu(111), stepped Cu(221) and Cu(211), and kinked Cu(11 5 9) surfaces. The flat,
stepped, and kinked Cu surfaces were constructed using 3 × 2

√
3, 3 × 1, 3 × 1, and

1×1 unit cells, respectively. We sampled the surface Brillouin zone by using a uniform
grid of (4 × 4 × 1), (4 × 4 × 1), (4 × 3 × 1), and (6 × 4 × 1) k -points, respectively.
The three close-packed layers (with a fixed bottom atomic layer) was used for the slab

4



models. The distance between two neighboring slabs in the surface normal direction
is 30 Å, which is sufficient to prevent undesired interaction. The slab surfaces were
constructed by using a calculated equilibrium lattice constant of 3.65 Å, which is close
to the experimental value of 3.62 Å.34

The MEP of the CO2 dissociation process were obtained using the nudged elastic
band (NEB) method.35 The climbing image NEB (CI-NEB) method36 was performed
only for the highest saddle point. At the beginning, I constructed 10 − 12 images
between the initial and final states. After 120 − 140 molecular dynamic iterations, one
new image was added if the distance between two adjacent old images is more than 1
Å. The standard GGA Perdew-Burke-Ernzerhof (GGA-PBE)37 exchange-correlation
functional was used. The electron-ion interaction was described using Vanderbilt’s ul-
trasoft pseudopotentials.38 The energy cutoffs of the plane wave basis sets are 25 Ry
and 225 Ry for wave function and charge density, respectively. The dispersion correc-
tion proposed by Grimme (DFT-D2)39 was used to describe the dispersion interaction
between Cu surface and CO2 molecule. All calculations were carried out by using the
STATE (Simulation Tool for Atom TEchnology) package, which previously has been
applied to the synthesis of formate and its hydrogenation process.32,33,40

The vibrational frequencies of the adsorbed species were calculated using frozen
phonon approximation. For higher accuracy, the energy cutoffs of the plane wave basis
sets were incresed up to 36 Ry and 400 Ry for wave function and charge density,
respectively. The metal surface was fixed in the relaxed geometry, and the 0.026 Å
adsorbate displacement was taken as the initial step size of the finite difference as the
basis for the Hessian matrix. Then, the corresponding vibrational normal modes can
be obtained by solving Wilson’s non-symmetric secular equation.41

In particular, CO adsorption on the flat and stepped Cu surfaces was investigated
since it becomes the main product of CO2 dissociation. The van der Waals density
functional (vdW-DF)42,43 was used in the post-processing calculations to avoid the “CO
adsorption puzzle”.44 The vdW-DF calculations were applied to charge density data
obtained from standard GGA-PBE calculations. The revised Perdew-Burke-Ernzerhof
(revPBE)45 exchange functional was used in the vdW-DF calculations. For higher
accuracy, the surface thickness was increased to six close-packed layers. The energy
cutoffs of the plane wave basis sets are 36 Ry and 400 Ry for wave function and charge
density, respectively.
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2.4 Results and discussions

2.4.1 CO adsorption

In this section, the CO adsorption energies obtained from standard GGA-PBE and
vdW-DF calculations were compared. The CO adsorption energies are calculated based
on the following definition

ECO
ads = Etot(sys)− [Etot(subs) + Etot(CO)], (2.1)

where Etot(sys), Etot(subs), and Etot(CO) represent the total energies of the adsorbed
system, the clean relaxed substrate, and gas phase CO, respectively. Meanwhile, the
CO adsorption energies obtained from the vdW-DF calculations followed the reported
prescriptions to eliminate error due to the “egg-box effect”, i.e., the dependence of the
total energies on the positions of atoms relative to the fast Fourier transform (FFT)
grid points46,47

ECO
ads = EvdW

tot (sys)− EvdW
fix (subs)− EvdW

fix (ads)

+[EGGA
fix (subs)− EGGA

tot (subs)] + [EGGA
fix (ads)− EGGA

tot (ads)], (2.2)

where EvdW
tot (sys), EGGA

tot (subs), and EGGA
tot (ads) represent the total energies of the ad-

sorbed system, the isolated clean substrate, and the gas phase adsorbate, respectively.
The EGGA/vdW

fix (subs) and EGGA/vdW
fix (ads) represent the total energies of the clean sub-

strate and the gas phase adsorbate with their geometries fixed to those in the optimized
adsorbed systems. The superscripts “GGA” and “vdW” mean that the total energies
were obtained from DFT calculations with self-consistent GGA-PBE and from post-
processing vdW-DF calculations, respectively.

Figure 2.2: CO molecule adsorption sites on the Cu(221) surface. Red, yellow, and
brown spheres represent oxygen, carbon, and copper atoms, respectively.

Figure 2.2 shows four possible CO adsorption sites on the Cu(221) surface. The
one most favorable for CO adsorption is the on-top site, which agrees with previously
reported experimental results.48–50 As shown in Table 2.1, the vdW-DF produces more
accurate predictions of the most stable state of CO on copper surfaces than the standard
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Table 2.1: Calculated CO adsorption energies (ECO
ads ), CO vibrational frequencies

(ν(C−O)) and C−O bond length (dC-O) for stable adsorption sites. The vdW-DF
calculation results are shown in square brackets. More negative the adsorption energy
means stronger and more attractive interaction with the surface.

Ads. site ECO
ads (eV) ν(C−O) (cm−1) dC-O (Å)

Cu(111) Cu(221) Cu(111) Cu(221) Cu(111) Cu(221)
top −0.73 [−0.46] −0.92 [−0.62] 2047 2061 1.16 1.16
fcc −0.78 [−0.41] −0.86 [−0.45] 1854 1814 1.19 1.19
hcp −0.72 [−0.41] −0.89 [−0.41] 1852 1795 1.19 1.19

bridge −0.68 [−0.38] −0.88 [−0.54] 1892 1902 1.18 1.18
Exp. −0.4949 −0.5949 207852,53 208954 1.1355 -

GGA-PBE calculations. The GGA-PBE predicts fcc-hollow site as the most stable CO
adsorption site on Cu(111), while vdW-DF predict the on-top site. These results are
similar to those of a previous theoretical study.44 Both GGA-PBE and vdW-DF sug-
gest that an on-top-edge site is the most favorable CO adsorption site on the Cu(221)
surface. A previous study using standard GGA found that the most stable CO adsorp-
tion site is an on-top site of the step edge.50,51 The calculated CO adsorption energy
for an on-top-edge site of Cu(221) using vdW-DF is 0.16 eV more stable than that of
an on-top site of Cu(111). A previous study using thermal desorption spectroscopy
found that the CO adsorption energy for the on-top-edge is 0.10 eV more stable than
that for the on-top site of terrace region,49 which is in good agreement with the present
calculation results.

The vibrational frequencies of CO molecules (ν(C-O)) on all possible adsorption
sites were then calculated. The calculated vibrational frequencies of CO at the on-top
site decreases by 80 − 100 cm−1 from its gas phase value (2143 cm−1)52 (shown in
the Table 2.1), which are in good agreement with previous experimental results. The
CO vibrational frequency decreases to 2078 cm−1 and 2089 cm−1 after it adsorbs on
Cu(111)52,53 and Cu(211)54 surfaces, respectively. The decrease in the CO stretching
mode is due to electron transfer between the surface and adsorbate. The decrease in
frequency is also accompanied by elongation of the C−O bond in both the flat and
stepped Cu surfaces.

As shown in Table 2.1, the elongation of C−O bonds for the on-top site is quite
small compared with the experimental results for an isolated system (1.13 Å).55 The
C−O bond length for the on-top site agrees well with that of a previous theoretical
study (1.16 Å).31 The C−O bond lengths for the bridge and hollow sites are longer
than for the on-top site.
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2.4.2 CO2 dissociation on clean flat, stepped, and kinked Cu

surfaces

2.4.2.1 CO2 dissociation on Cu(111)

At the initial, CO2 is weakly adsorbed on the Cu(111) surface. The calculated relative
distance between the surface and CO2 is more than 3 Å, which is much larger than the
copper-carbon distance for the on-top site in the CO adsorption case (1.85 Å). The
calculated vibrational frequency of the O−C−O asymmetric stretching mode of CO2

on the Cu(111) surface (Table 2.2) is in the range of its vibrational frequencies in the
gas phase (2349 cm−1 - 2396 cm−1).56,57 These results then strengthens that CO2 is
physisorbed on the Cu(111) surface.

By constructing the transition state (TS) and performing NEB calculations, I in-
vestigated the CO2 dissociation process on the Cu(111) surface. Figure 2.3 shows the
schematic structure of the minimum energy path of CO2 dissociation on the Cu(111)
surface. At the final state (FS), the adsorption sites for dissociated CO and oxygen
atoms are the on-top site and fcc-hollow site, respectively. The stability of the dissoci-
ated products is indicated by the energy difference between the initial and final states
(∆E). As shown in the Table 2.2, the FS is 0.81 eV less stable than the initial state
(IS). The calculated CO2 activation energy (Ea) on the Cu(111) surface is 1.33 eV. A
quite large CO2 activation energy on the Cu(111) surface has been also indirectly re-
ported in the CO oxidation reactions.29,30 The corresponding MEP of CO2 dissociation
processes on Cu(111) can be seen in Fig. 2.4. This figure also shows the deformation of
O−C−O bond angle and C−O bond length, and the distance between closest copper
atom to the adsorbed molecule during the dissociation process. Along the increase of
reaction coordinate, the CO2 starts approaching to the surface and becomes less stable.
During this process, the CO2 bends and the C-O bond (noted as C−O1 in Fig. 2.4)
slightly elongates. At the saddle point, the bond angle almost reaches 110◦ and the
dissociated products are adsorbed on the metal surface, thus the C−O1 bond length
becomes larger. Judging from the calculated activation energy, CO2 dissociation is not
favorable at low temperature on Cu(111).

Figure 2.3: Schematic of dissociative adsorption process of CO2 on the Cu(111) surface.
From left to right: initial state (IS), transition state (TS), and final state (FS).
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2.4.2.2 CO2 dissociation on Cu(221)

By creating various transition and final states on the stepped Cu(221) surface, I con-
structed four possible reaction paths of CO2 dissociation. These reaction paths are
denoted by “Model1”, “Model2”, “Model3”, and “Model4” (shown in the Fig. 2.5). The
CO2 is weakly adsorbed on the stepped surfaces and the dissociated products are less
stable than the initial ones even if the dissociated CO species are located at the on-top
site of copper atoms. The characteristic of CO2 adsorption at the IS for all models
is identified by its relative distance from the surface, which is more than 3 Å, and
its vibrational frequencies, which are similar with its in the isolated gas phase. The
stability of the FS of each model and CO2 vibrational frequencies are listed in Table
2.2.

The calculated CO2 activation energies on Cu(221) are slightly lower than those on
Cu(111). The calculated activation energy of CO2 dissociation on Model1 and Model2
is 1.06 eV. A similar activation energy was also reported indirectly in the CO oxidation
on Cu(311).31 The activation energies for Model3 and Model4 are 1.57 eV and 1.72 eV,
respectively (Table 2.2). The considered MEP of all reaction paths on Cu(221) are
similar with those on Cu(111). Figure 2.6 shows one of example of MEP for reaction
path of Model2. As shown in this figure, the total energy increases simultaneously while
the CO2 approaches to the surface and starts bending. The C−O bond (noted as C-O1
in Fig. 2.6) also elongates during bending process. At the transition states, the CO2

bond angle reaches below 120◦ and the C−O bond length becomes longer. Judging
from the calculated activation energies, the CO2 dissociation is also not favorable at
low temperature even on stepped surface.
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Figure 2.4: From bottom to top panels: minimum energy pathway and energy profile of
adsorbate and isolated adsorbate, O−C−O bond angle profile, and C−O bond length
profile of the CO2 dissociation processes on the Cu(111) surface, respectively. The
reaction coordinate in horizontal axis is defined as the distance of each replica from the
initial state along the minimum energy path obtained from NEB calculations. Inset:
representative atomic numbering for measuring the bond distances.
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Figure 2.5: Schematic of dissociative adsorption process of CO2 on the Cu(221) surface.
From left to right: initial state (IS), transition state (TS), and final state (FS).
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Figure 2.6: From bottom to top panels: minimum energy pathway and energy profile
of adsorbate and isolated adsorbate, O-C-O bond angle profile, and C-O bond length
profile of Model2 for CO2 dissociation on the Cu(221) surface, respectively. Inset:
representative atomic numbering for measuring the bond distances.
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2.4.2.3 CO2 dissociation on Cu(211)

The CO2 dissociative adsorption on Cu(211) is discussed in this section. The Cu(211)
surface has a (100) facet structure at the step edge (Fig. 2.7). On the basis of the results
on Cu(221), I considered two reaction paths by including the step edge atoms in the
TS. At the IS, CO2 is also weakly adsorbed on Cu(211) and its O−C−O asymmetric
stretching modes (Table 2.2) are similar with its isolated gas phase molecule. The
relative distance between CO2 and surface at the IS of these two models is more than
3 Å, which again indicates that CO2 is weakly adsorbed on the surface.

Figure 2.7: Schematic of dissociative adsorption process of CO2 on the Cu(211) surface.
From left to right: initial state (IS), transition state (TS), and final state (FS).

The proposed reaction paths for the Cu(211) surface are shown in Fig. 2.7. They are
denoted by “Model1” and “Model2”. Unlike the previous stepped surface, the CO2 acti-
vation energy decreases substantially on the Cu(211) surface. The calculated activation
energies are 0.67 eV and 1.35 eV for Model1 and Model2, respectively. The Model1
has a 0.66 eV lower activation energy compare with CO2 dissociation on Cu(111). As
CO2 is weakly adsorbed in the IS, the MEP profiles in Fig. 2.8 also shows similar
criterion with the dissociation processes on the Cu(111) and Cu(221) surfaces. The
barrier energy increases quite significant when CO2 bond angle turns to 140◦.

The post-processing of vdW calculations were then performed on the Model1 of
Cu(211) since it has the lowest activation energy. The vdW-DF calculations were done
to obtain higher accuracy in determining the activation energy of CO2 dissociation.
The calculated activation energy for this model is 1.11 eV. The total energy difference
between the IS and FS for this model is increased by using the vdW-DF functional.
Once again, present post-processing calculations indicate that CO2 dissociation is not
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Figure 2.8: From bottom to top panels: minimum energy pathway and energy profile of
adsorbate and isolated adsorbate, O−C−O bond angle profile, and C−O bond length
profile of Model1 for CO2 dissociation on the Cu(211) surface, respectively. Inset:
representative atomic numbering for measuring the bond distances.
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likely on the Cu(211) surface at low temperature.

2.4.2.4 CO2 dissociation on Cu(11 5 9)

In this section, I discuss the CO2 dissociative adsorption on the kinked Cu(11 5 9)
surface. I investigated three possible dissociation paths as shown in Fig. 2.9. They
are denoted as “Model1”, “Model2”, and “Model3”. The CO2 is weakly adsorbed on
the kinked surface at the IS. The relative distance between the metal surface and the
CO2 in the initial state is more than 3 Å. The calculated CO2 stretching modes (Table
2.2) for the Cu(11 5 9) surface are 150 cm−1 lower than that of the flat and stepped
surfaces.

Figure 2.9: Schematic of dissociative adsorption process of CO2 on the Cu(11 5 9)
surface. From left to right: initial state (IS), transition state (TS), and final state
(FS).

The calculated activation energies are 1.21 eV, 1.03 eV and 1.02 eV for Model1,
Model2, and Model3, respectively (Table 2.2). The calculated activation energies for
Model2 and Model3 are similar to that for Model2 of Cu(221). As can be seen in the
MEP profiles of Model3 (Fig. 2.10), the system becomes less stable when the CO2

molecule starts approaching to the surface and its O−C−O structure starts bending.
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Again, the total energy increases when the adsorbate bends and C−O bond length also
elongates.

The calculated barrier energies increase quite significantly when the CO2 bond angle
becomes 140◦. Actually, this behavior is happened to all considered reaction paths.
Therefore, I tried to confirm the consequence of CO2 bending to the barrier energy.
I removed the metal surface and fixed the CO2 geometry as its stable configuration
based on NEB calculations (shown as red-square line in the lower panel of Figs. 2.4,
2.6, 2.8, and 2.10). Also, I calculated the isolated CO2 system with various bond
angle and fixed the C-O bond length as its stable bond length configuration in the
gas phase of 1.16 Å (shown as blue-triangle line in the lower panel of Figs. 2.4, 2.6,
2.8, and 2.10). The isolated adsorbate system becomes unstable when its bond angle
turns to less than 140◦. It discloses that CO2 bond angle deformation gives significant
contribution in the increasing of CO2 dissociation activation energy. The step and kink
sites are not enough to reduce the barrier height due to CO2 bond angle deformation.
Unfortunately, the bending of CO2 is inevitable since the CO2 needs to bend while it
approaches to the surface.

Several reaction paths have been optimized to elucidate the CO2 dissociation on the
flat, stepped, and kinked copper surfaces. The calculated barrier energies of CO2 dis-
sociation are 1.33 eV, 1.06 eV, 0.67 eV, and 1.02 eV on Cu(111), Cu(221), Cu(211), and
Cu(11 5 9) surfaces, respectively. The present GGA-PBE functional is known to under-
estimate the activation barriers slightly, thus the vdW-DF calculations are necessary
to check the accuracy of the calculations. The barrier height on the Cu(211) surface
is increased from 0.67 eV to 1.11 eV by including vdW corrections. Our calculated
results are in reasonable agreement with experimentally reported activation energies
for low-index Cu surfaces, i.e., 0.69 eV for Cu(110)21 and 0.96 eV for Cu(100)22. Al-
though I thoroughly investigated the dissociation process for CO2 on flat, stepped, and
kinked copper surfaces, the barrier height never dropped below 0.60 eV. I thus conclude
that CO2 does not dissociate on ideally flat, ideally stepped or ideally kinked copper
surfaces. The origin of the discrepancy between our theoretical results and experi-
mental observations for the dissociative adsorption of CO2 on stepped surfaces is not
clear at present. In the present theoretical simulations, I used “ideally” flat, stepped,
and kinked surfaces. In contrast, on “real” surfaces, more complex processes such as
step fluctuation, adatom diffusion, and adsorbate enhanced metal diffusion might be
involved.58,59 Therefore, I also investigated the roles of adatoms on the surfaces in the
CO2 dissociation processes.
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Figure 2.10: From bottom to top panels: minimum energy pathway and energy profile
of adsorbate and isolated adsorbate, O−C−O bond angle profile, and C−O bond length
profile of Model3 for CO2 dissociation on the Cu(11 5 9) surface, respectively. Inset:
representative atomic numbering for measuring the bond distances.
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2.4.3 CO2 dissociation on surfaces with adatoms

2.4.3.1 Roles of Cu adatoms in the CO2 dissociation on Cu(221) surface

In order to figure out the discrepancy between the theoretical results and experimental
observations, I considered more complex models as experimental conditions by consid-
ering adatoms on the surfaces. On “real” surfaces, more complex processes such as step
fluctuation, adatom diffusion, and adsorbate enhanced metal diffusion might be in-
volved.58,59 Thus, I added one and two adatoms on the Cu(221) surface, and optimized
the IS and FS for CO2 dissociation. At the initial, CO2 is physisorbed on the surface.
Meanwhile, I propose that the dissociated oxygen atom forms small Cu−O−Cu chain
at the FS.

Two reaction paths regarding the CO2 dissociation on the copper surface with
adatoms have been optimized. The proposed reaction paths can be seen in Fig. 2.11.
In the case of one Cu adatom, the final state is 0.49 eV less stable than the initial state.
Figure 2.12a shows the MEP and bond angle profile of CO2 dissociation processes on
copper surface with one adatom. The intermediate state (IM) was obtained in the
first reaction path. I observed downhill energy path in the beginning of processes and
then it gradually increases when the CO2 bond angle is close to 140◦. However, the
transition state is slightly more stable than the initial state even the CO2 bond angle
is deformed to nearly 140◦. The energy profile continuously increases along with CO2

bond angle deformation until it dissociates. The effective activation energy from the
intermediate state to the highest peak (TS2) is 1.04 eV (Table 2.3), which is 0.29 eV
lower than the activation energy on clean Cu(111) surface and slightly lower than on
the clean Cu(221) surface. Based on these results, it is concluded that Cu adatoms can
suppress the barrier height due to bond angle deformation. However, the calculated
activation energy for this reaction path suggests that the CO2 is still not favorable to
dissociate at low temperature.

The CO2 activation energy for the second reaction path with two Cu adatoms is
0.62 eV (Table 2.3). At the IS of this reaction path, two Cu adatoms are located
on the fcc hollow site (as shown in Fig. 2.11) and the CO2 is in its gas phase state.
The dissociated oxygen atom and two Cu adatoms form small Cu−O−Cu chain at the
final state. Figure 2.12b shows the MEP and bond angle profile for this reaction path.
At the beginning, there is downhill energy pathway, and then the barrier increases
about 0.18 eV. The increase in barrier energy is because one copper adatom shifts to
another stable state, which is on hcp hollow site (see TS1 of two adatoms case in Fig.
2.11). After pass this TS1, the barrier height fluctuates and the CO2 bond angle drop
below 140◦. Interestingly, there is no high barrier even the CO2 bond angle deforms
much further until it is nearly 120◦. Right after that, the barrier is dramatically
increased until the system reaches TS2 point. This behavior contradicts with CO2 case
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Figure 2.11: Schematic of dissociative adsorption process of CO2 on Cu(221) surface
with one and two copper adatoms. The “IM” label in the figure means intermediate
state.

on clean Cu surfaces, where the barrier increases when the CO2 bond angle turns to
140◦. The copper adatoms play important roles to retain the system stability when
CO2 approaches to the surface and its bond angle deformed. Though, the calculated
activation energy for this reaction path suggests that the CO2 is also still not favorable
to dissociate at low temperature.

We also proposed another reaction path related with copper adatoms on the surface
as shown in Fig. 2.13. At the IS, I constructed small Cu−O−Cu chain and one copper
adatom on the surface, and CO2 is in its gas phase state. Based on the MEP in Fig.
2.14, we can see small peak when CO2 bonds with copper adatom in TS1. The presence
of small peak is because of the distortion of copper adatom from its stable position and
due to CO2 bond angle deformation. The IM was observed in this reaction path, which
is more stable than the IS even though the CO2 bond angle deformation is nearly 120◦.
Interestingly, the effective activation energy (from IM to the TS2 points) of this reaction
path is 0.48 eV, which is 0.85 eV and 0.19 eV lower that that of clean Cu(111) and
Cu(211) surfaces case, respectively. Thus, the copper adatoms are effective treatment
to retain the system stability against CO2 bond angle deformation.

2.4.3.2 Behind Cu−O−Cu chain formation: CO2 dissociation

The Cu−O−Cu chain formation was considered as a possible model of CO2 dissociation
process on copper surfaces with adatoms. The idea of Cu−O−Cu chain formation was
initiated from our results in the previous subsection that copper adatoms can reduce
the barrier height due to CO2 bond angle deformation. Therefore, in the last section,
we investigated the CO2 dissociation in the Cu−O−Cu chain formation processes.

In this model, I have two CO2 and one of them is already adsorbed on the surface.
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Figure 2.12: From bottom to top panels: minimum energy pathway and O−C−O bond
angle profile for CO2 dissociation, respectively, on the Cu(221) surface with (a) one
copper adatom and (b) two copper adatoms.

Figure 2.13: Schematic of dissociative adsorption process of CO2 on Cu(221) surface
with one copper adatom and small CuO chain.

Table 2.3: Calculated vibrational frequencies of asymmetric O-C-O stretching mode
of CO2 (ν(O−C−O)) in the initial state, energy difference between the final and the
initial states (∆E), and the activation energy (Ea) of CO2 dissociation process.

ν(O−C−O) ∆E Ea

(cm−1) (eV) (eV)
One Cu adatom 2406 0.49 1.04
Two Cu adatoms 2395 0.49 0.62

Adatom + small Cu−O chain 2403 0.07 0.48
Long Cu−O chain 1649 0.23 0.46
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Figure 2.14: From bottom to top panels: minimum energy pathway and O-C-O bond
angle profile for CO2 dissociation on the Cu(221) surface with one copper adatom and
small CuO chain, respectively.
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In addition, there are small Cu−O−Cu chain and one copper adatom as the initial
state. Meanwhile, at the final state, one CO2 dissociated and another adsorbed at
the end of Cu−O−Cu chain on the surface as shown in the schematic in Fig. 2.15.
Figure 2.16 shows the energy pathway of this reaction model. Again, an intermediate
state was observed in this reaction path. There is 0.25 eV barrier before the system
reaches the intermediate state. At the IM, two CO2 molecules adsorb on the surface
and their bond angle is quite similar. The precursor of Cu−O−Cu chain is formed in
this reaction path and then one CO2 is dissociated. The calculated activation energy
from intermediate state to the highest peak is 0.28 eV. However, the activation energy
of this reaction path is 0.46 eV (Table 2.3), which is 1.27 and 0.21 eV lower than that
of clean Cu(111) and Cu(211) surfaces case, respectively.

Figure 2.15: Schematic of dissociative adsorption process of CO2 during Cu−O−Cu
chain formation on Cu(221) surface.

The surface defects such as steps or kinks are not enough to reduce the activation
energy of CO2 dissociation at low temperature based on present theoretical study.
There is one important factor which causes why the activation energies are never below
0.67 eV on the ideally clean flat, stepped, or kinked copper surfaces. Since the CO2 is
weakly adsorbed on the ideally clean copper surfaces, the barrier height always increases
when CO2 approaches to the surface and makes bond with it. The effect of deformation
of CO2 bond angle will not reduce unless the copper adatoms are introduced on the
surface.

2.5 Summaries

I have investigated the dissociation process of CO2 to CO + O on the Cu(111), Cu(221),
Cu(211), and Cu(11 5 9) surfaces by using DFT-GGA and vdW-DF calculations. The
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Figure 2.16: From bottom to top panels: minimum energy pathway and O−C−O bond
angle profile for CO2 dissociation during CuO chain formation on Cu(221) surface,
respectively. The first CO2 refers to the one that dissociates, meanwhile the second
CO2 refers to the otherwise.
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activation energy for CO2 dissociation on the flat Cu(111) surface is 1.33 eV, which
agrees well with previous reports. For stepped and kinked surfaces, the activation
energies are slightly lower, 1.06 eV, 0.67 eV, and 1.02 eV for the Cu(221), Cu(211),
and Cu(11 5 9) surfaces, respectively. Based on the present calculations, CO2 does
not dissociate on the “ideally” flat, stepped or kinked Cu surfaces at low temperature.
The deformation of CO2 bond angle gives significant effect to the height of activation
energies.

The adatoms on the surface give remarkable effect on the CO2 activation energy.
The adatoms are able to reduce the barrier height of the dissociation adsorption of CO2.
The CO2 activation energies on Cu(221) surface with one and two copper adatoms are
1.04 eV and 0.62 eV, respectively. In the other case, when small Cu−O−Cu chain
already formed on the surface, the next CO2 activation energy is reduced to 0.48 eV.
Therefore, I suggest that the CO2 dissociation may be followed by the Cu−O−Cu chain
formation. These may be the first attempt to introduce the effect of Cu−O−Cu chain
in the CO2 dissociation on Cu surfaces.
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Chapter 3

van der Waals Density Functional and
TPD Studies of CO2 Adsorption on
the Copper Surfaces

3.1 Background

The chemistry of CO2 on solid surfaces has received great attention due to its im-
portance in a variety of applications in catalysis, energy, and environmental manage-
ment.2,5 One of leading CO2 management is the conversion of this greenhouse gas into
more valuable compound. In industry, CO2 is hydrogenated into methanol and/or
higher alcohols on metal catalysts.2,6–10 Moreover, CO2 is also a main reactant in re-
verse water gas shift (RWGS) reaction, methane synthesis, and methane reforming
reaction to produce hydrogen for amonia synthesis. In such complex reactions, the
first elementary step in the reaction processes is the adsorption of CO2. Thus, under-
standing CO2 adsorption on catalysts surfaces becomes fundamentally important in
evaluating further complex reactions.

In the past few years, many thorough studies have been performed to investigate
CO2 adsorption on catalysts surfaces. The typical model relevant to many industrial
scale chemical reactions is CO2 adsorption on Cu surfaces.21,23,24,60–66 On low-index Cu
surfaces, i.e., Cu(100) and Cu(110), CO2 is physisorbed at rather low temperature with
measured adsorption energies of 26−30 kJ/mol65 and 21 kJ/mol,23 respectively. On
the other hand, the stepped Cu surfaces have higher activity for CO2 adsorption. CO2

is dissociatively adsorbed on the stepped Cu(311) at 150 K and on Cu(332) at 95 K
under UHV condition.24,64 Interestingly at temperature below 70 K, vibrational modes
of CO2 physisorbed on stepped Cu(997) show asymmetric Fano-line shapes, which
indicates electronic coupling between Cu surface and vibrational modes of CO2.60

The theoretical investigation of CO2 adsorption on the Cu surfaces is quite limited.
The adsorption energy of CO2 on low-index Cu surfaces follows this common trend:
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Cu(110) > Cu(100) > Cu(111),67 according to the previous density functional theory
(DFT) studies with local density approximation (LDA) and generalized gradient ap-
proximation (GGA) based functionals. Despite standard GGA functionals are widely
used to elucidate complex chemical reaction such as CO2 hydrogenation,10,11,68,69 these
functionals inaccurately describe weakly bound systems, i.e., benzene and naphtha-
lene on graphite,70 benzene on noble metal surfaces,71 and pentacene on Cu(111).72

Additionally, GGA functionals are also unable to predict correct CO adsorption site
on precious metal surfaces (CO adsorption puzzle).73 Therefore, systematic investiga-
tion using an alternative theoretical approach is required to accurately describe CO2

adsorption on the Cu surfaces.
To improve the description of weakly bound systems, Dion et al. developed the van

der Waals density functional (vdW-DF) method, in which fully nonlocal correlation
energy functional is introduced.74–76 The exchange-correlation energy of the vdW-DF
method is defined as the form of

EvdW
xc = EGGA

x + ELDA
c + Enl

c , (3.1)

where EGGA
x and ELDA

c are GGA exchange energy and LDA correlation energy, respec-
tively. The nonlocal correlation energy (Enl

c ) is described as

Enl
c =

1

2

∫
d3rd3r′n(~r)φ(~r, ~r′)n(~r′) (3.2)

where n(~r) is the charge density and φ(~r, ~r′) is a kernel function described elsewhere.74

There have been countless applications of the vdW-DF method to a wide variety
of systems. For instance, the original vdW-DF (vdW-DF1) was employed in solving
CO adsorption puzzle on metal fcc (111) surfaces.44 Furthermore, several modifications
have been proposed to improve the accuracy of vdW-DF1. Lee et al. modified the ex-
change and nonlocal correlation parts of vdW-DF1 in the second version of the vdW
functional, namely vdW-DF2, and demonstrated that it improves the equilibrium dis-
tances between non-covalently interacting molecules.77 These vdW-DFs, however, tend
to overestimate the lattice constants of solids and are not suitable for molecular adsorp-
tion on solid surfaces. Recently, several groups proposed more accurate vdW-DFs,78–84

which successfully improve the description of molecules, solids, and adsorption systems.

3.2 Objectives

There are several studies of CO2 adsorption and reaction on metal, metal-organic, and
oxide surfaces with vdW corrections.85–90 However, there is no systematic study of CO2

adsorption on Cu surfaces using vdW-DFs. Hence, in this chapter, the adsorption of
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CO2 on the Cu surfaces was elucidated by using standard GGA with the Perdew-Burke-
Ernzerhof (PBE) exchange-correlation functional37 and a set of vdW-DFs, as well as
the temperature programmed desorption (TPD) and X-ray photoelectron spectroscopy
(XPS) experiments. Direct comparison between theoretical and experimental studies
would give useful insight into appropriate vdW functionals for further investigation on
related CO2 activation on Cu surfaces.

3.3 Methods

3.3.1 Computational details

CO2 adsorption on the flat Cu(111), stepped Cu(221), and kinked Cu(965) surfaces
was studied to clarify the effect of the local surface geometry on the physisorbed state
of CO2. In this study, the results obtained using GGA-PBE exchange-correlation
functional were compared with those using several vdW-DFs, i.e., the original vdW-
DF (vdW-DF1),74,75 optB86b-vdW,80 and rev-vdW-DF283 functionals. The dispersion
correction proposed by Grimme for PBE (PBE-D2)91 was also included.

The calculations were carried out by using STATE (Simulation Tool for Atom
TEchnology) package, which previously has been applied in the synthesis of formate
and its hydrogenation reaction,13,69,92 CO2 dissociation,62 and benzene adsorption on
Si(100).93 The (3× 2

√
3) unit cell is used for Cu(111) with three layers thickness (the

bottom atomic layer is fixed as its bulk positions). The dependence of the CO2 adsorp-
tion energy on the size of the unit cells using (3 × 3) and (4 × 4), and slab thickness
was also checked. The slab thickness was increased from three to six layers, in which
the two bottom atomic layers are fixed at their bulk positions.

Based on Somorjai notation, the unit cell of Cu(221) is (s × 4), which covers one
terrace and is expanded four times in the direction parallel to the step.94 The similar
unit cell of (s × 4) is also used to construct the kinked Cu(965) surface. The surface
Brillouin zone is sampled by using a uniform grid of 4× 4× 1 k -points for (3× 3) and
(3×2

√
3) of Cu(111), 3×3×1 k -points for (4×4) of Cu(111), and 3×4×1 k -points for

Cu(221) and Cu(965). The slab models were constructed based on the optimized Cu
bulk lattice constant for each considered functionals. The distance between neighboring
slabs in the direction perpendicular to the surface is more than 30 Å and it is enough
to avoid undesired interaction.

The method developed by Wu and Gygi,95 which is a simplified version of the
Román-Pérez and Soler algorithm,96 has been implemented for the nonlocal correlation
energy and potential of vdW-DFs. The performance and accuracy of the method has
been reported in Ref. 93. It suggested that the sufficient number of division of q0

function in Wu and Gygi formulation (Nq) is 20. The electron-ion interaction was
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described by Vanderbilt’s ultrasoft pseudopotentials97. The energy cutoffs of plane
wave basis sets are 36 Ry and 400 Ry for wave function and charge density, respectively.
The adsorption energy is converged within 1 kJ/mol with respect to the energy cutoffs.

At first, I assess the behavior of PBE, PBE-D2, and vdW-DFs in the CO2 adsorption
on Cu(111). The isolated CO2 and clean Cu surfaces were optimized separately until
the atomic forces became smaller than 8 × 10−2 nN (1 × 10−3 Hartree/Bohr). The
isolated CO2 and clean Cu surfaces were then combined. The interaction energy (Eint)
of CO2 on Cu(111) as a function of molecule-surface distance is defined by:

Eint = Etot − (Esurf + ECO2) (3.3)

where Etot, Esurf , and ECO2 represent the total energies of the adsorbed system, an
isolated clean surface, and an isolated molecule in gas phase, respectively. After the
equilibrium distance between CO2 and surface was obtained, I again fully optimized the
combined systems. The adsorption energy (Eads) of CO2 on the Cu surfaces is defined
by the negative of Eint obtained at the fully relaxed geometry. The zero-point energy
(ZPE) correction was included in the calculation of the most favorable adsorption site
on the flat, stepped, and kinked Cu surfaces.

3.3.2 Experimental details

The TPD and XPS measurements were carried out in an ultra-high vacuum (UHV)
chamber.85,98 The base pressure was 1×10−10 Torr. The measurements were done
on the Cu(111) surface, whereas the measurements on the stepped Cu surfaces had
been reported previously.60 The Cu(111) surface was cleaned with several cycles of
Ne+ ion sputtering and annealing at 673 K. Cleanness of the surface was checked by
low-energy electron diffraction (LEED) and XPS. The temperature of the sample was
measured by a K-type thermocouple attached to the side of the Cu crystal with a
Ta foil. Temperature calibration in a low temperature region (<80 K) was conducted
by TPD of Xe on Cu(111).99,100 The sample was cooled by a continuous flow liquid
He system (Advanced Research Systems, LT3B Helitran cryostat), and the minimum
temperature of the Cu(111) crystal was 25 K in the present experiments. The CO2 gas
was introduced onto the surface by a pulse valve. In the TPD measurements, desorbing
molecules were detected by a quadrupole mass spectrometer (QMS, Balzers QMS 200)
with an apertured shield over the ionization source of QMS.101 The XPS measurements
were performed using an Al Kα X-ray (hν= 1486.6 eV) in the same UHV chamber using
a hemispherical electron analyzer (VG Scienta, R3000) at a normal emission angle. CO2

coverage was estimated from the area of its desorption peak and the intensity of its C
1s XPS peak. The C 1s peak intensity was calibrated by that of monolayer cyclohexane
on Cu(111) (θC6H12 = 0.14 ML).102
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3.4 Results

3.4.1 CO2 adsorption on Cu(111)

First, the Cu bulk lattice parameter was investigated by using PBE, PBE-D2, and set
of vdW-DFs. As shown in Table 3.1, PBE and PBE-D2 slightly overestimate the Cu
bulk lattice parameter.80 The vdW-DF1 also overestimates the Cu bulk lattice param-
eter with larger deviation than PBE results. On the other hand, the Cu bulk lattice
parameters obtained using rev-vdW-DF2 and optB86b-vdW are in good agreement
with experimental value (3.615 Å).103

Table 3.1: Copper bulk lattice parameter (a) and its deviation (∆) calculated using
PBE, PBE-D2, and several vdW-DFs.

Functional a / Å ∆ / %

PBE 3.642 0.76
PBE-D2 3.644 0.80
vdW-DF1 3.714 2.75
rev-vdW-DF2 3.617 0.06
optB86b-vdW 3.610 0.13
Expt. 3.615a 0.00

aTaken from Ref. 103.

Next, I investigated CO2 adsorption on the flat Cu(111) surface. As shown in
Fig. 3.1, I investigated the adsorption on the top, bridge, and two hollow sites. The
interaction energy curves are shown in Fig. 3.2 and summarized in the Table 3.3. The
considered functionals give strikingly different behavior for CO2 adsorption on Cu(111).
As shown in Fig. 3.2, PBE produces an almost repulsive interaction energy curve. Thus,
the equilibrium distance between CO2 and the surface is not well defined with PBE. On
the other hand, the PBE-D2 and vdW-DFs are able to produce potential energy curve
of CO2 adsorption on Cu(111) with a clear equilibrium distance, being compatible with
the general notion of atomic and/or molecular adsorption on solid surfaces.

As summarized in the Table 3.3, the adsorption energies of CO2 on top, bridge,
and hollow sites are quite similar, indicating that CO2 is physisorbed on Cu(111). The
equilibrium distance between Cu surface and CO2 molecule is more than 3 Å. The
CO2 molecule is physisorbed with its molecular axis parallel to the Cu(111) surface at
almost 180◦ of O−C−O bond angle and 1.18 Å of C−O bond length. The increase of
the slab thickness from three to six does not affect the CO2 adsorption energy.

The dependence of CO2 adsorption energy on the unit cell size and energy cutoffs
of plane wave basis sets were also checked. Here, the calculations was done using PBE-
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(a) (b)

(c) (d)

Figure 3.1: Top view of CO2 adsorption on (a) top, (b) bridge, (c) fcc-hollow, and
(d) hcp-hollow sites of Cu(111). The brown, yellow, and red balls correspond to the
copper, carbon, and oxygen atoms.
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Figure 3.2: Interaction energy (Eint) curve of CO2 on Cu(111) as a function of molecule-
surface distance. Insets show top and side views of CO2 adsorption on bridge site of
Cu(111). The horizontal dashed-dotted line indicates the estimated desorption energy
from TPD of CO2 on Cu(111) at low coverage.
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D2 and optB86b-vdW functionals since the calculated adsorption energies using these
functionals are in rather good agreement with experimental results. As summarized
in Table 3.2, the calculated CO2 adsorption energy is changed less than 1 kJ/mol by
varying the unit cell size and energy cutoffs. The calculated CO2 adsorption energies
are in the ranges of 21 − 22 kJ/mol and 19 − 20 kJ/mol using PBE-D2 and optB86b-
vdW, respectively, and in good agreement with our measurement results.

Table 3.2: Calculated adsorption energy (Eads) of CO2 on Cu(111) using PBE-D2 and
optB86b-vdW functionals with different unit cell size and energy cutoffs for the wave
functions (Ewf

cut) and the augmented charge density (Eden
cut ).

Eads / kJ · mol−1

PBE-D2 optB86b-vdW
Unit cell sizea

(3× 3) 22.34 20.00
(3× 2

√
3) 21.48 19.63

(4× 4) 22.32 19.70
Ewf

cut; Eden
cut / Ryb

36; 400 21.48 19.63
36; 625 21.46 19.89
36; 900 21.51 19.10
64; 400 21.36 18.70
64; 625 21.31 19.07
64; 900 21.37 20.41

aCalculated using energy cutoffs of 36 Ry and 400 Ry for wave function and charge
density.
bCO2 adsorbs on (3× 2

√
3) of Cu(111).

Figure 3.3(a) shows a series of TPD spectra of CO2 on Cu(111) as a function of
exposure. In these measurements, CO2 was adsorbed on the Cu(111) surface at 25 K,
and TPD measurements of the as-deposited CO2 layer were carried out with a heating
rate of 1 K/s. At θCO2 < 0.02 ML, single desorption peaks of CO2 are observed at
∼76 K with a desorption threshold temperature of 65 K. With increasing coverage,
two desorption peaks are observed. The peak at lower and higher temperature may
assign to the isolated CO2 and crystalline CO2 multilayer, respectively. It is noted that
the CO2 dissociative adsorption was not observed in the present TPD measurements
on the Cu(111) surface. The similar assignment of this phenomenon was also reported
previously.60 Figure 3.3(b) shows the activation energies for desorption (Ed) as a func-
tion of coverage, which have been estimated by the threshold TPD method.104,105 The
desorption energies of CO2 on Cu(111) at very low coverages are estimated to be Ed =
∼24 kJ/mol. With increasing the coverage, the desorption energy of CO2 slightly in-
creases up to ∼28 kJ/mol, and then it becomes 25 kJ/mol above ∼0.04 ML, where the
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low-temperature leading edges become almost common. Note that this value is similar
to that of multilayer CO2 on graphene (25.4 kJ/mol) using the same measurement
system.85 Therefore, the strength of the substrate-molecule interaction on Cu(111) is
comparable with the intermolecular interaction between condensed CO2 molecules.

(a)

(b)

Figure 3.3: (a) A series of TPD spectra of CO2 adsorbed on Cu(111) at 25 K as a
function of coverage (44 amu/e). The heating rate is 1 K/s. (b) Estimated desorption
energy of CO2 adsorbed on Cu(111) as a function of coverage.
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3.4.2 CO2 adsorption on Cu(221) and Cu(965)

In this section, the CO2 adsorption on stepped and kinked Cu surfaces was investigated.
It has been shown in the previous subsection that the calculated adsorption energies
by using PBE-D2 and optB86b-vdW functionals are in rather good agreement with
experimental results. Thus, in the case of CO2 adsorption on stepped and kinked Cu
surfaces, I only focus in the calculations using optB86b-vdW functional. Figures 3.4
and 3.5 show possible CO2 adsorption configurations near the step-edge and kink-edge,
respectively. On Cu(221), the CO2 is placed on the upper terrace with its molecular axis
parallel and perpendicular to the step-edge [model (a)-(d) in Fig. 3.4]. The molecule
is also put on the lower terrace with its molecular axis parallel to the step-edge [model
(e) in Fig. 3.4]. In the case of model (e), the most stable position was determined in
two dimensional parameter [y-z plane] as shown in the schematic of Fig. 3.4(f). The
calculated adsorption energy of each configuration is shown within the figure.

(a) (b) (c)

(d) (e) (f)

Eads = -0.168 eV Eads = 14.04 kJ/mol Eads = 14.83 kJ/molEads = 16.21 kJ/mol

Eads = 24.10 kJ/molEads = -0.168 eVEads = 13.99 kJ/mol

3.56 
 

3
.3

4
 

 

y

z

Figure 3.4: Adsorption configurations of CO2 on the stepped Cu(221) surface: on the
bridge site of the upper terrace with its molecular axis (a) parallel and (b) perpendicular
to the step-edge, on the top site of the upper terrace with its molecular axis (c) parallel
and (d) perpendicular to the step-edge, and (e) on the bridge site of the lower terrace
with its molecular axis parallel to the step-edge. (f) Side view of CO2 adsorption in
model (e). The calculations were done by using optB86b-vdW functional.

Based on the calculation results, model (e) is the most stable configuration of CO2

on the stepped Cu surface. As shown in the Fig. 3.4(f), CO2 is located 3.56 from the
step-edge row and 3.34 from the lower terrace area of the surface. The CO2 adsorption
energy in this model is 24.10 kJ/mol, which is more stable than that of other models
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by about 10 kJ/mol. The CO2 adsorption energy on the stepped Cu surface is more
stable than on the flat Cu surface by about 5 kJ/mol.

Next, the CO2 adsorption on the kinked Cu surface was investigated. Here, the CO2

is placed on the lower terrace with its molecular axis parallel to the step-edge and kink-
edge of Cu(965) (shown in Fig. 3.5). At the step-edge area [model (a)-(c)], the CO2

adsorption was optimized starting from the geometry of the most stable adsorption
state on the stepped Cu(221) surface. Near the kink-edge [model (d)], the CO2 was
aligned with its molecular axis rotated 30◦ with respect to the step-edge. Then, the
favorable position is traced with respect to the distance between CO2 and second layer
surface, and the kink-edge atoms. The calculation results show that model (d) is the
most stable configuration. The adsorption energy of CO2 in this model is 26.12 kJ/mol,
which is more stable than on a pure stepped Cu surface by about 2 kJ/mol. The CO2 is
located 3.79 Å from the lower terrace, where the distance of the two oxygen atoms from
the step-edge and kinked-edge atoms are 2.87 Å and 2.92 Å, respectively (Fig. 3.5d).

(a) (b)

(c) (d)

Eads = 23.29 kJ/mol Eads = 24.55 kJ/mol

Eads = 23.83 kJ/mol Eads = 26.12 kJ/mol

2.87 Å 

2.92 Å 

Figure 3.5: CO2 adsorption configurations on the kinked Cu(965) surface: (a) - (c) CO2

is located on the lower terrace with its molecular axis parallel to the step-edge, and (d)
with its molecular axis rotated by 30◦ with respect to the step-edge. The calculations
were done by using optB86b-vdW functional.

3.5 Discussion

First, the TPD spectra of CO2 desorption from Cu(111) is discussed. At very low
coverage (0.0023 ML), the desorption peak is located at ∼80 K (shown in Fig 3.3(a)).
The desorption peak is then shifted to the lower temperature (∼76 K) as coverage
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increasing. The shifting of desorption peaks is not only due to the desorption energy,
but also pre-exponential factor. The pre-exponential factor at very low coverage is
probably smaller than those at higher coverages. At above 0.02 ML two main desorption
peaks were observed. The peaks are located at 74 K and 78 K, 75 K and 79 K, 76 K
and 81 K for 0.0347 ML, 0.0602 ML, and 0.1085 ML, respectively. These peaks may
correspond to the desorption of multilayer and/or 2-dimensional-condensed CO2.

The CO2 adsorption energies on the flat, stepped, and kinked Cu surfaces as well
as the measured adsorption energies are summerized in Table 3.4. The calculated
CO2 adsorption energy on Cu(111) is 19 kJ/mol and insensitive to the coverage and
slab thickness. Relative to Cu(111), the CO2 adsorption energies increase about 5
kJ/mol and 7 kJ/mol on the stepped and kinked Cu surfaces, respectively. The ZPE
correction was also considered in the adsorption energy calculation using the presented
vibrational frequencies data in the Table 2.3. The calculated adsorption energies change
only by 1 kJ/mol by including the ZPE correction. The adsorption energy of CO2 on
Cu(111) is 19 − 21 kJ/mol based on PBE-D2 and optB86b-vdW calculation results,
which agrees reasonably well with the experimental value of 24 kJ/mol. However,
the calculated adsorption energies are systematically underestimated by 3 − 5 kJ/mol
compared with the measured value at very low coverage. There are two possible origins
for the discrepancy. First, CO2 may adsorb on the stepped edge area of Cu(111) at very
low coverage since the calculated CO2 adsorption energy on Cu(221) (24.10 kJ/mol)
is quite similar with the measured value. Secondly, CO2 may aggregate at even very
low coverage and may be stabilized to increase the adsorption energy. In the previous
TPD study, it was shown that the pre-annealing induces higher desorption temperature
of CO2 indicating attractive intermolecular interaction among the neighboring CO2

molecules.60 Since there is only small density of the stepped edges on Cu(111) in the
experimental sample, the aggregation of CO2 may be more plausible for the origin of
the larger adsorption energy measured by TPD experiments.
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As shown in Table 3.4, the calculated asymmetric modes of physisorbed CO2 on
the flat, stepped, and kinked Cu surfaces are 2362 cm−1, 2352 cm−1, and 2349 cm−1,
respectively. They differ from the gas phase value (2385 cm−1) by 23 cm−1, 33 cm−1,
and 36 cm−1 for flat, stepped, and kinked Cu surfaces, respectively. On the other hand,
experimentally observed CO2 asymmetric mode on the terrace (step) area of Cu(997)60

are 6−12 cm−1 (29 cm−1) lower than that of gas phase asymmetric mode of CO2.106

Based on these vibrational frequencies difference, several CO2 adsorption states on the
Cu surfaces can be clarified.

3.6 Summaries

The CO2 adsorption on Cu surface was studied by means of DFT as well as TPD and
XPS measurements. The considered functionals give different behaviors in describing
CO2 adsorption potential on Cu surfaces. The standard PBE produces an almost repul-
sive potential energy curve for CO2 adsorption on the flat Cu surface, whereas PBE-D2
and vdW-DFs give deeper potential energy curves. The vdw-DF1 and rev-vdW-DF2
slightly underestimate CO2 adsorption energy, whereas PBE-D2 and optB86b-vdW
give better agreement with the TPD results. The calculated CO2 adsorption energies
using optB86b-vdW functional on the Cu(111), Cu(221) and Cu(965) surfaces are in
the range of 20 − 27 kJ/mol. On the stepped and kinked Cu surfaces, CO2 prefers
to adsorb on the lower terrace with its molecular axis parallel to the step-edge and
in tilted alignment near the kink site, respectively. The calculated CO2 adsorption
energy on Cu(111) is still underestimated by 3 − 5 kJ/mol compared with the mea-
sured value of 24 kJ/mol at very low coverage. This discrepancy may be due to the
aggregation of CO2 at low coverage, which can lead to the stabilization of adsorbed
molecules through the attractive intermolecular interaction. The present results pro-
vide valuable insight to consider the appropriate exchange-correlation functional for
further theoretical study in the adsorption/activation and reduction of CO2 on the
surfaces of heterogeneous catalysts.
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Chapter 4

Desorption Dynamics of CO2 from
Formate Decomposition on the
Cu(111) Surface

4.1 Background

One of the most important intermediate steps in the methanol synthesis over Cu-based
catalysts is CO2 hydrogenation into formate (HCOO).8–12 Based on a kinetics analy-
sis, it was clarified that formate synthesis is structure insensitive and consistent with
an Eley-Rideal (ER) type mechanism.13–16 The ER type mechanism suggests that the
formate synthesis can be enhanced by controlling the translational, vibrational, and
rotational energies of impinging CO2. The initial impinging CO2 energies must be re-
lated to the energy states of desorbed CO2 from formate decomposition because formate
synthesis and decomposition are reverse reactions. Therefore, elucidation of formate
decomposition dynamics is important for improving catalytic formate synthesis.

Very recently, the dynamics of desorbed CO2 produced from the formate decompo-
sition reaction has been studied by measuring the angle-resolved intensity and trans-
lational energy distribution of the steady-state reaction of formic acid (HCOOH) and
oxygen on a Cu surface.108 It was reported that the translational energy of desorbed
CO2 is approximately 0.10 eV and independent of the surface temperature. The mea-
sured CO2 translational energy is much smaller than the activation energy of formate
synthesis, which is 0.59 ± 0.05 eV.14–16 This suggests that internal modes, such as
vibrational and rotational modes, should be excited in the desorbed CO2.

4.2 Objectives

In this study, the energy distribution of desorbed CO2 as a formate decomposition
product (Fig. 4.1) was elucidated by means of ab initio calculations. Here, the impor-
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tance of the van der Waals (vdW) interaction in determining the energetics of desorbed
CO2 was also shown. From knowledge of desorbing product dynamics, we can deduce
optimal conditions for the formate synthesis reaction through CO2 hydrogenation.

S
yn
th
esis

D
eco
m
p
o
se

Monodentate

formate
Bidentate

formate

Figure 4.1: Schematics of formate synthesis and decomposition on Cu(111).

4.3 Computational details

The calculations were performed using the STATE code, which previously has been
used for formate adsorption,69 formate hydrogenation,92 CO2 hydrogenation,13 CO2

dissociation,62 and ab initio molecular dynamics (AIMD) study of methanol electroox-
idation.109 I compared the results obtained using the Perdew-Burke-Ernzerhof (PBE)37

functional with those using several vdW density functionals (vdW-DFs), i.e., the origi-
nal vdW-DF (vdW-DF1),74,75 optB86b-vdW,80 and rev-vdW-DF283 functionals. I also
included the dispersion correction proposed by Grimme with PBE (PBE-D2).91 The
implementation of the self-consistent vdW-DF95,96,110 in the STATE code is described
in Ref. 93. The cutoff energies of 36 and 400 Ry were used for the wave functions and
the augmented charge density, respectively. The electron-ion interaction was described
using Vanderbilt’s ultrasoft pseudopotentials.97 The Cu(111) surface was modeled us-
ing a three layer-thick (3 × 3) unit cell with the bottommost atomic layer fixed to its
bulk configuration. The distance between the two neighboring slabs is more than 30 Å.
The surface Brillouin zone was sampled using a uniform grid of 4×4×1 k -points. The
climbing image nudged elastic band method111,112 was used to obtain the minimum
energy path, the transition state (TS), and the activation energies of formate synthesis
from CO2 hydrogenation. The vibrational frequencies of the adsorbed species at the
TS is calculated using the frozen phonon approximation. One imaginary frequency
was obtained in the TS structure, which indicated that the geometry was a first-order
saddle point on the potential energy curve. Starting from the TS structure, the AIMD
simulations were performed to evaluate the translational and internal (rotational and
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vibrational) energies of desorbed CO2 from the Cu surface. In these simulations, the
initial velocities are given randomly and they are scaled to make the average kinetic
energy of 300 K. The additional samples of initial geometry for AIMD simulations
were also considered. In order to provide additional initial geometries, I displaced the
atoms at TS towards the second, third, fourth, fifth, and sixth lowest normal mode
vectors in such a way that the energies of the displaced geometries increased from the
energy of TS by 0.02 eV (detailed results are presented in the Appendix). Moreover,
the zero-point energy is not included in the sampling of initial conditions. Then, the
system was evolved without velocity scaling or thermostat.

Reaction Coordinates
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Figure 4.2: Energy profile for CO2 hydrogenation to bidentate formate on Cu(111).
The energy zero is the sum of the total energies of gas phase CO2 and an adsorbed
hydrogen on the surface (CO2 (g) + H∗).

4.4 Results

4.4.1 CO2 hydrogenation into formate

First, the minimum energy path of CO2 hydrogenation to bidentate formate (bi-HCOO)
through monodentate formate (m-HCOO) on Cu(111) was calculated. The bidentate
formate has been observed experimentally as an abundant product during CO2 hy-
drogenation compared with its isomer (hydrocarboxyl (HOCO)).14–16 Moreover, I have
also performed the calculations of HOCO adsorption on Cu(111) and found that this
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species is 0.89 eV less stable using optB86b-vdW functional. Figure 4.2 and Table 4.1
show the energy profile for CO2 hydrogenation into formate and its detailed descrip-
tions, respectively. As shown in Fig. 4.2, the hydrogen chemisorption energies (the
energy levels of CO2 (g) + 1/2 H2(g)) are quite similar among all functionals except
vdW-DF1. On the other hand, the physisorption energies of CO2 (the energy levels of
CO2 (phys) + H∗), the energies of the TSs, m-HCOO*, and bi-HCOO* are stabilized
through the vdW attraction by approximately 0.13−0.37 eV relative to the PBE result.
The activation energy of formate synthesis (Ea(syn)) is considered as the energy dif-
ference between the TS and the CO2 (g) + H∗ state. This definition of Ea(syn) should
correspond to the experimentally observed activation energy of formate synthesis, in
which formate was synthesized at a temperature of 333−353 K under atmospheric
pressure.14 In these conditions, the hydrogen coverage is close to the saturation point,
while CO2 coverage is almost negligible due to a small adsorption energy. The acti-
vation energy of formate decomposition (Ea(dec)) is defined as the energy difference
between the TS and the bi-HCOO*. As shown in Table 4.1, only PBE overestimates
the experimental Ea(syn), while each functional with a vdW interaction gives a rea-
sonably good result. Meanwhile, each calculated Ea(dec) is in good agreement with
the experimental results.
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4.4.2 CO2 translational energy

Next, I explored the energy distribution of desorbed CO2 as a product of formate
decomposition. The CO2 translational energy (Et) was calculated from the velocity of
the center of mass of CO2 (vCOM):

Et =
1

2
mCO2

∑
v2

COM (4.1)

Figure 4.3a summarizes the time evolution of CO2 translational energy. The rep-
resentative snapshots of CO2 desorption from the AIMD trajectory are shown in Fig.
4.3b. There are significant differences in the Et profiles calculated using PBE and those
using PBE-D2 and vdW-DFs. Here, PBE predicts constant Et at 0.30 eV after the CO2

molecule experiences Pauli repulsion in the first 0.10 ps (shown as a black line in Fig.
4.3a). Meanwhile, the PBE-D2 and vdW-DFs show different time evolution profiles of
CO2 translational energy. In the first 0.08−0.10 ps, the Et increases to 0.20−0.32 eV
due to the Pauli repulsion between CO2 and the surface. Then, it decreases gradually
to a certain value due to the vdW attraction between CO2 and the Cu(111) surface.
These Et pofiles are proportional to the potential energy surface of CO2 adsorption on
Cu(111) (shown in Fig. 3.2), in which PBE fails to describe the potential energy curve
of CO2 on Cu(111) while PBE-D2 and vdW-DFs are able to produce potential energy
curve of CO2 adsorption on Cu(111) with a clear equilibrium distance. The desorption
angle (β) of CO2 was estimated at 0.68 ps, when CO2 already has constant Et, from
the direction of the velocity of center of mass relative to the surface normal (Fig. 4.3b).
The calculated β using PBE, PBE-D2, vdW-DF1, rev-vdW-DF2, and optB86b-vdW
are 5◦, 18◦, 8◦, 12◦, and 14◦, respectively, in which the angular distribution of desorbed
CO2 shows quite sharp collimation along the surface normal direction and is in good
agreement with experimental results.108 As summarized in Table 4.2, the calculated Et

using PBE-D2 and vdW-DFs are in reasonable agreement with the experimental esti-
mation,108 while PBE fails in predicting this energy. Therefore, the vdW interaction
is important for describing the translational energy of desorbed CO2.
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Figure 4.3: (a) Time evolution of the translational energy of desorbed CO2 from for-
mate decomposition calculated using PBE, PBE-D2, and vdW-DFs. (b) Representa-
tive snapshots from AIMD trajectory of CO2 desorption. The n and vCM represent the
direction of the surface normal and the velocity of center of mass of CO2, respectively.
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Table 4.2: Calculated translational energy (Et), rotational energy (Er), vibrational
energy of bending mode (Eb), and vibrational energy of symmetric stretching mode
(Es) of desorbed CO2 from formate decomposition on Cu(111) using PBE, PBE-D2,
and vdW-DFs (in eV). The calculation results using optB86b-vdW functional are the
average results from several samples of AIMD trajectory.

This study Expt.aPBE PBE-D2 vdW-DF1 rev-vdW-DF2 optB86b-vdW
Et 0.30 0.05 0.18 0.16 0.14 ± 0.03 0.10
Er 0.08 0.09 0.08 0.11 0.11 ± 0.03 −
Eb 0.27 0.24 0.25 0.26 0.26 ± 0.02 −
Es 0.06 0.05 0.10 0.08 0.04 ± 0.02 −
Surface modeb 0.14 0.10 0.09 0.03 0.03 ± 0.02 −

aExperimentally measured CO2 translational energy as a formate decomposition
product taken from Ref. 108.
bThis energy is deduced from the following: Ea(syn)− (Et + Er + Eb + Es).

4.4.3 CO2 internal energies

I also evaluated the energy transfer by formate decomposition into the internal modes
(rotational and vibrational) of CO2. The rotational energy (Er) of CO2 was estimated
from the moment of inertia of CO2 (I) and its angular momentum (L) at each time
step of the AIMD trajectory:

Er =
1

2

∑
LiI
−1
ij Lj (4.2)

Table 4.2 shows that the calculated Er varies in between 0.08−0.11 eV.
The CO2 bending, symmetric stretching, antisymmetric stretching vibrational en-

ergies are evaluated based on the time evolution of the desorbed CO2 geometry, i.e.,
bond angle (θ), the C−O bond length (l), and the difference between two C−O bond
lengths (∆), respectively, as shown in Fig. 4.4. For the comparison, the vibrational
frequencies of an isolated CO2 was also evaluated. The calculated zero-point energies
of isolated CO2 bending, symmetric stretching, and antisymmetric stretching vibra-
tional modes are shown in Table 4.3. These calculated zero-point energies are nearly
independent of the functional.

The energy of each vibrational mode of desorbed CO2 was estimated by fitting them
into the database of the relative stability of isolated CO2 as a function of the θ, l, and
∆ (shown in Fig. 4.5). For an example, the amplitude of the CO2 bond angle in one
period is between 160.6◦ and 199.4◦ as shown in the top panel of Fig. 4.4. If we fit this
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Figure 4.4: Time evolution of the CO2 bond angle (θ), the C−O bond length (l),
and the difference between two C−O bond lengths (∆) based on AIMD trajectory
calculated using optB86b-vdW functional. The period (T ) and amplitude (A) of each
geometry data are shown in each panel.

Table 4.3: Calculated vibrational frequencies of bending (νb), symmetric stretching
(νs), antisymmetric stretching (νas) modes, and C−O bond length (l) of isolated CO2

using PBE, PBE-D2, and vdW-DFs. The frequency and bond length are in meV and
Å, respectively.

This study Expt.
PBE PBE-D2 vdW-DF1 rev-vdW-DF2 optB86b-vdW

νb 77.34 77.59 76.19 76.58 76.72 82.70a

νs 164.91 164.47 162.78 164.48 164.61 165.27b

νas 296.83 296.11 291.38 295.14 295.74 291.24b

l 1.179 1.180 1.182 1.179 1.179 1.162c

aTaken from Ref. 113.
bTaken from Ref. 106.
cTaken from Ref. 114.
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value to the data for the relative stability of isolated CO2, it shows that desorbed CO2

has a bending mode energy (Eb) of approximately 0.25 eV. This Eb is close to the third
excitation of zero-point energy of isolated CO2. All functionals produce similar Eb in
the range of 0.24−0.26 eV. The calculated vibrational energy of the CO2 symmetric
mode (Es) varies between 0.05 − 0.11 eV, which is close to the zero-point energy of the
isolated CO2 symmetric mode. Meanwhile, the vibrational energy of the antisymmetric
mode (Eas ∼ 1.5 meV) is much smaller than the zero-point energy of isolated CO2.

4.5 Discussions

Based on the calculation results, nearly a half of the Ea(syn) is transferred into CO2

bending mode, a quarter into each translational and rotational modes, and rather small
energy is transferred into CO2 stretching modes. The origin for the strong enhancement
of the CO2 bending mode can be ascribed to its geometry at the TS, in which CO2 bond
angle is nearly 140◦. The rest of Ea(syn) may transfer into the surface modes, namely,
hydrogen−Cu and/or Cu−Cu vibrations. In order to clarify the present calculation
results, I also performed the sudden vector projection (SVP) analysis proposed by
Jiang and Guo.115 In this analysis, the collision between reactants is assumed to be an
instantaneous event, in which is appropriate at high collision energies. Thus, the CO2

does not have enough time to change its internal state when it collides with adsorbed
hydrogen. As a result, the reactivity for CO2 in a particular vibrational state (v) is
proportional to the overlap between its vibrational wave function and the wave function
at the transition state

Pv ∝ 〈ψv|ψTS〉. (4.3)

Instead of calculating the quantum overlap described in Eq. 4.3, the relative efficacy
of a particular motion of CO2 can be estimated by the projection of its normal mode
vector onto the vector representing the reaction coordinate (s), such as the eigenvector
with an imaginary frequency at the TS

〈ψv|ψTS〉 ≈ ~Q(v) · ~Q(s). (4.4)

The SVP analysis qualitatively agrees rather well with present AIMD simulation
results. Based on the SVP analysis (shown in the Table 4.4), the CO2 bending mode
has second larger projection value compare with its translational, symmetric and an-
tisymmetric stretching modes. It indicates that the bending mode of desorbed CO2 is
excited during the decomposition process. The SVP analysis also shows that the ki-
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Figure 4.5: Relative stability of an isolated CO2 molecule with respect to its bond
angle (θ), the C−O bond length (l), and the difference between two C−O bond lengths
(∆).
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Table 4.4: Comparison of the projection values of the translational and vibrational
modes of CO2 and H atom onto the CO2 hydrogenation reaction modes at TS.

SVP value
CO2-translation 0.12
CO2-bending 0.27
CO2-symmetric 0.04
CO2-antisymmetric 0.02
H-translation 0.79

netic mode of adsorbed hydrogen has the largest projection value. The large projection
value of kinetic mode of hydrogen atom might be due to its displacement with respect
to the surface. Hydrogen atom is easier to move since it has smaller mass compare with
CO2 molecule. However, this does not indicate that excitation of adsorbed hydrogen
will enhance formate synthesis. It is because the transferred energy into the surface
mode is quite small as shown in the Table 4.2. Therefore, the molecular dynamics
analysis is necessary to elucidate the excited modes of desorbed CO2.

The present results are in sharp contrast to the case of CO2 dissociation, in which
the CO2 symmetric and antisymmetric stretching modes are theoretically suggested to
be more important to increase the dissociation rate.116 The importance of stretching
modes in the CO2 dissociation was implied experimentally in the study of CO2 dynam-
ics from CO oxidation on Pd surfaces.117–120 The desorbed CO2 has 0.12−0.16 eV in
the vibrational energy of antisymmetric mode, which is slightly larger than the vibra-
tional energy of CO2 symmetric-bending mode (0.11−0.13 eV). Moreover, the measured
translational (0.10−0.12 eV)121 and rotational (0.08−0.10 eV)117,120,122,123 energies of
desorbed CO2 from CO oxidation on Pd surfaces are smaller than its vibrational energy
of antisymmetric mode. Therefore, CO2 dissociation can be selectively enhanced by
exciting the CO2 stretching vibrational modes.

Finally, I discuss the temperature dependence of the translational energy of CO2.
Experimentally, it was reported that the Et of desorbed CO2 from formate decom-
position is independent of the surface temperature,108 while that from CO oxidation
is linearly dependent on the surface temperature.121 From present theoretical simula-
tions, it turns out that at most 20% of Ea(syn) is transferred into surface modes. On
the other hand, it can be deduced that approximately 60% of the activation energy of
CO2 dissociation (1.30 eV)124 on a Pd surface, which is reverse reaction of CO oxida-
tion, is transferred to the surface mode. Both results, namely, the surface temperature
dependence and the energy transfer to the surface mode, indicate the strength of the
coupling between CO2 and the surfaces at the TS of reactions. In the case of formate
decomposition, CO2 is weakly bonded as seen in the left panel of Fig. 4.3b. This is
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in contrast to the case of CO oxidation, where CO2 was found to spend a significant
residence time in the chemisorption well before it desorbs.125 Moreover, one of the two
C−O bond lengths of CO2 is significantly elongated at the TS of CO oxidation, and
carbon and oxygen are strongly bonded to the surface.126

4.6 Summaries

In summary, the minimum energy path of CO2 hydrogenation into formate and the
dynamics of formate decomposition into gas phase CO2 and adsorbed hydrogen have
been investigated using density functional theory calculations. Based on the dynamics
analysis of formate decomposition, the bending energy of desorbed CO2 is twice larger
than the translational energy. Since formate synthesis from CO2 and H2, the reverse
reaction of the formate decomposition, is experimentally suggested to occur by the ER
type mechanism, present results indicate that the reaction rate of formate synthesis
can be enhanced if the bending vibrational mode of CO2 is excited rather than the
translational and/or stretching modes. Meanwhile, these results are quite different
from the case of CO2 dissociation, in which the antisymmetric stretching mode is the
key to increasing the dissociation rate. Accordingly, I anticipate that this work may
contribute to the future development in controlling the particular molecular vibrational
mode for improving catalytic reaction.
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Chapter 5

Summary and Future Works

5.1 Summary

In this dissertation, I have studied the CO2 adsorption and reaction on the Cu surfaces
by means of density functional theory. The aim of this dissertation is to understand
the following objectives:

1. Dissociative adsorption of CO2 on the Cu surfaces at low temperature.

2. CO2 adsortion on the Cu surfaces.

3. The dynamics of CO2 desorption as a product formate decomposition.

First objective. The detailed mechanism single CO2 dissociation on the flat,
stepped, and kinked Cu surfaces are discussed in Chapter 2. The summaries of this
topic are as follow:

1. CO2 is physisorbed on the flat, stepped, and kinked Cu surfaces with 180◦ of
O−C−O bond angle.

2. The deformation of CO2 bond angle gives significant effect to the barrier height.

3. The barrier energy of CO2 dissociation never dropped below 0.60 eV. Thus, CO2

does not dissociate on the “ideally” flat, stepped or kinked Cu surfaces at low
temperature.

4. The CO2 dissociation on Cu surfaces below 150 K is attributed to other factors
such as Cu adatoms, gas phase or condensed CO2, or other gas phase molecules.

5. CO2 dissociation may be followed by the Cu−O−Cu chain formation.

Second objective. The thorough study of CO2 adsorption on the Cu surfaces by
means of DFT as well as TPD and XPS studies are discussed in the Chapter 3. Here,
I compared the results obtained using the PBE, PBE-D2, and vdW-DF functionals.
The summaries of this topic are as follow:
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1. The considered functionals give different behaviors in describing CO2 adsorption
potential on Cu surfaces.

2. The PBE produces an almost repulsive potential energy curve for CO2 adsorption
on the flat Cu surface, whereas PBE-D2 and vdW-DFs give deeper potential
energy curves.

3. The calculated CO2 adsorption energies using optB86b-vdW functional on the
Cu(111), Cu(221) and Cu(965) surfaces are in the range of 20 − 27 kJ/mol.

4. The calculated CO2 adsorption energy on Cu(111) is still underestimated by 3 −
5 kJ/mol compared with the measured value of 24 kJ/mol at very low coverage.

5. The discrepancy may be due to the aggregation of CO2 at low coverage, which
can lead to stabilization of adsorbed molecules through attractive intermolecular
interaction.

Third objective. Ab initio molecular dynamics has been performed to elucidate
the energy state of translation, vibration, and rotation of desorbed CO2 from formate
decomposition. Here, I compared the results obtained using the PBE, PBE-D2, and
vdW-DF functionals. The summaries of my description in the Chapter 4 are as follow:

1. PBE predicts constant translational energy at 0.30 eV after the CO2 molecule
experiences Pauli repulsion in the first 0.1 ps of simulation time. This profile is
proportional to the potential energy curve of CO2 adsorption on Cu(111) surface
(mentioned in the Chapter 3).

2. The time evolution profile of CO2 translational energy calculated using PBE-
D2 and vdW-DFs are also proportional to the potential energy curve of CO2

adsorption on Cu(111) surface. The calculated translational energy using these
functionals are in reasonable agreement with the experimental estimation (0.10
eV).

3. The angular distribution of desorbed CO2 shows quite sharp collimation along
the surface normal direction and is in good agreement with experimental results.

4. The calculated rotational energy of desorbed CO2 varies between 0.08−0.11 eV.

5. The calculated bending mode energy is close to the third excitation of zero-point
energy of isolated CO2 (0.25 ± 0.02 eV).

6. The calculated vibrational energy of the CO2 symmetric mode varies between
0.05 − 0.11 eV.
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7. The vibrational energy of the antisymmetric mode (1.5 meV) is much smaller
than the zero-point energy of isolated CO2.

8. The bending energy of desorbed CO2 is twice larger than the translational energy.
Since formate synthesis from CO2 and H2, the reverse reaction of the formate de-
composition,is experimentally suggested to occur by the ER type mechanism,
present results indicate that the reaction rate of formate synthesis can be en-
hanced if the bending vibrational mode of CO2 is excited rather than the trans-
lational and/or stretching modes.

9. The above results are quite different from the case of CO2 dissociation, in which
the antisymmetric stretching mode is the key to increasing the dissociation rate.

I anticipate that the outlook for the future of the discussed topics is quite positive.
These studies may give new insight that single CO2 molecule does not dissociate on
ideal clean Cu surfaces. There must be other factors that promote dissociation pro-
cess. I have shown that the van der Waals interaction is necessary to describe such
weakly bound system, e.g., CO2 adsorption on Cu surface. Moreover, the key point
to enhance formate sythesis, which is notably occured in Eley-Rideal mechanism, has
been revealed.

5.2 Future plans

The author is aware that the present study is still far from perfect. Thus, some future
works are necessary to improve the results and open new insight of related issues.

CO2 dissociation. In this issue, I am going to consider the effect of another gas
phase. Water molecule seems to play important role in the dissociation process. This
hypothesis is based on the reports from my collaborator: OH is also one of abundant
residual species in addition to CO species that was observed during the spectroscopy
measurements. Therefore, the existence of small amount of water molecule may en-
hance the dissociation of CO2.

CO2 desorption form formate decomposition. In this case, I am considering
to compare the present results with the dynamics of CO2 dissociation case. As men-
tioned in some previous experimental works, the energy state of desorbed CO2 as a
product od CO oxidation, reverse reaction of CO2 dissociation, depends on the surface
temperature. Therefore, it would be another challenge in the point of view of ab initio
study to clarify this issue.
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APPENDIX

A Surface Reactivity

Chemical reactions occur at surfaces between solid surface and liquids or gases. Surfaces
are of particular interest not only because they are boundaries where phases meet and
because they give us a place to put catalysts. The surface of solid is intrinsically
different from the rest of solid bulk. The bonding at the surface is different with the
bulk. Therefore, the chemistry of the surface should be unique. There are two general
factors that determine the surface reactivity, electronic affect and geometrical effect.127

A.1 Electronic effects in surface reactivity

The argument of the d band model are quite general to understand the interactions
between adsorbate and metal surface in the transition state as well as in the initial and
final states of the reaction. Particularly, the chemical bond formation encompasses the
uniqueness of localized d -electron in transition metal. Figure 1 shows an illustration of
the resulting electron density of states projected onto the adsorbate in Newns-Anderson
model for two different cases.128,129 In this model, the hopping matrix element is often
used to denote the interaction strength between the adsorbate wave function of specific
electronic level and the metal states. When the band width of the metal states of
interest is much bigger than the hopping matrix element, the interaction leads to a
broadened resonance-level of the projected states on the adsorbate (upper part of Fig.
1). The bottom of the resonance would reflect more bonding and the upper part more
anti-bonding character. Meanwhile, the bonding and anti-bonding states separate out
as new distinct electronic levels, below and above free adsorbate level, if the metal
band width is much smaller than the hopping matrix. The latter is usually the case
upon interaction with more localized d -states and the former for the delocalized s- and
p-states.

Those two cases can be directly observed by using X-ray spectroscopy and/or by ul-
traviolet photo-electron. In the case of nitrogen on Cu(100),130 the p-states of nitrogen
atom are split into two distinct levels which are bonding and antibonding, respectively.
This represents the case when the width of metal d -band is narrower than the hopping
matrix. In the meantime, the opposite case, i.e., when band width is much broader
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Figure 1: Projected adsorbate density of states in the Newns-Aderson model in two
limiting case: top) when the band width is larger and bottom) when the band width
is smaller than the hopping matrix element.

than the hopping matrix, was observed in adsorbed Ar on Ag(110) by using XAS.131

Since Ar using the Z + 1 approximation becomes K as an effect of the final core hole
state, we could see that the K 4s level becomes a broad asymmetric resonance. The
adsorbate resonance has a tail towards lower energies with clear cut-off at the Fermi
level. This indicates that the 4s level interacts with the delocalized unoccupied Ag sp
electrons. Thus, the charge transfer takes place from adsorbate to the substrate.

In case of dissociative adsorption, when the covalent bond of adsorbate cleaves, the
unpaired electrons will exist to make a bond with unsaturated states of surface metal
atoms. This bonding mechanism is denoted as radical adsorption. The simple picture
of the electronic structure when an atomic adsorbate interacts with a transition metal
is usually denoted as d-band model.

Figure 2, reproduced from Nilsson et al.,132 shows the illustration of adsorbate
valence state interacting with the metal states on the transition metal. The valence
state of the transition metal can be divided into the free-electron-like s-electron states
and localized d -electron states. The interaction with s-electron would lead to a broad
resonance whereas interaction with d -electron would lead to distinct new levels. The
coupling to the broad s-band then leads to a broadening and shift of the adsorbate
state (Fig. 2).129,132 Since all the transition metals have a half-filled s-band in the
metallic state and since the band is broad, there will be only small differences in this
interaction from one metal to the next ones.

The differences among the transition metals should be associated primarily with the
d -states. The interaction of adsorbate with the d -states will lead to the bonding and
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Figure 2: Illustration of the formation of a chemical bond between an adsorbate valance
level and the s- and d -states of metal surface.

anti-bonding states. When these two states are formed, the bond strength will depend
on the relative occupancy of these states. If the bonding states are fully occupied,
there will be a strong bond. While, the bond becomes considerably weaker if the anti-
bonding states are also filled. The number of anti-bonding states that are above the
Fermi level depends on the metal itself. As the d -states shift up in energy from the
late transition metal (Cu) towards the left in the early transition-metal, the strength
of the adsorbate-metal bond should increase.

A.2 Geometrical effects in surface reactivity

The geometrical effect in heterogeneous catalysis was first introduced by Taylor in
1925.133 At present, theoretical studies have helped giving ideas about the effects itself
and experimentally it has been shown to be correct. An additional geometrical effect
of surface on the reactivity of transition metal surfaces was reported previously in N2

activation134 and NO dissociation135 on Ru(0001) surface. The stepped Ru surface has
lower barrier for N2 and NO dissociation than the close-packed (0001) surface. One
of the reason is because the Ru step atoms have higher-lying d states and thus the
transition states stabilize.

The effect of geometrical changes was reported comprehensively by Hammer in the
case of NO dissociation.136 By introducing some steps, the Ru surface reactivity was
changed. On the terrace region, N and O atom shared two Ru atoms at the same
time in the transition state. Meanwhile, sharing two metal atom could be avoided near
the step edge. It was reported that sharing nearest-neighbor metal atoms enhances the
repulsive force between the reaction products and thus destabilizes the transition state.
The prohibition of sharing two metal atoms also reported by Michaelides et al..137
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The study of geometrical effect was also reported before in the CO dissociation on
flat, stepped, and kinked Pd and Rh surfaces.138 It was reported that the stability
of transition states were described from bonding competition effect and direct Pauli
repulsion in term of interaction energy (Eint). The presence of step or kink sites is
important in reducing the barrier.

B Brønsted-Evans-Polanyi Relationship in Heteroge-

neous Catalysis

Many industrial scale production of chemicals proceeds with the aid of a solid cata-
lyst and consists of elementary reactions at catalytic surfaces. The activation energy
controls the rate of each elementary reaction step in catalytic cycles. There is such
linear correlation between activation energies and reaction energies. The concept was
introduced firstly by Brønsted139 and Evans and Polanyi.140 Nowadays, it becomes
more convenient to study the relation between activation energies and reaction ener-
gies in such Brønsted-Evans-Polanyi (BEP) relationship since DFT calculations were
introduced.

The BEP relationship is believed to be applicable to many reactions in heteroge-
neous catalysts. Some considerable evidences have performed from theoretical studies
for specific reaction system.137,141,142 In principle, the specific reaction on considered
metal surface and its geometry has different BEP lines. For example, the N2 dissocia-
tion reactions on stepped metal surfaces have lower activation energies than those on
flat metal surfaces.143

We may question why there is linear relationship between Ea and ∆E, and why the
BEP relationship is structure dependent and adsorbate-independent. The nature of
transition structure can provide answers to those questions. For a given metal surface
geometry, the transition state is essentially independent of some molecule and the metal
considered. The bond length or bond angle in the transition state is quite different with
those in the initial state, and the adsorbates have largely lost their molecular identity.
This means that the variations in the transition state energy will follow that of the final
state energy closely giving a linear relationship with slope close to one. The transition
state depends on its local surface structure, therefore the BEP lines are different for flat
and defected surfaces. Since the surface geometries at transition states are so similar
among different adsorbates, then the BEP relationship is adsorbate-independent. The
universal relationship between activation energy and binding energy suggest a general
approach to find new catalyst materials with the best characteristic, which have low
activation energy and weak bonding of intermediates.141

There are three classes of BEP line for elementary dissociation reactions at surfaces
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that have been reported previously.137 The first class is dehydrogenation reactions,
for example O−H cleavage in H2O or C−H cleavage in CHx fragments. The BEP
relationship of this class is identified as (in eV):

Ediss
a = (0.92± 0.05)∆H + 0.87± 0.05 (1)

where ∆H is enthalpy changes. The second class is diatomic activation and hydrocar-
bon cracking. This class involves dissociation of stable diatomic molecules such as N2

or O2, and C−C bond cleavage in C2H4. The BEP relationship of this class is identified
as (in eV):

Ediss
a = (0.97± 0.05)∆H + 1.69± 0.15 (2)

The last class is triatomic activation which comprises CO2 and also similar doubly
bonded molecules such as NO2 and N2O. In this class, the dependence on ∆H relative
to first and second classes has been reduced:

Ediss
a = (0.74± 0.05)∆H + 1.03± 0.08 (3)

By referring to those three classes, it may be possible to estimate the activation energy
for a chemical reaction in heterogeneous catalyst merely from information on adsorption
energies.

C AIMD trajectories

The additional samples of initial geometry for AIMD simulations had been considered.
The additional geometries were derived from the original TS geometry (shown in Fig. 3
and Table 1) by slightly moving the atoms within a hyperplane perpendicular to the
reaction coordinate. In this procedure, we moved the atoms towards the second, third,
fourth, fifth, and sixth lowest normal mode vectors from the TS, which were obtained
from the vibrational frequency analysis. The displacement was done so that the new
initial geometry has 0.02 eV energy different with the original initial geometry. The
additional calculations were done using optB86b-vdW functional. As shown in the Ta-
ble 2, the average calculation results from several samples of AIMD trajectory indicate
that most of formate synthesis energy is transferred into bending mode of CO2.
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Figure 3: From left to right panel: configuration of Initial state (IS), transition state
(TS), monodentate formate (mo-HCOO), and bidentate formate (bi-HCOO) struc-
tures, respectively. The red, yellow, blue, and brown circles represent oxygen, carbon,
hydrogen, and Cu atoms, respectively.

Table 1: Detailed descriptions of the structures depicted in Fig. S3. The bond length
(C−O1, C−O2, and C−H) and bond distance (Cu−O2 and Cu−H), and bond angle
are in Å and degree, respectively.

PBE PBE-D2 vdW-DF1 rev-vdW-DF2 optB86b-vdW
Initial state

C−O1 1.18 1.18 1.18 1.18 1.18
C−O2 1.18 1.18 1.18 1.18 1.18
C−H 2.97 2.98 3.12 2.90 2.91
Cu−O2 3.30 2.98 3.21 2.90 2.92
Cu−H 0.88 0.87 0.85 0.89 0.88
∠O1−C−O2 179.81 179.60 179.93 179.84 179.82

Transition state
C−O1 1.20 1.20 1.20 1.20 1.20
C−O2 1.23 1.24 1.24 1.25 1.24
C−H 1.58 1.49 1.49 1.51 1.48
Cu−O2 2.17 2.13 2.23 2.06 2.13
Cu−H 1.35 1.31 1.25 1.31 1.20
∠O1−C−O2 147.04 144.27 144.83 143.36 144.59

Monodentate formate
C−O1 1.22 1.22 1.22 1.22 1.22
C−O2 1.35 1.35 1.36 1.36 1.36
C−H 1.11 1.11 1.11 1.11 1.11
Cu−O2 1.40 1.39 1.41 1.40 1.40
Cu−H 3.35 3.34 3.36 3.36 3.34
∠O1−C−O2 124.27 124.07 124.13 123.92 123.92

Bidentate formate
C−O1 1.27 1.27 1.28 1.27 1.27
C−O2 1.27 1.27 1.28 1.27 1.27
C−H 1.11 1.11 1.10 1.11 1.11
Cu−O2 2.02 2.01 2.05 2.01 2.01
Cu−H 3.67 3.68 3.75 3.73 3.75
∠O1−C−O2 127.82 127.56 127.63 127.46 127.49
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Table 2: Calculated translational energy (Et), rotational energy (Er), vibrational en-
ergy of bending mode (Eb), and vibrational energy of symmetric stretching mode (Es)
of desorbed CO2 from formate decomposition on Cu(111) calculated using optB86b-
vdW functional (in eV). The AIMD simulations were done starting from different initial
geometries that were derived from the original TS geometries by slightly moving the
atoms within a hyperplane perpendicular to the reaction coordinate

First Second Third Fourth Fifth Sixth Average
Et 0.11 0.14 0.16 0.12 0.18 0.11 0.14a

Er 0.10 0.09 0.11 0.09 0.17 0.07 0.11
Eb 0.25 0.27 0.24 0.26 0.22 0.30 0.26
Es 0.07 0.02 0.03 0.05 0.01 0.03 0.04
Surf. modeb 0.02 0.03 0.01 0.03 0.07 0.04 0.03

aThe calculated CO2 translational energy as a formate decomposition product is in
good agreement with experimentally reported results in Ref. 108.
bThis energy is deduced from the following: Ea(syn)− (Et + Er + Eb + Es).
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