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Abstract

This dissertation describes the research of “A study on dynamic path provisioning for space

division multiplexed optical networks,” which has been studied since 2012 by the author who

was a bachelor student and master student and has been a Ph.D. student in the Department

of Information Networking, Graduate School of Information Science and Technology, Osaka

University.

In order to accommodate the future exponentially increasing Internet traffic, an extremely

large capacity backbone network will be required. The elastic optical network (EON), which is a

novel spectrally efficient network architecture developed from the present wavelength division

multiplexing networks, is intensively researched and achieves a further expanded capacity of

optical backbone networks. Moreover, space division multiplexing (SDM) technology is also

expected as a solution of the capacity problem by overcoming the physical limit of existing

optical fiber capacity, and a MCF is the promising candidate among future SDM-base optical

fibers.

Although EONs and SDM-based optical fibers dramatically expand the capacity of optical

backbone networks, they make new challenges to maximize the advantage. The most important

requirement of SDM-EONs from the networking perspective is to establish appropriate resource

management methods to provision optical paths. This is because SDM-EONs have the flexi-

ble, fine-grained and spatially expanded spectrum resources, that should be managed by a new

method which is different from the traditional ones. There are various researches focusing on

the optical path provisioning methods in SDM-EONs, however, there is a lack of two important

factors: physical constraints and scalability for large scale networks. SDM-EONs have physical

constraints based on the optical reach of modulation formats and the unique signal impairment

in MCFs. In EONs, spectrally inefficient modulation formats are selected to long-haul optical

paths owing to their low optical signal to noise ratio (OSNR). To mitigate the constraint, the ar-

rangement of signal regeneration, which can compensate the OSNR of long-haul transmissions,

is important. The regeneration placement (RP) problem should be solved to improve the spec-

tral advantage and fairness regarding with the transmission distance. Moreover, considering

spatial resources of SDM-EONs, we can efficiently accommodate the various types of services
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by arranging the allocated resources in additional spatial channels with satisfying the physical

constraints. Then, the unique signal impairment in MCFs means inter-core crosstalk (XT). The

existing researches indicate the possibility of XT reduction from the perspective of networking,

while the existing schemes of XT reduction depend on the proposals of sophisticated structures

of MCFs. SDM-EONs also have the serious scalability problem because the spatial enlarge-

ment of optical networks makes optical switching requirements larger and more complex. In

particular, SDM-EONs explosively increase the power consumption of optical switching nodes

based on traditional architectures.

This dissertation proposes three schemes to solve the above issues. First, I propose a spec-

trally efficient path provisioning method considering RP problem. The proposed method divides

end-to-end single optical path into multiple optical sub-paths utilizing regenerations in order to

improve the spectral efficiency and fairness of SDM-EONs. Second, I proposed a path provi-

sioning method reducing spectral fragmentation and effectively accommodating several types

of services applications. I focused on a service reservation scheme that are considered to be

different for each service application, and the proposed method arranges the allocated resources

by constructing prioritized area in spectral and spatial domains. Third, I propose a path provi-

sioning method reducing inter-core XT of MCFs. The proposed XT reduction is based on the

prioritized core selection considering the qualitative characteristics and existing formulations

of XT in MCFs. The proposed method also improves the capacity of SDM-EONs by reduc-

ing fragmentation. Finally, I propose the energy-efficient SDM-EON system which consists of

switching node architecture and a path provisioning method. The proposed node architecture

reduce the power consumption by simplifying the signal processing modules which is required

for flexible filtering in EONs, and the proposed path provisioning method is designed to be suit-

able for the architecture. The proposed system also performs large network capacity considering

spectral fragmentation.

The dissertation evaluates the performance of the proposed schemes through computer sim-

ulations. I confirm the effectiveness of the proposed schemes from the evaluation. The contri-

butions of these proposals will help to expand the capacity of the future backbone networks.
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Chapter 1

Introduction

As a growth of the Internet, the network traffic has been increasing explosively. Furthermore,

the network traffic has diversified into various types; not only plain text data such as World

Wide Web or e-mail, but also multimedia data such as video streaming or voice over IP. Mobile

phones and other wireless devices widely spread, and people can easily access the Internet

without desktop computers. Ministry of Internal Affairs and Communications shows that the

Internet traffic volume is increasing exponentially in Japan [3], and Cisco Visual Networking

Index estimates the volume of global IP traffic in 2020 to be 194,374 PB per Month [4]. To

accommodate the increasing traffic, there is a requirement to expand the transmission capacity

of core optical networks. For realizing the large capacity optical network, wavelength division

multiplexing (WDM) technology has been developed [5, 6]. It enables to multiply its capacity

by multiplexing many wavelength channels into a single optical fiber.

However, the capacity expansion of the WDM technology is not enough, and we need fur-

ther enlargement of transmission capacity in order to accommodate future increasing traffic

request. Elastic optical network (EON) is a promising technology for future core/metro optical

networks which achieve the larger transmission capacity than that of traditional WDM net-

works [7, 8, 9, 10]. In the traditional WDM networks, allocated wavelengths are arranged with

fixed spacing, and the modulation format and other key parameters are designed to cope with

the worst case physical impairments for all network infrastructures. Therefore, the traditional

WDM networks waste their spectrum resources when bandwidth required for an optical path

is not sufficient to fill the entire capacity of wavelength. In contrast to the traditional WDM

networks, EONs can flexibly allocate minimum necessary spectrum resources to optical paths

. 1 .
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according to required bandwidth. The basic concept underlying EONs is presented in [7]. In

EONs, a unit of assigned spectrum resources is smaller than that of WDM networks; the unit

is known as a frequency slot (FS). EONs can flexibly select the appropriate number of FSs and

modulation format allocated to an optical path, depending on the required transmission rate and

optical reach [11, 2]. Figure 1.1 summarizes the unique features of EONs with regard to their

spectrum utilization. EONs flexibly supplies the cost-effective segmented optical paths, optical

paths with minimum necessary bandwidth, and spectrally effective aggregated optical paths.

Figure 1.1: Architecture of EON.

From the networking perspective, it is important to solve the routing and spectrum allocation

(RSA) problem, which is equivalent to the routing and wavelength assignment (RWA) problem

in WDM networks, in order to enhance the advantages in a transmission capacity of EONs by

effective resource management [12, 13]. In traditional WDM networks, the RWA problem has

one important constraint, which forces each optical path to be assigned the same wavelength at

all links for a high-speed and energy-efficient end-to-end all-optical transmission [14, 15, 16].

This constraint is known as wavelength continuity constraint, and it is transformed to a spec-

trum continuity constraint in the RSA problem. In EONs, the RSA problem also has additional
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constraint, which forces each optical path to be assigned contiguous FSs at all links. This is

because EONs utilize orthogonal frequency-division multiplexing (OFDM) modulation tech-

nique [17,18], and contiguous FSs are necessary to obtain the spectral advantages relating to an

overlap of OFDM subcarriers [8]. While EONs can flexibly establish optical paths with differ-

ent minimum necessary FSs, this heterogeneous bandwidth allocation makes new challenge. In

scenarios of heterogeneous bandwidth allocation, spectrum resources of EONs are fragmented

by repeating the establishment and release of optical paths. To improve the spectral efficiency

of EONs, it is important to take this spectrum fragmentation problem into account [19, 20, 21].

Various studies have explored the RSA problem, and many RSA algorithms have been

proposed to establish appropriate optical paths in EONs. There are mainly two different ap-

proaches to solve the RSA problem. The one is static RSA [22,23,24], and the other is dynamic

RSA [25,26,27]. The static RSA deals with the routing and FSs assignment during the network

planning stage. In the static RSA, traffic matrix is given in advance, and process of the routing

and spectrum allocation are performed off-line. In contrast to such a static traffic scenario, the

realistic network traffic changes from hour to hour and the timing of generating optical path

requests is unknown. Therefore, the dynamic RSA is more practical approach to solve the RSA

problem.

Additionally, the trade-off between the spectral efficiency and maximum transmission dis-

tance of modulation formats is the important factor to solve the RSA problem [11, 2]. EONs

can flexibly select not only the number of FSs but also the modulation formats according to

the optical signal-to-noise ratio (OSNR) of required optical path. When a short optical path is

required, EONs can select spectrally efficient modulation formats such as 16-QAM (quadra-

ture amplitude modulation) and 64-QAM because an OSNR of short optical paths tend to be

higher. On the other hand, when a long optical path is required, EONs have to select spec-

trally inefficient modulation formats such as quadrature phase-shift keying (QPSK) because an

OSNR of long optical paths tend to be lower. Owing to the spectral inefficiency of available

modulation formats, long-haul transmissions generally occupy wider bandwidth than short-hop

connections do. On this basis, EONs can incur substantial unfairness regarding the transmission

success rate and spectral efficiency, depending on the transmission distance. The RSA problem
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which includes the flexibility of modulation level is called routing, modulation and spectrum

allocation (RMSA) problem. The RMSA problem is also solved statically or dynamically by

various researchers [28, 29].

As described above, the continuity and contiguity constraints of the RSA problem are in-

troduced. The strictness of these constraints is based on the fact that EONs should not convert

optical signals from the perspective of energy-efficient, high-speed and all-optical networking.

This is called a transparent EON. In contrast, translucent EONs were proposed in [30] to pro-

vide further geographical scalability considering the reachability of modulation formats. The

proposed translucent EON architecture with virtualized elastic regenerators (VERs) permits in-

termediate cost-effective signal regenerations. Reference [30] also mentions the possibility of

spectrally efficient networking with optical regeneration. Figure 1.2 shows the concept of signal

regeneration in EONs. In this context, some researchers have solved the regeneration placement

(RP) problem in translucent EONs [31,32,33,34,35,36] by determining where each optical path

should be regenerated. There is a requirement of RP algorithms to directly improve the spec-

tral efficiency and the blocking probability in translucent EONs utilizing intermediate signal

regeneration because the existing works mainly utilize the signal regeneration to compensate

the signal degradation with additional power consumption.

Figure 1.2: Concept of signal regeneration at the intermediate node of translucent EONs.

Considering the future core optical networks, SDM-EONs have to accommodate various
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service applications. One of the important varieties of applications is a difference in their reser-

vation conditions. Traditionally, it is considered that traffic requests in optical networks need

to immediately reserve network resources in order to establish the transmission as soon as pos-

sible. On the other hand, there are some service applications that can tolerate a delay before

the service start time. The former are called immediate reservation (IR) requests and the lat-

ter are called advance reservation (AR) requests. In such a case, it is possible to enhance the

total resource utilization of optical networks by reserving future resources for AR requests.

However, in SDM-EONs, the reservation flexibility of AR request causes resource fragmen-

tation in the time domain. Moreover, the coexistence of IR and AR requests leads a lack of

available resources for IR requests because AR requests can exploit future available resources

before IR requests arrive. There are several researches considering coexistence of IR and AR

requests [37, 38], and there are some infeasible points relating to the traffic inspection or mod-

eling. Therefore, we need a service provisioning schemes which is suitable for a more realistic

coexistent scenario in SDM-EONs.

While EONs can dramatically expand a capacity of optical networks, the rate of increase in

the transmission capacity of the optical fiber has been gentle. This is because the transmission

capacity approaches the physical limit of the traditional optical fiber. One of the physical lim-

itations of the fiber capacity is related to the input power. The input power of the optical fiber

is restricted mainly by two factors. The first is fiber fuse phenomenon [39]. When the input

power in a fiber increases, the core of the fiber melts. This fiber fuse phenomenon continues

until the input power of the fiber is lowered. Because a greater amount of transmitted signals

yields a higher optical fiber power, the amount is limited. The second factor is signal degra-

dation relating to the nonlinear optical effects [40]. Various nonlinear optical effects generate

nonlinear interference among WDM signals. Therefore, to overcome the physical limitations

of traditional optical fibers and further expand fiber capacity, novel innovative optical fibers are

required [41].

In order to realize the further expansion of the fiber capacity, space-division multiplexing

(SDM) has been intensively researched in the past few years [42]. Multicore fiber (MCF) is

one of the new innovative fibers based on the SDM technology, and it is a strong candidate



6 Chapter 1. Introduction

of future optical fibers because of the simplicity of signal processing and easy replacement

from the existing optical fibers. One of the most significant problems of MCFs is an physical

impairment of transmission signals due to inter-core crosstalk (XT) because the signal degra-

dation suppresses the expansion of transmission capacity of MCFs. Considerable researches

on the design of MCFs have been reported in the past few years to pursue low inter-core XT

and longer transmission distance [43, 44, 45, 46]. Most of the studies on MCFs have been tried

to reduce XT of MCFs by contriving a structure of MCFs; for example isolated MCFs, whose

XT is low enough. However, from the perspective of the cladding diameter, such an isolated

structure tends to have a larger diameter than a non-isolated MCF. Therefore, a different way to

reduce XT of MCFs is required. In several experiments, it was assumed that the signals of the

same frequency were transmitted simultaneously at all cores in one MCF. Nevertheless, consid-

ering the network in total, there are many fibers that are not in such a high-crosstalk condition,

because of traffic demands and resource allocations. Thus, XT in MCFs can be reduced by

suitable network resource management, exploiting the available capacity.

Moreover, the appearance of SDM-based MCFs and an increase in the number of un-

derlying optical fibers, which are aimed at expanding transmission capacity of optical net-

works, is expected to enlarge and complicate optical switching nodes in optical networks.

In EONs broadcast-and-select and spectrum-routing are general optical switching node ar-

chitectures shown in Fig 1.3, that have enough flexibility to realize fully elastic optical net-

works [47, 48]. The spectrum selective switch (SSS), which is also called bandwidth variable

wavelength selective switch (BV-WSS) of a flexible WSS, is the most important signal pro-

cessing module in the optical nodes of EONs [9]. This is because SSSs can filter spectra with

an arbitrary width from input signals and switch them to arbitrary ports without signal repli-

cation, as shown in Fig. 1.4. In these architectures, SSSs are not only the main flexible signal

processing module but also the dominant module in terms of power consumption. When op-

tical switching nodes become complex and large-scale, cascaded SSSs dramatically increase

the power consumption of these optical switching nodes owing to the limited port count of

SSSs [49]. To suppress the increase in the number of signal processing modules, a hierarchical

optical switching node architecture using small optical cross connects (OXCs) as subsystem
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modules has been developed based on the traditional architectures [50]. This hierarchical node

architecture divides the switching component into subsystems of smaller OXC and suppresses

the increase in the number of cascaded SSSs. On the other hand, their subsystem-based par-

tially restricted switching negatively affects the transmission success rate, and there is a trade-

off between suppression of the modular cost and the transmission success rate. Therefore, it

is necessary to establish a completely different node architecture to achieve cost reduction and

successful transmission.

Figure 1.3: Traditional optical switching node architectures for EONs.

Figure 1.4: Concept of the SSS.

Reference [1] reduces the number of signal processing modules implemented in optical

nodes by introducing a completely different novel optical node architecture which is called
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an architecture on demand (AoD) node. In AoD nodes, an optical backplane, which is usu-

ally implemented using a large-port-count three-dimensional microelectromechanical system

(3D-MEMS), interconnects input/output ports and signal processing modules in an arbitrary

manner, as shown in Fig. 1.5. Use of an AoD node can reduce the number of signal processing

modules by supplying just enough signal processing because these interconnections are dynam-

ically constructed according to switching and signal processing requests. In other words, the

AoD concept requires an appropriate resource allocation method (which creates an appropri-

ate switching request) considering these interconnections in AoD nodes. Although AoD nodes

have the great advantages, they also have two important challenges. The one is the scalability

problem of the optical backplane. As shown in Fig.1.5, all the building modules implemented

in an AoD node are connected to a central optical backplane (3D-MEMS). When the number

of input/output ports and building modules are increased, the port count of 3D-MEMS required

for the optical backplane is too large to be implemented. Using multiple 3D-MEMSs is a sim-

ple solution to this problem; however, in order to switch signals between multiple 3D-MEMSs

freely, many 3D-MEMSs ports are used for intraconnections among them. A sophisticated

AoD construction using multiple 3D-MEMSs is required because wasting the switching ports

of a 3D-MEMS needs more 3D-MEMSs and increases the power consumption of AoD nodes.

The other challenge is a trade-off between the switching granularity and the number of required

modules. Although some studies have examined the energy efficiency of AoD nodes, reducing

their power consumption depends on reducing the number of SSSs, assuming switching re-

quests with coarse granularity, such as fiber switching. If EONs require fully flexible operation

for all input/output ports of AoD nodes, they still require the same number of SSSs as that of

traditional architectures.

As described above, a novel optical network architecture and transmission devices have

been intensively researched based on the background of the explosive increase in the Internet

traffic and the physical limit of the existing single-core single-mode fiber capacity. Space divi-

sion multiplexed-elastic optical networks (SDM-EONs) are integration of the introduced novel

techniques, and it is expected as a solution of the capacity problem of future optical networks.

Towards the extremely large capacity, the SDM-EONs have to solve the various challenges
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Figure 1.5: An AoD node architecture [1].

induced by their unique characteristics: complex management of fine-grained and spatially

multiplexed spectrum resources, physical constraints relating to optical reaches of modulation

formats and physical impairment in SDM-based optical fibers, and scalability of network equip-

ments. In this dissertation, a dynamic path provisioning method is proposed with the object of

further expansion in the capacity of SDM-EONs. The proposed optical path provisioning sys-

tem is conducted by appropriately solving the RSA problem taking these unique characteristics

into account.

First, this dissertation proposes a dynamic path provisioning method to mainly improve

the performance of long-haul transmission in SDM-EONs. There are two proposals based on

the two different spectrum assignment and regeneration placement (SARP) algorithms, respec-

tively. The proposed algorithms divide a single long optical path into multiple short optical

sub-paths at intermediate nodes where signal regeneration is implemented. The short opti-

cal sub-paths occupy fewer spectrum resources because more efficient modulation formats can

be adopted compared to those required for long optical paths, and the continuity constraint is

mitigated by allocating different FSs to different optical sub-paths. The proposed method not

only improves accommodation rate of long-haul transmission but also improves that of overall

SDM-EONs by allocating fewer spectrum resources. Moreover, the proposed method also has a

novelty on the fairness issue of EONs because the main improvement provided by the proposed

method is with regard to saving the performance degradation in long-haul transmission.

Second, this dissertation proposes a dynamic path provisioning method to reduce an amount

of XT in MCFs. The path provisioning policy is divided into two predefinitions: the predefined
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core prioritization for reducing XT in MCFs and the predefined core classification for reducing

spectrum fragmentation. The proposed method firstly focuses on the theoretical formulation of

XT in MCFs, and the fact that XT in MCFs is significant when the optical signals are transmitted

on the same frequency in adjacent cores. The prioritization policy aims at reducing significant

XT by selecting distant cores in MCFs as priority. Although the proposed method can provide

optical paths with less XT in MCFs by the prioritization, the transmission success rate is slightly

degraded because the prioritization is not ideal for the perspective of spectral efficiency. The

classification policy aims at reducing spectrum fragmentation by orderly spectrum assignment

based on the required bandwidths to compensate the degradation of transmission success rate.

The dissertation finally proposes a dynamic path provisioning method with energy-efficient

node configuration in SDM-EONs. The proposed method has two important factors: a novel

energy-efficient AoD node architecture and resource assignment method considering the pro-

posed AoD node architecture. The proposed energy-efficient node architecture requires partially

restricted spectrum allocation to adopt low-power-consumption modules for signal processing.

Then, I also propose a novel on-demand resource allocation method suited for the proposed

energy-efficient AoD nodes. The proposed resource allocation method simultaneously reduces

the blocking probability of optical path set-up requests in the entire network because its allo-

cation policy reduces spectrum fragmentation. Therefore, the proposed AoD node architecture

and on-demand resource allocation method can improve both power consumption and traffic

accommodation rate in SDM-EONs.

The rest of this dissertation is organized as follows. Chapter 2 explains the concept of

EONs and the various algorithm to solve the RSA with RP problem in EONs. The dynamic

SARP algorithms are proposed for path provisioning method in order to directly improve spec-

tral efficiency of SDM-EONs. The performance of the proposed SARP algorithms is evaluated

through the computer simulations in terms of the blocking probability and fairness. Chapter 4

explains the XT problem in MCFs in detail. The dynamic RSA algorithm is proposed for path

provisioning method in order to reduce the amount of XT in SDM-EONs, in which MCFs are

implemented. The performance of the proposed RSA algorithm is evaluated through the com-

puter simulations in terms of the blocking probability, number of fragments, and crosstalk per
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slot (CpS). Chapter 5 explains the configuration of switching nodes in EONs. The energy-

efficient AoD node architecture is proposed, and the RSA algorithm which cooperate with the

proposed node architecture is also proposed for path provisioning method in order to establish

an energy-efficient total network system. The performance of the proposed system is evaluated

through the computer simulations in terms of the blocking probability, qualitative scalability,

quantitative scalability, total power consumption, and topological dependency. Chapter 6 con-

firms the validity of the proposed path provisioning methods based on the simulation results in

the previous chapters. Finally, future works are addressed.





Chapter 2

Optical Path Provisioning
with Regeneration Placement

2.1 Introduction

The rapid increases in the volume of Internet traffic requires the future optical core network to

obtain higher spectral efficiency for larger network capacity. Elastic optical networks (EONs)

have been studied as possible alternatives to overcome the inefficiencies of WDM technol-

ogy [7,8]. In EONs, the unit of the assigned spectrum resource is smaller than that of the WDM

network, and the unit is known as a frequency slot (FS). In an EON, spectrum resources are

allocated by selecting the appropriate modulation format and number of FSs, depending on the

required demand size and optical reach. From a networking perspective, it is essential that the

routing and spectrum assignment (RSA) problem be solved to utilize EONs efficiently, and this

requires the continuity and contiguity constraints to be satisfied [12]. The continuity constraint

requires that each FS be assigned to the same optical path for all links along the transmission

route, while the contiguity constraint requires that the FSs assigned to one optical path must

be contiguous in the spectrum domain. However, it is difficult for long-haul connections to

satisfy these two constraints. In addition, long-haul connections are inefficient in terms of their

modulation formats [2]. Owing to the short reachability of a spectrally efficient modulation

format, a long-haul connection tends to occupy wider bandwidth than a short-hop connection.

On this basis, EONs can incur substantial unfairness regarding the transmission success rate

and spectral efficiency, depending on the transmission distance. One solution to this unfairness

. 13 .
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problem is to introduce signal regeneration at intermediate nodes, which can dramatically mit-

igate the continuity and modulation format constraints, although it leads to additional expense

for equipment, power consumption, and transmission delay.

In this chapter, I propose novel dynamic spectrum allocation and regeneration placement

(SARP) algorithms to improve the transmission performance and unfairness of long-haul con-

nections. The proposed method divides a single long optical path into multiple sub-short optical

paths connected by intermediate nodes where signal regeneration is implemented. The short

optical sub-paths occupy fewer spectrum resources because more efficient modulation formats

can be adopted compared to those required for long optical paths, and the continuity constraint

of EONs is mitigated by allocating different FSs to different optical sub-paths. The proposed

method not only improves the transmission success rate of long-haul connections but also im-

proves that of the overall network by allocating fewer spectrum resources. There are three main

contributions of this chapter. First, novel SARP algorithms are proposed that consider signal

regeneration at intermediate nodes. Second, I provide performance evaluations of the proposed

algorithm for various network environments. Third, I discuss the requirements of fairness in

EONs.

The rest of this chapter is organized as follows. Section 2.2 explains transparent and translu-

cent EONs. Section 2.3 proposes dynamic SARP algorithms that consider regeneration for fair

EON transmissions. Section 2.4 evaluates the performance of the proposed method and dis-

cusses the fairness of EONs, and Section 2.5 concludes the chapter.

2.2 Network Architecture and Networking Problem

2.2.1 Elastic Optical Networks

Elastic optical networks (EONs) employ Orthogonal Frequency Division Multiplexing (OFDM)

technology which is utilized in wireless communication. EONs can utilize spectrum resources

more efficiently than traditional fixed-grid WDM networks by utilizing OFDM technology and

modulation techniques [51]. An OFDM-based EON architecture was proposed as spectrum-

sliced elastic optical path network (SLICE) in [7]. The concept of SLICE is to allocate spectrum

resources flexibly for end-to-end optical paths against the traditional WDM networks which
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adapt rigid spectrum width. This spectrum resource allocation is performed according to the

traffic volume and user request.

Figure 1.1 shows the difference between traditional WDM networks and EONs. In tradi-

tional WDM networks, optical channels are aligned in fixed equal intervals. Therefore, the 10

Gbps optical path request needs the same bandwidths as the 100 Gbps optical path request.

This spectrum resource allocation causes the inefficient utilization of spectra. Moreover, three

optical paths of 100 Gbps are needed when a 300 Gbps optical path is requested. In this case,

the spectrum resources between the optical paths are wasted. The main contribution of this

network architecture is the efficient utilization of limited spectrum resources by ensuring the

unit of spectrum allocation has fine granularity, and allocating only the minimum necessary

bandwidth to each transmission request [7, 8, 9, 10].

In EONs, advanced modulation technologies are adopted in order to achieve high spectrum

resource utilization and to reduce the transmitted symbol rate [8]. In EONs, optical signals

with the various data rate can be generated by adjusting the modulation format. Basically,

a higher-level modulation format with more bits per symbol is selected under the limitation

of the minimum optical signal to noise ratio (OSNR) required to decode the data. M-Phase

Shift Keying (M-PSK) and M-Quadrature Amplitude Modulation (M-QAM) are example of

the familiar modulation format. Reference [8] describes the details of each modulation format

as below.

• M-PSK: Phase-shift keying (PSK) is a modulation format that transmits data by modulat-

ing the phase of a transmitted signal. M-PSK is a multiphase modulation technique, and

M is the number of phases which are utilized for encoding signals. Binary phase-shift

keying (BPSK) is the simplest form of PSK; it can be called 2-PSK. BPSK supports 1

bit per symbol by utilizing two phases that are separated by 180◦. Quadrature phase-shift

keying (QPSK), which is also called 4-PSK, supports 2 bit per symbol because it utilizes

four phases that are separated by 90◦. Example constellation diagrams of M-PSK are

illustrated in Fig. 2.1 (a). This figure includes 8PSK as a higher-order M-PSK formats.

• M-QAM: M-QAM is a modulation format that transmits data by modulating not only the
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4QAM 16QAM

(b) Example constellation diagrams of M-QAM modulation

64QAM

(a) Example constellation diagrams of M-PSK modulation

QPSKBPSK 8PSK

Figure 2.1: Example constellation diagrams of M-PSK and M-QAM modulation.
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phase but also the amplitude of a transmitted signal in order to increase its symbol rate.

In M-QAM, two M-level amplitude-modulated signals are multiplexed onto two carriers

of the same frequency with phase shift of 90◦. 4QAM, 16QAM, and 64QAM are defined

for 2, 4, and 6 bits/symbol, respectively. M-QAM can transmit data more efficiently than

simple format which only modulates the amplitude or the phase of a reference signal.

However, M-QAM is more affected by noise. Example constellation diagrams of M-

QAM are illustrated in Fig. 2.1 (b).

The capacity of signals, which are modulated by these modulation formats, are explained

as follows. When the capacity of a subcarrier modulated by BPSK supporting 1 bit/symbol

is defined as C Gb/s, the capacity of subcarrier modulated 16QAM supporting 4 bits/symbol

corresponds to 4C.

1 2 3 4 5 6 7 8 9 10 11 12 1314

Number of node hops

B
E
R

DP-16QAM 
(45GHz)

DP-QPSKM 
(45GHz)

Figure 2.2: The relationship between the number of node hops and BER [2].

Figure 2.2 shows obtained bit error rate (BER) curves as a function of node hops for various

3dB widths of the filter, when single-carrier dual polarization (DP) 112 Gb/s 16-QAM and DP-

QPSK signals are transmitted [2]. The offset between the center frequencies of the signal and

optical filter is set to 2.5 GHz. Figure 2.2 shows that the larger the number of node hops is, the

worse performance the BER indicates. The required signal to noise ratio (SNR) for BER scales

linearly with OSNR, which in turn is dependent on the number of optical amplifiers traversed in

the network [52]. Therefore, it is possible to utilize spectrum resources efficiently by selecting

appropriate modulation format according to the transmission distance.
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Spectrum resources in EONs are efficiently allocated with a flexible grid according to the

physical requirement of each connection. This flexibility is provided by the fine-grained unit, or

frequency slot (FS), used to assign spectrum resources in EONs. Because EONs can allocate the

minimum necessary FSs to each connection depending on the required bandwidth, the spectral

efficiency of EONs is higher than that of conventional WDM networks. The number of required

FSs depends on the transmission distance of each connection. When a connection requires a

short transmission distance, the network can select a spectrally efficient modulation format,

such as 16-QAM or 64-QAM, although these modulation formats have short optical reaches.

On the other hand, when connections require a long transmission distance, the network must

select a spectrally inefficient modulation format, such as quadrature phase-shift keying (QPSK),

because of the lower optical signal-to-noise ratio. Thus, the distance-adaptive spectrum assign-

ment method in EONs reduces the need for spectrum resources [11,2]. Simultaneously, there is

the unfairness regarding the transmission success rate and spectral efficiency, depending on the

transmission distance.

Considerable researches focusing on EONs have been undertaken [53, 54, 9, 10]. Refer-

ence [53] discusses signaling for elastically using spectrum resources per an ITU-T grid. Ref-

erence [54] proposed the Bandwidth Squeezed Restoration (BSR), which sets up backup links

to mitigate link failure. This BSR framework classifies all transmissions either into the best

effort type or not, and a back-up route is set up by adjusting the best effort transmission. Refer-

ence [9] discusses the building blocks and enabling technologies of EONs, such as the spectrum

selective switch and bandwidth variable transponder. The benefits and the challenges of future

EONs are summarized in Ref. [10].

2.2.2 Routing, Modulation and Spectrum Allocation Problem

The most important problem to solve when planning EONs is the RSA problem [9], which is

equivalent to the routing and wavelength assignment (RWA) problem in rigid WDM networks.

In traditional WDM networks, the RWA problem has one important constraint, which forces

each connection to be assigned the same wavelength at all links for end-to-end all-optical trans-

mission. This constraint is known as the wavelength continuity constraint. While the RSA
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problem also has this spectrum continuity constraint, it also has one additional constraint re-

lated to spectrum allocation. In EONs, FSs must be contiguously allocated to one connection

at all links. This constraint is known as the spectrum contiguity constraint. The RSA problem

can be solved using a combination of route and spectrum that satisfies these two constraints.

Moreover, the modulation format of FSs can be flexibly selected according to the transmission

distance in EONs [11, 2].

Static approach

Various studies [12, 13, 22, 23, 24] have explored the RSA problem in EONs. Detailed RSA al-

gorithms for EONs were proposed in [12, 13]. Other researchers [13] solved the RSA problem

by using integer linear programming (ILP). The objective of ILP is to minimize the number of

FSs that are assigned to at least one connection in the network under a static traffic matrix. The

RSA problem can be solved by ILP when it is supposed that a network is small enough; for

example, it has less than 10 nodes. However, the RSA problem is classified as NP-hard, and

is too complex to solve computationally by ILP because there are too many variables: links,

fibers, frequency, spatial channels in SDM optical networks, etc. Therefore, these authors pro-

posed heuristic algorithms to solve the RSA problem for large networks. The heuristic approach

in [12] divided the RSA problem into two sub-problems: routing and spectrum allocation. Ref-

erence [22] proposed two heuristic algorithms that maximized the reuse of spectrum resources.

These algorithms assigned a higher priority to larger traffic demands because otherwise it was

difficult to satisfy the continuity constraints. Reference [23] proposes two heuristic algorithms,

maximizing the reuse of spectrum resources. In these algorithms, larger traffic demand has a

higher priority because it is difficult to satisfy the continuity constraints of the RSA problem

for such demand. Reference [24] considers “Time-varying” required transmission rate, and

proposed spectrum expansion/contraction policies reduce blocking probability of networks by

spectrum sharing. Reference [24] introduces theoretical calculation of blocking probability and

compares it with dynamic network simulations.



20 Chapter 2. Optical Path Provisioning with Regeneration Placement

Dynamic approach

These ILP-based static RSA solutions assume that a complete traffic matrix is provided in ad-

vance. However, in realistic optical networks, transmission requirements arrive dynamically

and continuously. Therefore, it is important to adapt a dynamic approach to solve the RSA

problem according to the rapidly changing network traffic [25,26,27,55,56,57,29]. In dynamic

approaches, the optical paths are provisioned on-demand. Reference [25] experimentally eval-

uates efficient strategies in a GMPLS-controlled EON for dynamic source/PCE (path compu-

tation element) routing algorithms. Reference [26] presents an OpenFlow-based control plane

for EONs for dynamic end-to-end path provisioning and IP traffic offloading. Reference [27]

compares three types of dynamic spectrum allocation scenarios: fixed, semi-elastic, and elastic

network scenarios. Reference [55] proposes semi-flexible grid networks in a dynamic net-

work scenario. The semi-flexible grid network has almost the same blocking probability as

conventional flexible grid networks, while the network system uses fixed grid interfaces. Ref-

erence [56] proposes zone-based spectrum assignment for dynamic RSA problem. In [57], a

dynamic load-balancing RSA algorithm was proposed, which includes modulation format se-

lection that considers the quality of transmission estimated based on the fiber nonlinearity effect

and the impairment of intermediate nodes. Reference [29] proposes dynamic RMSA method

considering multipath connection establishment. To further investigate the optical path selection

process, the proposed online/offline path computation methods are compared.

Fragmentation problem

In EONs, spectrum fragmentation becomes serious problem that adversely affects the spectral

efficiency of EONs [20, 19, 21, 58, 59, 60, 29, 61]. This problem arises because EONs flexibly

allocate various amounts of bandwidth to connections, depending on the required modulation

format and transmission distance, and the spectral resources become fragmented by the repet-

itive setup and release of these heterogeneous bandwidth requests. Although the sum of the

available spectrum resources is sufficient, the continuity and contiguity constraints cannot al-

ways be satisfied due to fragmentation. Reference [19] proposes two heuristic algorithms for
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ILP formulations of the network defragmentation problem in flexible optical WDM. Refer-

ence [21] proposes a network reconfiguration scheme that reroutes existing optical paths to

reduce fragmentations. The studies reported in Refs. [58, 59, 60] attempted effective defrag-

mentation in various ways. Reference [58] proposes two defragmentation algorithms using

the Path Connectivity in flexible bandwidth networks. The Path Connectivity reveals the diffi-

culty of transmitting traffic in the optical path on the basis of the spectral usage matrix. Refer-

ence [59] decomposes the RSA problem into multipath computation and spectrum assignment

sub-problems. These sub-problems are handled sequentially in order to solve the proposed ILP

model. Reference [60] experimentally evaluates the proposed fragmentation-aware routing and

spectrum allocation algorithms in a software-defined network enabled by OpenFlow. In [29],

the fragmentation ratio, which was based on the maximum size of the available slot blocks,

was defined and evaluated. A detailed dynamic defragmentation algorithm based on connec-

tion reconfiguration, which permits the interruption of transmissions, was proposed in [61].

The connection reconfigurations can migrate traffic based on the proposed dependency graph

model, and the proposed defragmentation timing selection minimizes the disruption time of the

reconfigurations.

2.2.3 Regeneration Placement in Translucent EONs

In the previous subsection, I introduced the continuity and contiguity constraints of the RSA

problem. The strictness of these constraints is based on the fact that EONs do not convert optical

signals. This is called a transparent EON. In contrast, translucent EONs were proposed in [30]

to provide further geographical scalability. The proposed translucent EON architecture with

virtualized elastic regenerators (VERs) permits intermediate cost-effective signal regenerations

for multiple optical channels with various modulation formats. Reference [62] also mentions

the possibility of spectrally efficient networking with optical regeneration.

Some researchers optimized the regeneration placement (RP) problem in translucent EONs [31,

32,33] by determining where each optical path should be regenerated. Reference [31] proposed

a mixed-integer linear programming (MILP) formulation for the RSA with RP problem. The
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objective of the MILP is minimizing the highest FS required to accommodate the network traf-

fic. Due to the scalability limitations of the MILP approach, recursive heuristic algorithms

were also proposed to solve the formulated MILP problem for realistic networks. The pro-

posed heuristic approach divided the whole traffic matrix into small submatrices, and solved

the MILP for each submatrix. Reference [32] also proposed a MILP formulation and heuristic

algorithms for the RSA with RP problem. The objective of the MILP is minimizing the oc-

cupied spectral resources and maximize the spectral efficiency by regeneration. A weighting

coefficient was introduced to control these contributions. Reference [33] formulated the rout-

ing, spectrum, transceiver, and regeneration allocation (RSTRA) problem as an ILP problem. In

the RSTRA problem, the transceivers are used for transmitting/receiving optical signals from/at

source/destination nodes or regenerations. Solutions to the RSTRA problem minimize the spec-

trum and transceiver usage based on a weighting coefficient. Reference [33] also proposed a

metaheuristic algorithm based on the simulated annealing approach to solve the optimization

problem.

To implement the solution to the RSA with RP problem in realistic dynamic networks, on-

demand algorithms must be developed. References [34, 35, 36] are the studies that focus on

the RSA with RP problem in dynamic translucent EONs. Reference [34] proposed an energy-

aware multidomain service provisioning algorithm for the limited RP scenario, which supposes

that regenerators are placed at the border nodes of domains. Reference [35] proposed an RSA

algorithm that considered novel criteria of regenerations. Reference [35] also proposed an RP

algorithm that showed possible improvements to the usage of regenerators in the proposed RSA

algorithm. Reference [36] proposed energy-efficient RSA with RP algorithms. The power

consumption models proposed in [36] include the power consumption of five elements: op-

tical cross connects, IP routers, transponders, regenerators, and amplifiers. In the proposed

algorithm, the RP problem is sequentially solved to satisfy the required bit error rate for the

pre-searched available optical path and spectrum. Therefore, the RP algorithm in [36] provided

an indirect approach to improving the spectral efficiency and blocking probability of dynamic

translucent EONs.

In this chapter, I propose a joint algorithm to solve the combined problem of RMSA and RP.
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Because the RMSA problem is classified as NP-hard, the combined problem is also classified

as NP-hard, and it is impossible to compute an optimum solution. Then, I adopt a dynamic

approach in order to consider realistic network scenarios. The proposed algorithm provisions

optical paths with directly improving the spectral efficiency and reducing the blocking proba-

bility in translucent EONs utilizing intermediate signal regenerations, as shown in Fig. 1.2. The

main improvement provided by the proposed method is with regard to long-haul connections,

while it also reduces the unfairness of EONs.

2.3 On-Demand Spectrum Allocation
and Regeneration Placement Dividing Optical Paths

2.3.1 The Concept of Path Division

In this section, I discuss how the proposed on-demand SARP algorithms improve the blocking

probability and fairness of translucent EONs. The basic idea is to mitigate the two constraints by

dividing spectrally inefficient long optical paths into multiple sub-short optical paths with signal

regeneration. The path set-up example in Fig. 2.3 illustrates the efficiency of the path division

for a connection requiring an optical path from node A to node D where the total transmission

distance is 4,200 km. In Fig. 2.3(a), the transparent EON tries to establish the transmission with

a single long-haul optical path using QPSK due to its optical reach. However, the connection

request is rejected because the optical path cannot satisfy the continuity constraints between

node C and node D. On the other hand, in Fig. 2.3(b), the translucent EON also tries to establish

a transmission path from node A to node D. In the translucent scenario, the transmission is

established by two optical sub-paths from node A to C and from node C to D while utilizing

signal regeneration at node C. The path division in translucent EONs has two advantages. The

first is the selection of 8-QAM as the high-level modulation format because optical sub-path

A is short enough to adopt it, which reduces the number of required FSs between node A and

C. The second is the mitigation of the RSA continuity constraint. Signal regeneration allows

each optical sub-path to be assigned to different contiguous FSs. Based on this example, it is

clear that path division can improve the spectral efficiency and reduce the blocking probability

of long-haul transmissions with signal regenerations.
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Figure 2.3: Comparison of two different path setup scenarios. (a) Transparent scenario w/o
regenerations. (b) Translucent scenario w/ regenerations.
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I propose two different SARP algorithms. The first is the “spectrally efficient SARP (SE-

SARP) algorithm,” which provides spectrum allocation with proactive RP to rejections of con-

nection requests. The second is the “blocking aware SARP (BA-SARP) algorithm,” which

provide spectrum allocation with reactive RP to rejections of connection requests. The differ-

ences between these algorithms are related to both “how” and “when” the RP problem should

be solved. A detailed description of these two algorithms is presented in the following sections.

2.3.2 Spectrally Efficient Spectrum Allocation
and Regeneration Placement

The SE-SARP algorithm carefully divides the optical paths so that the highest-level modulation

format can be adopted for each sub-path. The path division procedure is conducted proactively

before solving the RSA problem to minimize the required bandwidth. This algorithm provides a

simple sub-optimal dynamic solution because optical paths established by the algorithm always

occupy as narrow bandwidth as possible. Although the SE-SARP algorithm has the highest

spectral efficiency, a massive number of regenerations is required.

A flowchart of the overall on-demand path provisioning method in the SE-SARP algorithm

is shown in Fig. 2.4. The process involves the following four steps. (1) When a new connection

request arrives for a source-destination (SD) pair, the transmission route with the fixed short-

est path is selected. The fixed shortest paths were calculated for all the SD pairs in advance.

(2) After the routing process, the SE-SARP algorithm divides the end-to-end optical path into

multiple optical sub-paths based on Alg. 2.1. The purpose of the path division in Alg. 2.1 is to

allow for the highest possible modulation format in each optical sub-path. (3) Then, the avail-

able highest-level modulation format is selected for each optical sub-path according to the reach

of the modulation format, and the number of required FSs is also calculated depending on the

selected modulation format and demand size. (4) If there are no available FSs that satisfy the

two constraints of the RSA problem for all optical sub-paths, the connection request is rejected.

Otherwise, the proposed algorithm allocates FSs for the optical sub-paths according to a first-fit

policy, and the connection request succeeds.
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Figure 2.4: Flowchart of the SE-SARP algorithm.

Algorithm 2.1 Path division algorithm in SE-SARP
Require: network topology: G(V,E), distance of link e: De, set of the links in the selected

route: R, reach of the highest-level modulation format: M .
Ensure: set of the nodes in which regeneration is placed: VRP .

1: d← 0
2: for k = 1 to |R| do
3: e← the k-th link of the selected route from the source node.
4: if De ≥M then
5: v ← the source-side edge node of the e (k ̸= 1).
6: VRP ← v
7: v ← the destination-side edge node of the e (k ̸= |R|).
8: VRP ← v
9: d← 0

10: else if d = 0 then
11: d← De

12: else
13: if d+De > M then
14: v ← the source-side edge node of the e.
15: VRP ← v
16: else
17: d← d+De

18: end if
19: end if
20: end for
21: return VRP
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2.3.3 Blocking Aware Spectrum Allocation
and Regeneration Placement

The BA-SARP algorithm divides an optical path when a transparent single optical path cannot

be allocated to a required connection. In this algorithm, the path division procedure is conducted

reactively depending on the blocking of the connection request. In comparison to the SE-SARP

algorithm, this algorithm provides a reasonable solution from the perspective of the required

number of regenerations. The BA-SARP algorithm can improve the performance of translucent

EONs, while suppressing excessive increases in the number of regenerations.

A flowchart of the overall on-demand path provisioning method with the BA-SARP algo-

rithm is shown in Fig. 2.5. The process involves the following six steps. (1) When a new

connection request arrives for a source-destination (SD) pair, the transmission route with the

fixed shortest path is selected. The fixed shortest paths were calculated for all the SD pairs in

advance. (2) After the routing process completes, the available highest-level modulation format

is selected for the single end-to-end optical path, and the number of required FSs is also calcu-

lated depending on the selected modulation format and demand size. (3) If there are available

FSs that satisfy the two constraints of the RSA problem, the connection request succeeds, and

the proposed BA-SARP algorithm completes. (4) Otherwise, the BA-SARP algorithm divides

the end-to-end optical path into two optical sub-paths based on Alg. 2.2. The purpose of the

path division in Alg. 2.2 is to divide the optical path at the source-side edge node of the link in

which available FSs cannot be found. When the links which qualifies the condition are different

depending on the focused FSs, the algorithm selects the link that is the farthest from the source

node. (5) After path division, the available highest-level modulation format is selected for each

optical sub-path according to the reach of the modulation format, and the number of required

FSs is also calculated depending on the selected modulation format and the demand size. (6) If

there are no available FSs that satisfy the two constraints of the RSA problem for all optical sub-

paths, the connection request is rejected. Otherwise, the proposed algorithm allocates the FSs

for the optical sub-paths according to the first-fit policy, and the connection request succeeds.
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Figure 2.5: Flowchart of the BA-SARP algorithm.
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Algorithm 2.2 Path division algorithm in BA-SARP
Require: network topology: G(V,E), set of the links in the selected route: R, Binary variable

that equals 1 if i-th FS is not available in link e: fe,i, set of fe,i: F , the number of required
FSs: ∆f .

Ensure: the node in which regeneration is placed: v.
1: lmax = 0
2: for i = 1 to |F| −∆f do
3: l← 0
4: for k = 1 to |R| do
5: e← the k-th link of the selected route from the source node.
6: if fe,i + fe,i+1 + · · ·+ fe,i+∆f−1 = 0 then
7: l← l + 1
8: continue
9: else if lmax < l then

10: lmax = l
11: v ← the source-side edge node of the e.
12: break
13: end if
14: end for
15: end for
16: return v

2.3.4 Spatial Channel Selection

I introduce simple fragmentation-aware (FA) policy regarding with spatial channel selection

schemes for SDM-EONs. After solving the RSA with RP problem and deciding the selected

FSs, SDM-EONs have to select the spatial channels of all links along the transmission route.

In order to reduce the spectral fragmentation, the FA policy preferentially selects the spatial

channels, in which the selected FSs are allocated without a gap between the focusing FSs and

used FSs with regard to at least one of its upside and downside in a spectral domain. Otherwise,

the FA policy selects spatial channels according to the first-fit policy.

2.4 Performance Evaluation

2.4.1 Simulation Model

I used my own C++ simulator to evaluate the proposed method. I adopted the JPN-12 (shown

in Fig. 2.6 [63]) and US Backbone (shown in Fig. 2.7 [29]) topologies. The JPN-12 topology

had 12 nodes and 17 links, while the US Backbone topology had 24 nodes and 43 links. Each

link had eight optical fibers, which are spatial channels of SDM-EONs, for each direction. The
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width of the FS was set to 12.5 GHz, and the total amount of spectrum resources per fiber was

set to 4 THz (C band). Therefore, the number of FSs per fiber was W = 320. The connection

requests were assumed to arrive according to a Poisson process with an average arrival rate λ,

and the service time of each connection was assumed to follow a negative exponential distribu-

tion with an average 1/µ. Thus, overall traffic intensity is represented by λ/µ. The connection

requests randomly required one source–destination (SD) pair; the traffic load (Erlang) means

traffic intensity per SD pair, and it is represented by i
N ·(N−1)

· λ
µ

. The required demand size was

randomly distributed between 12.5 and 200 Gbps. The number of required FSs was determined

by the transmission distance and demand size, as shown in Table 2.1, which was based on [29].

Note that 32-QAM was only used in the JPN-12 topology. The “Transparent” method is in-

troduced for comparison purposes, which allocates available spectra according to the first-fit

policy of the FS index without regeneration.

Figure 2.6: JPN-12 topology. The link dis-
tances are in kilometers.

Figure 2.7: US Backbone topology. The
link distances are in kilometers.

2.4.2 Bandwidth Blocking Probability

The bandwidth blocking probability (BBP) is used to evaluate the performance of the connec-

tion setups in EONs. In this chapter, the BBP is defined as the ratio of the total blocked demand

size to the total required demand size.

Figures 2.8 and 2.9 depict the BBP of the overall network versus the traffic load. The BBP of
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Table 2.1: Simulation parameters

Parameters Values
Capacity of an FS 12.5×m Gbps
Number of FSs for guard-band per connection 1
Transmission reach of BPSK (m = 1) 9600 km
Transmission reach of QPSK (m = 2) 4800 km
Transmission reach of 8-QAM (m = 3) 2400 km
Transmission reach of 16-QAM (m = 4) 1200 km
Transmission reach of 32-QAM (m = 5) 600 km

the overall network can be decreased by the two proposed SARP algorithms with path division.

When the BBPs were several percent in the JPN-12 topology, the amount of accommodated

traffic increased by approximately 3% and 34% for the BA-SARP and SE-SARP algorithms,

respectively. When the BBPs were several percent in the US backbone topology, the amount

of accommodated traffic increased by approximately 18% and 225% in the BA-SARP and SE-

SARP algorithms, respectively. A comparison of these two figures indicates that the BBP reduc-

tions by the proposed methods are higher in large-scale networks. This is especially true for the

BBP improvement of SE-SARP in the US backbone topology because it had longer-distance SD

pairs than those in the JPN topology, and the cascaded regenerations in the SE-SARP algorithm

provided greater spectral improvement.
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2.4.3 Normalized Throughput and Fairness Index

I now introduce the normalized throughput (NTP) to evaluate the fairness of EONs. In this

chapter, the throughput is defined as the sum of the demand size of the established connections

per unit time. Reference [64] defined the normalized throughput to evaluate the performance of

each base station in wireless networks. In Ref. [64] the normalized throughput of the i-th base

station Tnorm,i is defined as

Tnorm,i =
Ti

Li

, (2.1)

where Ti and Li is the throughput and traffic load of i-th base station, respectively. I also intro-

duce a fairness index (FI) to more directly evaluate the fairness of EONs. The FI is originally

defined in [65], and Ref. [64] extended the definition to evaluate the fairness for throughput of

base stations. Utilizing the NTP, the FI F is defined in [64] as follows.

F =

(
NBS∑
i=1

Tnorm,i

)2

NBS ·

(
NBS∑
i=1

T 2
norm,i

) . (2.2)

Note that NBS is the number of base stations in the network. I utilize these definitions by

replacing the term “base station” with “SD pair.”

The NTP of each SD pair is shown in Figs. 2.10 and 2.11 when the overall-network traffic

load was 6400/10000 Erlang, which means traffic load was 48.48. . . /18.11· · · Erlang, in the

JPN-12/US backbone topology. The horizontal axes show the SD pairs which are sorted in

the ascending order of the distance of their fixed shortest paths. In the transparent EON, most

of the long-distance SD pairs had low throughput because it was more difficult to satisfy the

spectrum continuity constraint over long distances than it was for the short-distance SD pairs.

This was also because the highest-level modulation format was frequently unavailable for them;

thus, the required bandwidth tended to be wider. The proposed methods primarily improved the

throughput of long-distance SD pairs, which is typically poor in transparent EONs. Conversely,

some of the short-distance SD pairs in the proposed methods had lower throughput than those

in the transparent EON. Figures 2.12 and 2.13 show the FI for the NTP of SD pairs. The results
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show that the proposed methods that had high performance in terms of their BBP evaluations

also scored high on the FI. To summarize the results and discussions in Sections 2.4.2 and 2.4.3,

the proposed SARP algorithms primarily improved the performance of long-haul transmissions

and improved the fairness of EONs related to the SD pairs.
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Figure 2.10: NTP of the SD pairs (JPN).
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Figure 2.11: NTP of the SD pairs (US backbone).

2.4.4 Maximum Number of Regenerations

The maximum number of regenerations (MNR) was evaluated to assess the performance of

regeneration placement. The MNR is defined as the maximum number of regenerations simul-

taneously utilized in the overall network or in each node throughout the simulation trials.

Figures 2.14 and 2.15 depict the MNR of the overall network versus the traffic load. The

MNR of both proposed methods linearly increased with regard to the traffic load. The SE-

SARP algorithm performed better than the BA-SARP algorithm from the perspective of the

BBP; however, these results show that the BA-SARP algorithm required fewer regenerations.
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Figure 2.12: Fairness index for NTP of SD
pairs (JPN).
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Figure 2.13: Fairness index for NTP of SD
pairs (US backbone).

The difference in the MNR performance was significant in large-scale networks, as was the case

for the BBP performance.

Figures 2.16 and 2.17 depict the MNR of each node when the traffic load was 6400/10000 in

US backbone/JPN-12 topology. The results of these evaluations indicate the number of regen-

erators that were required in each node to achieve the BBP performance shown in the previous

subsection. The comparison of the two proposed methods in these figures demonstrates that

the nodes that required many regenerators were the same for both methods, and the required

number of regenerators for each node varied widely. In particular, Fig. 2.17 indicates that more

than 70% of the total number of regenerators were located at only three nodes in the BA-SARP

method in the US backbone topology.

2.4.5 Discussion

In this subsection, I discuss which algorithm performed better. I introduce the BBP improve-

ment (BBPI) parameter to this discussion to represent the degree to which the BBP was im-

proved per each required regeneration. The BBPI of the SE-SARP ISE is defined as follows.

ISE =
1− PSE

PTP

NSE

. (2.3)

Note that PSE is the BBP of the SE-SARP, PTP is the BBP of the “Transparent,” and NSE is the

MNR of the SE-SARP. The BBPI of the BA-SARP IBA is similarly defined utilizing the BBP
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Figure 2.14: MNR of the overall network
(JPN).
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of the BA-SARP, the BBP of the “Transparent,” and the MNR of the BA-SARP. The BBPIs

of both algorithms are shown in Figs. 2.18 and 2.19. These results indicate that the BA-SARP

algorithm is superior to the SE-SARP in terms of the efficient utilization of regenerations. It

should be noted that there are some constraints related to the cost and scale of each node in

realistic EONs, although these constraints are not addressed in this chapter. Therefore, my

results show that the BA-SARP algorithm is more practical than the SE-SARP algorithm.
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Figure 2.18: BBPI of the overall network
(JPN).
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Figure 2.19: BBPI of the overall network
(US backbone).

2.5 Conclusion

To address capacity challenges in large scale core optical networks, translucent EONs, which

regenerate the optical path at intermediate nodes, have been proposed and investigated. In terms

of spectral efficiency, the regenerated shorter optical paths have significant advantages related to

the selection of modulation format and continuity constraint of the RSA problem. In this chap-

ter, I investigated the dynamic RSA with RP problem in translucent EONs, and focused on the

improvement of the spectral efficiency by RP. In my proposed spectrally efficient or blocking-

aware SARP algorithms, the path division method utilizing optical regeneration improved the

performance of long-haul transmissions by allowing the selection of higher-level modulation

formats and changes in the signal frequencies. I evaluated the proposed method using extensive

computer simulations, and found that the proposed method could reduce the BBP of the over-

all network. The improvement was particularly effective for long-haul transmission requests;
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therefore, the throughput of SD pairs in translucent EONs can be made fairer. In conclusion,

I determined that the BA-SARP algorithm was a more practical method than the SE-SARP

algorithm because the BBP improvement per required regeneration was higher.





Chapter 3

Optical Path Provisioning
Considering a Variety of Reservation

3.1 Introduction

The elastic optical network (EON) was introduced by [7] as a promising technology to increase

the transmission capacity of optical networks because it can flexibly exploit spectrum resources

by selecting modulation formats based on both the requested bit rates and optical reach [2].

However, despite recent improvements in spectrum utilization by EONs, the future increases

in traffic in backbone networks will soon exhaust the expanded transmission capacity. Space

division multiplexing (SDM) technologies, including multi-fibers, -cores, and -modes, have

been investigated extensively in order to accommodate more network traffic. At the network

level, the routing and spectrum assignment (RSA) problem is the most important issue that

affects SDM-based EONs where the aim is to make full use of limited resources. In EONs,

repeatedly setting up and taking down connections with various bandwidth sizes in order to

satisfy the continuity and contiguity constraints in a dynamic network environment yields many

fragmentations, which are non-contiguous small pieces within the spectral resources. These

fragmentations lead to the waste of spectrum resources.

Traditionally, each traffic request needs to reserve network resource to establish a connec-

tion immediately after it arrives. On the other hand, it is important to handle requests that can

be reserved in advance in order to enhance the quality of service (QoS) for applications that can

tolerate a delay before the start of service such as large data transfer [66]. The former are called

immediate reservation (IR) requests and the latter are called advance reservation (AR) requests.

. 39 .
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The time flexibility of AR requests makes spectrum fragmentation more influential in terms

of the time domain as well as the frequency domain. Moreover, in networks that support the

coexistence of IR requests and AR requests, it is difficult to reserve spectrum resources for IR

requests because a lack of resources is caused by AR requests, which can reserve future spec-

trum resources. It leads to a large number of IR request blockings, and as a result, significant

service degradation of IR requests. However, the desired service level of each type of requests

for the network operator depends on the difference between them such as service charge. There-

fore, control of the service level in terms of the Bandwidth Blocking Probabilities (BBPs) [67]

of IR and AR requests based on the intention of the network operator is a challenging issue.

In this chapter, I propose a dynamic RSA method for reducing spectrum fragmentation,

which also ensures the service level control of IR requests and AR requests in SDM-EONs.

To combat spectrum fragmentation, this method classifies the frequency domain into multiple

prioritized areas and common areas based on the number of frequency slots required, thereby

aligning the utilized spectrum resources in an appropriate manner. To cope with IR service

degradation by AR requests, the method only allows IR requests to select a route among K-

shortest-paths. Furthermore, spectrum areas dedicated to IR requests are established on the

frequency domain, where their widths are controlled dynamically according to both the desired

ratio of BBPs and the actual ratio of BBPs between IR and AR requests, thereby control the

service level.

The remainder of this chapter is organized as follows. Section 3.2 describes related research

into EONs and resource allocation methods for IR and AR requests. Section 3.3 proposes a

novel dynamic RSA method, which reduces spectrum fragmentation and simultaneously im-

proves the service level control of IR and AR requests. Section 3.4 presents performance as-

sessments of the proposed method and I give my conclusions in Sec. 3.5

3.2 Service Classification and Network Environments

3.2.1 Immidiate Reservation and Advance Reservation Requests

Traffic requests can be classified into two types: immediate reservation (IR) and advance reser-

vation (AR) requests. IR requests allocate bandwidth and start data transmission immediately
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after the request arrival time. By contrast, AR requests can reserve future resources in advance

and actually allocate the bandwidth at the service start time. The concept of AR requests for

optical networks was initially proposed in [68]. AR requests are expected to provide better QoS

for applications that require large amounts of bandwidth and where the service start time can

be delayed for a certain amount of time, such as off-site backups and grid computing [69]. Fur-

thermore, AR requests can be beneficial for efficient network resource usage compared with IR

requests because of the flexibility in the time domain.

The RSA problem is the most important issue that affects EONs from the perspective of

networking. To effectively use the flexibility of AR requests in the time domain, numerous

studies have investigated RSA schemes for AR requests as well as RSA for IR requests. In [70]

and [71], ILP formulations were presented for the RWA problem with static traffic based on the

multicast of AR requests in rigid WDM networks, while a dynamic multicast RWA algorithm

was presented in [72]. Dynamic RSA including the adaptive selection of modulation formats for

AR requests in EONs was initially proposed in [73]. In [74], a method was proposed to reduce

spectrum fragmentation in terms of the time domain and the frequency domain by combining

the two dimensions. These studies assumed a network where only AR requests are generated

but it is also important to concurrently serve IR requests to diversify network applications.

In optical networks that support the coexistence of IR and AR requests, it is difficult to

reserve spectrum resources for IR requests, as shown in Fig. 3.1, because AR requests tend

to reserve spectrum resources in advance. Therefore, the current resources available for IR

requests are wasted. The pre-reservation characteristic of AR requests leads to a much higher

bandwidth blocking probability (BBP) for IR requests compared with that for AR requests. If

the network operator intends to just improve spectrum utilization, AR requests should have

higher priority than IR requests and IR service degradation by AR requests does not matter.

On the other hand, in networks where service charge for IR requests is higher than that for

AR requests, the network operator may try to improve the IR service level instead of spectrum

utilization. In addition, network operators may try to ensure different service levels for IR and

AR requests considering uneven IR traffic profiles [38]. In this scenario, I address the service

level (namely, BBPs) control of IR and AR requests according to the intention of the network
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operator.

Figure 3.1: Challenge due to the coexistence of IR and AR requests. The used symbols are
explained in Sec. 3.2.2.

In [75], a method was proposed for blocking AR requests and increasing resources for IR

requests when the network utilization exceeds a certain rate. This method assumes traditional,

rigid WDM networks. Thus, it is important to reduce spectrum fragmentation to apply this

method to EONs. Some recent studies have discussed the coexistence of IR and AR requests in

EONs [37, 38]. Specifically, in [37], a method was proposed for dynamic holding time-aware

routing, modulation, and spectrum assignment (RMSA), which comprises two phases of RMSA

for arriving requests and the re-optimization of scheduled AR requests that are not in service.

In this study, they aimed to reduce the entire blocking probability by reducing two-dimensional

fragmentations but they did not consider the service level of IR and AR requests. Moreover,

holding time-awareness for all IR and AR requests may be infeasible in networks with various

applications. In [38], the aim was to minimize the conflict among currently provisioned IR and

pre-reserved AR under the assumption that AR requests had higher priority than IR requests.
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The model of IR and AR requests as well as the occurrence of conflict was different from the

network environments assumed in the present study.

3.2.2 Network Environments

In this chapter, I suppose each fiber has multiple isolated cores, therefore the effect of crosstalk

or mode-coupling can be negligible. A network comprises (V, E), where V is the set of network

nodes and E is the set of network links. Every link has Nspace multiple independent spatial

channels S (S = S1, S2, ..., SNspace). Every core has C as the bandwidth capacity and C is

divided into Nslot slots in terms of the number of frequency slots. A frequency slot has M× C
Nslot

as the transmission capacity, where M is the modulation level (e.g. M = 1 when binary phase-

shift keying (BPSK), M = 2 when quadrature phase-shift keying (QPSK)).

An IR request comprises four tuples, black(s, d, b, ∆, tarrival), where s and d are the

source and destination nodes, respectively, b is the required bit rate, ∆ is the holding time of

the request, and tarrival is the request arrival time. A network contains IR requests with both

specific and unknown service durations. The value of ∆ for the requests with unknown holding

times is assumed to be infinity and the bandwidth reserved by the requests is released at the

actual end of service.

Compared with an IR request, an AR request has another tuple (s, d, b, ∆, tarrival, dmax),

where dmax is the maximum delay tolerated by the AR request for the service starting from

tarrival in terms of the number of time interval. For simplicity, I assume the service start time

of AR requests is discrete from tarrival with the time interval of TI . Therefore, the set of time

{tarrival, tarrival + TI , tarrival +2× TI , ..., tarrival + dmax× TI} is the candidate start time for

the AR request. AR start time is discrete but the other tuples including ∆, tarrival, and TI are

continuous. Thus, the network is operated in a continuous-time manner.

Similar to IR requests, I employ two types of AR requests in specific start time and specific

(or unknown) duration (STSD or STUD) models with a flexible window as described in [69].
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3.3 On-Demand Routing and Spectrum Allocation
Considering a Variety of Reservation

3.3.1 Concept of the Proposed Method

I propose a novel dynamic RSA method for reducing spectrum fragmentation as well as control-

ling the service level of IR requests and AR requests in multi-core EONs. This method config-

ures prioritized areas based on the required frequency slots to reduce spectrum fragmentation.

Each prioritized area is divided into two sub-areas: one dedicated to IR requests (IR-dedicated

sub-area) and another that is shareable for both IR and AR requests (shareable sub-area). IR-

dedicated sub-areas maintain the spectrum resources for IR requests even if the reservations

for AR requests increase. Note that I set not AR-dedicated sub-areas but shareable sub-areas

because AR requests can be easily allocated compared with IR requests due to flexibility in

the time domain. In addition, the border of the IR-dedicated and shareable sub-areas is moved

dynamically to obtain the desired ratio for the BBPs of IR and AR requests. Each prioritized

area and sub-area follow the same spectrum division in all the cores of the network at all times

because this helps to satisfy the continuity constraints on a transmission route in RSA. This

method is called AR-Limited (AR-L).

AR requests can reserve future resources in advance, but IR requests can only reserve the

resources at the request arrival time. Therefore, in general, relatively fewer resources are poten-

tially available for IR requests than AR requests. This method makes more resources available

to IR requests than AR requests in terms of the routing for each request. In particular, this

method allows only IR requests to select a route among K candidate routes which are precom-

puted by the K-shortest-path algorithm, while AR requests can only use the shortest-length

route, which increases the spectrum resources available for IR requests.

The proposed method reserves the available resources that are found first, whereas many

previous methods ( [73], [74], [37], [38]) search for all of the possible resources. Methods

that search for all of the possible resources can reduce spectrum fragmentation based on a

broad view of the network resources, but they have much higher computational complexity. By

contrast, the proposed method pre-defines prioritized areas based on the number of frequency
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slots. Allocating connection requests in the corresponding prioritized areas suitably arranges

utilized spectrum resource without search for all of the possible resources. It means unoccu-

pied resources likely get the just-enough size for later incoming requests, resulting in reduced

spectrum fragmentation.

I propose another RSA method that configures common areas in addition to prioritized areas

to reduce spectrum fragmentation. This method is called AR-L-Common (AR-L-C). In AR-L, if

a prioritized area is fully occupied, overflowed requests are allocated in other prioritized areas.

It generates spectrum fragmentation in other prioritized areas and subsequently fragmentation

occurs in the area. To cope with this situation, AR-L-C configures a common area in addition to

prioritized areas in order to accommodate overflowed requests in prioritized areas. If there is a

common area, spectrum fragmentation likely occurs not in prioritized areas but in the common

area, which ensures resource alignment in prioritized areas. In addition, generally, there are dif-

ferences in the total bandwidth (the number of frequency slots) on each link that users request.

This difference makes it difficult to reduce spectrum fragmentation by configuring prioritized

areas, which follow the same spectrum division for each unit of frequency slots throughout

the network links. The common area helps to relieve the effects of the difference in the total

bandwidth required for each link.

Figure 3.2 shows the difference between AR-L and AR-L-C with prioritized areas and a

common area, including the corresponding IR-dedicated and shareable sub-areas in the two

domains of frequency and core. Note that Fig. 3.2 represents a virtual resource design example

for proposed RSA and the detailed resource allocation is not considered here. The relative

size of each prioritized area is computed statically based on the statistical characteristic of the

topological bottleneck link (TBL) in the target topology, which follows [76]. TBL is defined as

the link to which the most connection requests are assigned when all the source and destination

pairs have the same arrival rate, and the shortest path is always selected. The size of each

prioritized areas is statically fixed.

In order to mitigate the excessive restriction of AR allocation, the common area is kept

available for both IR and AR requests (shareable sub-areas).
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Figure 3.2: Virtual resource design of the proposed methods. All the areas and the sub-areas fol-
low the same spectrum division in the network including the core domain due to the continuity
constraint on the transmission route in RSA.
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3.3.2 Symbols

The symbols used in my proposed algorithm are described in Table I. Among them, α, β, γ are

the parameters of my method. The details are described in the next section.

Table 3.1: Symbols used in pre-definitions
Symbols Description

w required number (width) of frequency slots
dw divisor of w
fi i-th frequency slot

PIR (γ) BBP of IR requests with γ samples
PAR (γ) BBP of AR requests with γ samples
UIR utilization ratio of IR-dedicated sub-areas on the

TBL in the network
α desired ratio of the BBP of AR relative to that of

IR
β threshold for the utilization ratio in IR-dedicated

sub-areas
γ number of samples used for border movement
R set of candidate transmission routes

ri (∈ R) the i-th route of R
K number of candidate routes for K-shortest-path al-

gorithm
Lr set of the links with r in order from the source to

destination
lri i-th link of r from the s to d
Bw set of spectrum blocks (w continuous FSs)

Bw
i (∈ Bw) i-th spectrum blocks for w slots
SA set of allocated cores for a request
SA
i allocated core on the i-th link of a route

3.3.3 Configuration and Movement of the Border between IR-Dedicated
and Shareable Sub-areas

IR-dedicated and shareable sub-areas are initialized by dividing each prioritized area based on

the statistical traffic matrix of the IR and AR requests. The border of these sub-areas is moved

dynamically to control the BBPs of IR and AR requests based on the parameter α, where α is

statically set by the network operator as the desired ratio of BBP of AR requests relative to that

of IR requests.

The border is moved to the same location on all of the links in the network when IR or AR
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requests are blocked. If an IR request requiring w slots is blocked and Eq. (3.1) is satisfied,

the border in the corresponding prioritized area is moved by w slots in a suitable direction to

increase the IR-dedicated sub-areas over all the network links. Note that PIR (γ) is the BBP for

IR requests with γ samples and PAR (γ) is that for AR requests. IR requests have K candidate

routes and each of them may have different w. I assume w for blocked IR requests is the number

of required slots when the shortest path is selected.

PAR (γ)

PIR (γ)

< α. (3.1)

From the perspective of network resource utilization, IR-dedicated sub-areas should be well

occupied when an AR request is blocked. Therefore, if an AR request is blocked and Eq. (3.2)

is satisfied, the border is moved by w slots in a suitable direction to increase the shareable sub-

areas in all the network links regardless of the BBP of each traffic request. Note that UIR is the

utilization ratio for IR-dedicated sub-areas on the TBL in the network.

UIR < β. (3.2)

Even if Eq. (3.2) is not satisfied, the border is moved to increase the shareable sub-areas in

all the network links if Eq. (3.3) is satisfied.

PAR (γ)

PIR (γ)

> α. (3.3)

In this chapter, each border is located at the same position in the core domain in light of the

continuity constraint in the transmission route. However, spectrum utilization may be improved

by individually setting borders per core considering the congestion of each link, which is my

future work.

3.3.4 Proposed RSA Algorithms

Next, I describe the detailed individual RSA algorithms for IR and AR requests. Algorithms 3.1

and 3.2 show the procedures of the proposed RSA based on prioritized areas for IR and AR

requests, respectively, after a connection request arrives.
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RSA for IR requests

Firstly, when the network operation starts, K routes for all the source-destination pairs are

computed beforehand. When an IR request arrives, precomputed K routes from s to d become

candidate routes R = {r1, r2, ..., rK} in ascending order of the route length. A modulation for-

mat with the highest-level of M is selected for each candidate route based on its route length.

The number of required frequency slots w is determined according to the selected modula-

tion format and the required bit rate b. Considering the contiguity constraint in the frequency

domain on the route ri, the candidate spectrum blocks Bw = {Bw
1 ,B

w
2 , ...,B

w
Nslot−w+1} are

initially defined with elements that are continuous w slots in the frequency domain (Bw
1 =

{f1, f2, ..., fw},Bw
2 = {f2, f3, ..., fw+1}, ...). After the initialization mentioned above, the pro-

posed method starts by searching for an available spectrum block Bw
i from the lowest index to

the highest (First-Fit policy), preferably in the prioritized area for w slots. If a core is found

where the same spectrum block is unoccupied for the duration of possible data transmission

at every link on the transmission route ri, the bandwidth is allocated using the resources for

the request. If no available resources are found in the prioritized area on ri, the method does

not search in the common area or non-prioritized area for w on ri, but instead it searches the

prioritized area on ri+1 for the IR request. Searching the non-prioritized area for w slots after

checking all of the resources in the prioritized area is helpful for assigning spectrum resources

in the corresponding prioritized area as much as possible, which reduces spectrum fragmenta-

tion. If there are no available resources in the prioritized area on any candidate route, the RSA

procedure (lines 3–20 of Alg. 3.1) is repeated in the prioritized areas for dw, where dw is a

divisor of w, because it makes no fragmentation. Note that if there are candidates for dw, dw is

selected in the descending order. Next, the common area (only for AR-L-C) and the prioritized

areas except for w and dw slots are searched. The request is blocked if no available resources are

found in any areas, which indicates a lack of spectrum resources for IR requests. Therefore, if

Eq. (3.1) is satisfied, the border between IR-dedicated and shareable sub-areas in the prioritized

area for w slots is moved by w slots in a direction that increases the IR-dedicated sub-areas on

all the links throughout the network.
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RSA for AR requests

The basic RSA procedure for AR requests is similar to that for IR requests. The main differences

are in the parts related to sub-area coverage, routing, and searching in the time and frequency

domains, as follows.

• Search in the time domain

AR requests have the time flexibility compared to IR requests, meaning that RSA for AR

requests needs to consider when to reserve bandwidth. The proposed RSA tries to reserve

spectrum resources as soon as possible after the request’s arrival in order to utilize current

resources and to reduce the average delay until the service start for AR requests. (line 3

in Alg. 3.2)

AR requests whose service start time is specifically fixed in advance (e.g. video con-

ferencing) can be allocated with the proposed algorithm if tarrival and dmax is set to the

service start time and 0, respectively. However, the BBP of these AR services should be

worse than that of delay-tolerant AR services due to the difference of flexibility in the

time domain. Thus, in order to ensure the service level control including the AR ser-

vices with fixed-start time, a more sophisticated algorithm of RSA and border movement,

which is out of scope in this chapter, will be studied.

• Sub-area coverage

IR requests can search all of the spectrum blocks, including both IR-dedicated and share-

able sub-areas. However, the resources for AR requests are limited to the shareable sub-

areas (line 4 in Alg. 3.2).

• Routing

AR requests can search only a specific route from s to d, whereas the proposed method

provides routing options to IR requests. This approach aims to equalize the dimensions

of the solution space, which includes the route, frequency, and core for IR requests, as

well as the time, frequency, and core for AR requests to provide flexible control of the

BBPs.
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• Search in the frequency domain

AR requests search for an available spectrum block from the highest to the lowest index

(Last-Fit policy) in the frequency domain, in contrast to the First-Fit policy for IR re-

quests. The spectrum search from the inverse direction for each request in the frequency

domain separates the potential resources for each request, which makes it easier to move

the border between IR-dedicated and shareable sub-areas. Figure 3.3 shows an example

of order of search-point in the proposed algorithm based on the three domains of core,

frequency and time individually for IR and AR requests. AR requests can reserve band-

width from the search-point time if selected Bw
i is unoccupied for the holding time ∆

from that time on the transmission route r.

Figure 3.3: Order of search-point in the proposed algorithm.
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3.3.5 Complexity Analysis

The time complexity of the proposed RSA for an IR request isO(K×|Bw|× |L|× |F|), which

is due to the for-loop in Lines 3–20 of Alg. 3.1. I assume K at most 5 or so, which is also

assumed in [37], [38].

Algorithm 3.2 shows that the time complexity of the proposed RSA for an AR request is

O(dmax × |Bw| × |L| × |F|) with the for-loop in the time domain instead of the for-loop for

routing IR requests.

Algorithm 3.1 RSA for IR requests
Require: IR request (s, d, b, ∆, tarrival)
Ensure: RSA solution (route, spectrum block, set of cores) or request blocking

1: Compute R between s− d
2: Determine w for each route and Bw

3: for all ri(∈ R) do
4: for all Bw

j in the prioritized area do
5: for all lrip do
6: for all Sq on lrip do
7: if Bw

j of Sq on lrip available for [tarrival, tarrival +∆] then
8: FA

p ← Sq

9: break
10: end if
11: end for
12: if SA

p == Null then
13: break
14: end if
15: end for
16: if |SA| == |Lri | then
17: return (ri,B

W
j ,SA)

18: end if
19: end for
20: end for
21: Repeat lines 3–20 in the prioritized areas for dw slots
22: Repeat lines 3–20 in the common areas (for AR-L-C)
23: Repeat lines 3–20 in the prioritized areas except for w and dw slots
24: Block the request
25: if Eq. ( ref1) is satisfied then
26: Move the border to increase the IR-dedicated sub-area in the prioritized area for w slots
27: end if
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Algorithm 3.2 RSA for AR requests
Require: AR request (s, d, b, ∆, tarrival, dmax)
Ensure: RSA solution (time, spectrum block, set of cores) or request blocking

1: Compute the specific r between s− d
2: Determine w and Bw

3: for tarrival + t× TI such that 0 ≤ t ≤ dmax do
4: for all Bw

i in the shareable sub-area in the prioritized area do
5: for all lrp do
6: for all Sq on lrp do
7: if Bw

i of Sq on lrp available for [tarrival + t× TI , tarrival + t× TI +∆] then
8: SA

p ← Sq

9: break
10: end if
11: end for
12: if SA

p == Null then
13: break
14: end if
15: end for
16: if |SA| == |Lr| then
17: return (t,BW

j ,SA)
18: end if
19: end for
20: end for
21: Repeat lines 3–20 in the prioritized areas for dw slots
22: Repeat lines 3–20 in the common areas (for AR-L-C)
23: Repeat lines 3–20 in the prioritized areas except for w and dw slots
24: Block the request
25: if Equation (3.2) or (3.3) is satisfied then
26: Move the border to increase the shareable sub-area in the prioritized area for w slots
27: end if

3.4 Performance Evaluation

3.4.1 Simulation Model

I evaluated the performance of the proposed RSA method based on computer simulations using

my own C++ simulator. I sampled 108 connection requests in total for IR and AR requests. The

JPN-12 topology [63] and USA topology shown in Figs. 3.4 and 3.5 were employed as the test

networks. The JPN-12 topology has 12 nodes and 16 fiber links, whereas the USA topology

has 28 nodes and 45 fiber links. Each fiber link was bidirectional and there were eight cores

per direction (Nspace = 8). I adopted the above homogeneous model because the evaluation

in this chapter focused on the performance of prioritized areas for fragmentation and dynamic
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border movement for the service level control of IR and AR requests. Therefore, more realistic

network model where each link has different number of cores according to traffic demand [77]

will be adopted in my future work. I set the width of a frequency slot as 12.5 GHz and the total

spectrum resources per core comprised 4 THz (C-band). Therefore, the number of frequency

slots per core Nslot was 320. The inter-arrival time of each connection followed an exponential

distribution. The holding time ∆ for IR and AR requests followed an exponential distribution

with 10 as the average. Required bit rate b was uniformly distributed within the range between

12.5 Gbps and 200Gbps. The guard band size was 1 frequency slot. The modulation format

with the highest modulation level of M was selected based on the route length, as shown in

Table 3.2 [29]. The required frequency slots were determined among 2, 3, 4, 5, or 6 according

to the selected modulation format and the required bit rate. Note that the requests which cannot

be allocated with the highest-level modulation format (e.g. more than 187.5 Gbps and more than

4800 km) were not generated in the simulations. The number of candidate routes K was 3. The

relative size of each prioritized area was computed according to the required ratio for each slot

on the topological bottleneck link (TBL) under the condition that a request generates for each bit

rate at the interval of 12.5 Gbps between 12.5 Gbps and 200 Gbps for all the source-destination

pairs and the shortest-path is always selected.

Figure 3.4: JPN-12 topology.

Figure 3.5: USA topology.

Source and destination nodes were selected randomly. The interval of AR search in the time
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domain TI was 1.0. An integer value from 1 to 10 was selected with equal probability as dmax.

The load of the traffic requests, referred to “traffic load,” was defined as the ratio of the required

bandwidths for the TBL relative to its capacity. “Traffic load” satisfied the following equation:

traffic load =
λ× SPBN ×BWave ×∆ave

SPall ×Nspace ×Nslot

, (3.4)

where SPBN is the number of shortest paths through the TBL, BWave is the average number of

required frequency slots, ∆ave is the average holding time, λ−1 is the average inter-arrival time

of path set-up requests throughout the entire network, SPall is the number of shortest paths for

all source and destination pairs, Nspace is the number of cores per link, and Nslot is the number

of frequency slots per core.

I used the fragmentation ratio (FR) [78] as a metric of spectrum fragmentation for each

number of slots on multi-core optical networks. FR(Ei,w) indicates the fragmentation of the

slots on a particular link Ei in terms of w slots, and it is computed according to the following

steps.

1. Every slot on Ei including all cores is marked as 1 if occupied or 0 if available.

2. FBw
i

is marked as 0 if all the slots in Bw
i are occupied or available, or as 1 otherwise for

every spectrum block of continuous w slots. Note that FBw
i

indicates whether spectrum

fragmentation occurs in Bw
i .

3. The sum of FBw
i

obtained from step (2) is computed for all the spectrum blocks of con-

tinuous w slots.

4. FR(Ei,w) is normalized in the range of (0–1) by dividing the sum obtained from step (3)

by |Bw| in Ei.

FRnet
w indicates the fragmentation of the slots in the entire network in terms of w slots and it is

computed according to the following equation.

FRnet
w =

∑
Ei∈E FR(Ei,w)

|E|
. (3.5)
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FR is computed at 10 time points, which are selected randomly based on a simulation and their

average is used as the final value.

I compared the proposed method with the following three RSA methods.

• Unidirectional Allocation (UA)

UA employs first-fit to search the frequency domain for both IR and AR requests, but

without configuring the prioritized and common areas based on the frequency slots re-

quired. UA follows the core, time and frequency orders of search-point as shown in Fig.

3.6 to prevent the spread of reservations for AR requests in the frequency domain because

the widespread reservation of the frequency domain limits the resources available for IR

requests.

• Prioritized Unidirectional Allocation (PUA)

PUA configures the prioritized areas based on the frequency slots required without a

common area. The bandwidth is divided for each prioritized area in the same manner as

AR-L.

• Unidirectional Allocation-Multi Route (UA-MR)

UA-MR allows only IR requests to select a route among K routes from the source to

destination using the K-shortest path algorithm, but without configuring the prioritized

areas.

The parameters in the proposed method, i.e., α, β, and γ, were 1, 0.7, and 106, respectively.

Each data point has a confidence interval of 95%.

Table 3.2: Relationship between modulation format and maximum transmission reach
Modulation format Maximum transmission reach

BPSK (M = 1) 9600 km
QPSK (M = 2) 4800 km

8-QAM (M = 3) 2400 km
16-QAM (M = 4) 1200 km



3.4. Performance Evaluation 57

Figure 3.6: Order of search-point in UA.

3.4.2 Common area width

Figures 3.7 and 3.8 show the relationships between the BBPs (IR, AR and total of them) and

the width of the common areas for AR-L-C when traffic load was fixed at 0.85 and IR and AR

requests were generated with equal probability. Note that the common area widths were not

plotted with the constant interval on the horizontal axis. This is because the relative size of

each prioritized area for w slots depends on statistical traffic information on the TBL in each

topology. In addition, it should have multiples of w slots and the remaining slots were included

into the common areas. The total BBPs were the lowest with 20 and 29 common area widths for

USA and JPN-12 topology, respectively. It indicates the common areas improve the spectrum

utilization because they prevent fragmentation from occurring in prioritized areas and mitigate

the difference in traffic for each link. In both topologies, the BBPs of IR and AR separated when

the common area widths were greater than certain values. This is because all the resources in the

common areas are kept available for both IR and AR requests (shareable sub-areas) in order not

to excessively limit the resources for AR requests. Therefore, as the common area widths are

greater, it gets more difficult to control BBPs for IR and AR requests by the border movement in
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prioritized areas. In the later results, I adopted 20 and 29 as the common area width for AR-L-C

in USA and JPN-12 topologies, respectively.
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Figure 3.7: Common area width vs. BBP
(JPN-12).
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Figure 3.8: Common area width vs. BBP
(USA).

3.4.3 Total Bandwidth Blocking Probability

Figures 3.9 and 3.10 show the total BBPs with the two proposed methods and the three compar-

ison methods when the IR and AR requests were generated with equal probability. The BBPs

were higher with the JPN-12 topology than the USA topology due to the definition of the “traf-

fic load.” In the previous subsection, I defined the traffic load as the expected utilization ratio

of the TBL capacity, which means that the load of the entire network depends on some factors

related to the topology configuration such as the number of network links and the degree of

the nodes. The entire network load depended on the topologies, but the two proposed methods

reduced the BBP with both the USA and JPN-12 topologies compared with the other methods.

There are two main reasons for this improved total BBP. First, the proposed methods configure

prioritized areas for each number of slots required in the frequency domain, which helps to re-

duce spectrum fragmentation. Second, these methods provide IR request options during routing

and more potential resources are available than the comparison methods.
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Figure 3.9: BBP for total traffic (JPN-12).
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Figure 3.10: BBP for total traffic (USA).

3.4.4 Individual Bandwidth Blocking Probability

Figures 3.11 and 3.12 compare the individual BBPs for IR and AR requests with the five meth-

ods when the traffic load was fixed at 0.85. The BBPs of IR requests in UA, PUA, and UA-MR

were much higher than those of AR requests because current resources for IR requests were

likely pre-reserved by AR requests. In contrast, at many ratios of AR-requested traffic rela-

tive to the traffic load in the entire network, AR-L and AR-L-C had nearly the same BBPs for

IR and AR requests by dynamic control of the border between the IR-dedicated and shareable

sub-areas based on the desired ratio of α = 1 (i.e., the desired BBPs for IR and AR requests

were same.). However, when AR ratio was relatively small or large compared to IR requests

in AR-L and AR-L-C, especially in USA topology, the BBP of the requests which generated

less frequently tended to be higher than that of the other. The reason is the difference in the

number of samples for each request. The proposed methods use BBPs of γ samples for the bor-

der movement decision. If the AR ratio of the traffic load is 0.1, (i.e. the IR ratio of the traffic

load is 0.9), it means the arrival rate of IR requests is 9 times larger than that of AR requests.

Therefore, the weight of a sample for border movement decision was much different for each

type of requests. It resulted in the separation of the BBPs of IR and AR requests throughout the

simulations.

Figures 3.13 and 3.14 show the individual BBPs of IR and AR requests when an integer

value from 1 to maximum dmax was selected with equal probability for an AR request. Even
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if the maximum dmax was changed, the two proposed methods controlled the BBPs of IR and

AR requests according to the desired ratio α. However, the proposed methods did not improve

the BBP of AR requests so much because they follow the BBPs of IR requests. The BBPs of

AR requests for UA and UA-MR did not improve or even got worse when maximum dmax was

large. This is because the resource search order of them. These methods follow the core, time,

and frequency orders of search-point as shown in Fig. 3.6. Thus, they tends to search for future

resources even when current resources on the frequency and core domain are available, which

leads to the waste of current resources. Although PUA follows the same search order as UA and

UA-MR, it reduces spectrum fragmentations with prioritized areas. Reduction of fragmentation

in the frequency domain also helps to reduce fragmentation in the time domain. Therefore, PUA

effectively utilized the resources in the time domain, which leaded to the improvement in the

BBPs of AR requests.
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Figure 3.11: AR ratio of traffic load vs.
BBPs for IR and AR requests (JPN-12).
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Figure 3.12: AR ratio of traffic load vs.
BBPs for IR and AR requests (USA).

3.4.5 Bandwidth Blocking Probability vs. the Desired Ratio

Figures 3.15 and 3.16 show the relationships between the BBPs and α which is the desired ratio

of BBP of AR requests relative to that of IR requests. In both topologies, the ratio of the BBPs

of IR and AR was controlled according to α. However, as α got larger, the total BBP of IR

and AR requests got higher. The reason is the difference in potential resources for IR and AR
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Figure 3.13: Maximal dmax vs. BBPs for IR
and AR requests (JPN-12).
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Figure 3.14: Maximal dmax vs. BBPs for IR
and AR requests (USA).

requests. IR requests have smaller potential resources than AR requests because IR requests

cannot search in the time domain. Therefore, when the proposed methods tried to lower the

BBPs of IR requests, relatively many AR requests were blocked. In order to cope with this

situation, the number of candidate routes K for IR requests should be more increased.
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Figure 3.15: α vs. BBPs (JPN-12).
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Figure 3.16: α vs. BBPs (USA).
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3.4.6 Snapshots of TBL Usage and FR

Figures 3.17 and 3.18 show snapshots of the resource usage on cores in the TBLs under the USA

and JPN-12 topologies, respectively, immediately after the arrival of 106 requests. The traffic

load was fixed at 0.85 and the IR and AR requests were generated with an equal probability.

AR-L, AR-L-C, and PUA ordered the spectrum resources for each number of requests by con-

figuring the prioritized areas, whereas UA and UA-MR scattered all requests in the frequency

domain. In addition, I validated that the spectrum resources available for IR and AR requests

were basically separated by IR-dedicated and shareable sub-areas with AR-L and AR-L-C. The

prioritized areas allowed AR-L, AR-L-C, and PUA to reduce spectrum fragmentation, i.e., to

achieve a lower FR on the TBL than the other methods, as shown in Figs. 3.19 and 3.20. Figures

3.21 and 3.22 also confirm that these methods improved the FR throughout the entire network

compared with the other methods.

Figure 3.17: Snapshot of the TBL (JPN-12 topology). n-PA is the prioritized area for n slots.
CA is the common area.
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Figure 3.18: Snapshot of the TBL (USA topology). n-PA is the prioritized area for n slots. CA
is the common area.

3.4.7 Initial delay of AR requests

Figures 3.23 and 3.24 show the average initial delays for AR requests from their request arrival

time until the start of the service time. The proposed methods reduced the average initial delay

for AR requests due to two main reasons. First, the proposed methods search for available

resources in the order of core, frequency, and time, which means that these methods try to

assign resources as soon as possible. By contrast, the comparison methods follow the order of

core, time, and frequency. Note that these methods do not try to spread the reservations for

AR requests in the frequency domain because widespread reservation in the frequency domain

limits the resources available for IR requests. The difference in the search order was one of

the main reasons for the different results obtained. Second, the proposed methods search for

resources from different directions inside prioritized areas according to the type of requests in

the frequency domain. This separates the resources available for IR and AR requests, which

helps to prevent AR requests from reserving future resources that are currently being used for

IR requests.
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Figure 3.19: FR of the TBL (JPN-12).
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Figure 3.20: FR of the TBL (USA).
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Figure 3.21: FR of the entire network (JPN-
12).
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Figure 3.22: FR of the entire network
(USA).
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Figure 3.23: AR initial delay (JPN-12).
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Figure 3.24: AR initial delay (USA).



3.5. Conclusion 65

3.5 Conclusion

SDM-EONs are expected to provide great improvements in terms of the transmission flexibil-

ity and capacity. I investigated the problem of IR service degradation in EONs that support

both IR and AR requests. I proposed two methods to reduce spectrum fragmentation and to

ensure the service level control of IR requests and AR requests. I introduced prioritized areas

to reduce spectrum fragmentation by ordering spectrum resources in the spectral and spatial

domains. In addition, I divided the prioritized areas into IR-dedicated and shareable sub-areas,

with dynamic control of the border between the two sub-areas in order to the BBP. I evaluated

the proposed methods based on computer simulations. I verified that the proposed methods ob-

tained improvements in terms of the BBP, service level control of IR and AR requests, spectrum

fragmentation, and AR initial delay.





Chapter 4

Optical Path Provisioning
Reducing Crosstalk of Multicore Fibers

4.1 Introduction

Owing to the recent advancements in network architectures, the transmission capacity of ex-

isting optical fibers is soon expected to reach its physical limit. In order to realize the further

expansion of the fiber capacity, space division multiplexing (SDM) has been intensively re-

searched in the past few years [42]. Multicore fiber (MCF) is one of the new innovative fibers

in SDM technology. One of the most significant problems of MCF is the physical impairment

of transmission signals due to inter-core crosstalk (XT). Many MCF structures have been pro-

posed to reduce the XT [46], and their performance has been tested by experiments [79]. In

several experiments, it was assumed that the signals of the same frequency were transmitted

simultaneously at all cores in one fiber. Nevertheless, considering the overall network, there

are many fibers that are not in such a high-XT condition, because of dynamic traffic demands

and resource allocations. Thus, the XT in MCFs can be reduced by suitable network resource

management.

Filling spectra without a gap, as by the first-fit policy, realizes simple and effective resource

utilization in general elastic optical networks (EONs) because of its characteristic of fewer

spectral fragmentation. However, such a concentrating policy tends to yield more XT in MCF

because it is important to avoid spectrum overlapping in adjacent cores in order to reduce the

XT. In Ref. [80], we showed the fundamental evaluation of this trade-off in a SDM-EONs. It

is expected that the novel resource management method will improve the network efficiency by

. 67 .
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considering both the fragmentation in EONs and the XT in MCFs.

In this chapter, I propose a dynamic spectrum and core allocation method using a classifi-

cation of cores based on the required bandwidths. The fundamental concept has been roughly

presented in [81]. There are several different bandwidth connections in EONs; the proposed

method dynamically assigns the same bandwidth connections to the same cores. This uniform

connection assignment decreases the blocking probability owing to the reduction in the spectral

fragmentation. Moreover, by introducing a priority of core selection based on the non-complex

qualitative evaluation of the XT in MCF, the proposed method can reduce the XT in MCF.

The remainder of this chapter is organized as follows. Section 4.2 explains related work

regarding SDM technology. Section 4.3 proposes a dynamic spectrum and core allocation that

reduces XT and spectral fragmentation simultaneously. Section 4.4 evaluates the performance

of the proposed method, and Section 4.5 concludes the chapter.

4.2 Issues in Space Division Multiplexing

4.2.1 The Limit of Traditional Fibers

Many researchers have aimed for more efficient utilization of EONs. Consequently, it is said

that the channel bit rate of optical fibers will increase to 1 Tbps [82], and the transmission

capacity per fiber will also increase. Nevertheless, the rate of increase in the transmission

capacity of the optical fiber is reduced. This is because the transmission capacity approaches

the physical limit of the existing single-mode fiber. One of these physical limits is related to

input optical power. Input optical power is mainly limited by two factors as follows.

• Fiber fuse phenomenon

Because of the increase of transmission capacity of a traditional fiber, optical power of

a transmitted signal also increases. When optical power increases in surplus, an opti-

cal fiber waveguide is destructed and the destruction is propagated to a source of light.

Although the cause of fiber fuse phenomenon is unrevealed, this phenomenon continues

until optical power is lowered [39].

• Nonlinear optical effect [40]
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When optical power increases, nonlinear optical effects such as self phase modulation,

cross phase modulation and four wave mixing are generated. These effects degrade qual-

ity of an optical signal.

These factors give the upper limit of optical power. Then, signal to noise ratio (SNR) of an

optical signal and Shannon limit lead the upper limit of transmission capacity per bandwidth.

Therefore, to overcome the physical limitations of the existing fiber and further expand fiber

capacity, innovative novel fibers are required [41].

4.2.2 Novel SDM-Based Optical Fibers

Reference [42] indicates that SDM using MCFs is expected to improve the physical limitations

dramatically. MCF is one of the innovative new fibers in SDM technology, and it is a strong can-

didate of future optical fibers because of simplicity of signal processing and easy replace from

the existing optical fibers. MCFs have multiple waveguides (cores) per fiber and an independent

signal is transmitted in each core. Thus, MCFs can expand transmission capacity dramatically.

In MCFs, multiple cores are arranged closely, and therefore inter-core XT degrades transmis-

sion signals. In order to further expand the transmission capacity, it is essential to reduce the XT

by considering a structure of MCFs. From the perspective of the connecting and laying MCFs,

MCFs require uniform mode field diameter and chromatic dispersion. From the perspective

of avoiding signal degradation, MCFs require wide effective core area. Figure 4.1 shows the

optical multi-input multi-output (MIMO) transmission using MCF.

Figure 4.1: The optical MIMO transmission using MCFs

Considerable research on the design of MCFs has been reported in the past few years [43,

44, 45, 46]. Reference [43] proposes the new concept of heterogeneous MCFs. The cores in
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heterogeneous MCFs differ slightly in their physical characteristics. These physical differ-

ences diminish the optical power transferred among the cores, and heterogeneous MCFs can

increase the core density. Reference [44] proposes quasi-homogeneous solid MCFs. Because

the quasi-homogeneous structure realizes a drastic power-conversion efficiency, the fabricated

quasi-homogeneous solid MCF exhibits a very small XT. Reference [45] investigates a method

to enlarge the effective area of optical fibers without increasing the XT. Reference [46] pro-

poses an analytical method to determine the coupling coefficient value between two adjacent

trench-assisted non-identical cores and proposes heterogeneous trench-assisted MCFs. Using

novel MCFs, many transmission experiments have been conducted. Regarding experimental

demonstrations using MCFs, Ref. [83] succeeded in 1.01-Pbps transmission over 52 km with a

12-core fiber, and Ref. [79] succeeded in 110.9-Tbps transmission over 6,370 km with a 7-core

fiber and an erbium-doped fiber amplifier. Recently, Ref. [84] succeeded in 105.1 Tbps trans-

mission over 14,350 km with a 12-core fiber, and its capacity-distance product of 1.51 Pb/s·km

is approximately 1.5 times as large as a previous result. Basically, an optical switching node

structure for MCFs is slightly different from traditional ones for existing single core fibers.

MCFs are demultiplexed in SDM domain by fan-in/fan-out devices, and each core is connected

to each input/output port of switching nodes as existing single core fibers [79].

4.2.3 Inter-Core Crosstalk of Multicore Fiber

In order to expand transmission capacity of MCFs, inter-core XT in MCFs is an essential prob-

lem. Recently, the XT mechanism in MCF has been practically uncovered [85, 86, 87, 88, 89].

Reference [85] shows that the bend characteristics and fabrication variations have a crucial im-

pact on the XT in MCF by statistically averaging with a short fiber segment. Reference [86]

formulates the coupled-mode equation considering the bending effect and confirms a quantita-

tive agreement between the simulated and measured results. According to this formulation, the

XT in MCF is stochastic value. Reference [87] revises the coupled-mode theory and coupled-

power theory for MCF. The simulation results based on these two theories agree well with the

measurement results. Reference [88] formulates the amount of XT based on the coupled-mode

and coupled-power theories considering the random fluctuation in the longitudinal direction.
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The formulation gives the amount of the 7-core MCF’s XT between the center core and one of

the outer cores as follows:

X(7) =
1− exp

(
−7h(7)z

)
1 + 6 exp (−7h(7)z)

. (4.1)

This formulation indicates that the amount of XT in 7-core MCF X(7) is dependent on the

power-coupling coefficient of 7-core MCF h(7) and transmission distance z. Reference [88]

also indicates that the formulation agrees well with the experimental results according to the

wavelength dependence of the XT. Reference [89] proposes new methods for measuring the

XT statistically by sweeping the wavelength. These methods can measure extremely low XT in

MCF, and it is confirmed that the stochastic behavior of the XT is dependent on the polarization

state. As previously stated, the conventional method for reducing the XT involves contriving

the low-XT structure of the MCF as an isolated MCF. However, from the perspective of the

cladding diameter, such an isolated structure tends to have a larger diameter than a non-isolated

MCF. Therefore, it is also required to reduce the XT in MCF without depending on the contrived

structure. Since the XT in the MCF is dependent on the transmission distance and frequency of

signals, as indicated by the aforementioned research, my proposal reduces the XT by contriving

resource management from the perspective of networking.

There has been little research on networking with MCFs in EONs. References [90] inte-

grates various transmission granularities of EONs with SDM into new multidimensional hierar-

chical networking model. Based on this networking model, multidimensional coded-modulation

can improve signal bit error rate by increasing Euclidean distance between constellation points.

Reference [91] presents the EON with MCFs considering a new optical node structure. The

network consists of two MCFs and four programmable Architecture on Demand (AoD) all-

optical nodes that can switch with 6000-fold bandwidth granularities. Reference [92] demon-

strates software defined networking control plane for EON with MCFs. In this control plane,

bandwidth and quality of transport (i.e. bit error rate) are appropriately allocated for service

requests.

In order to conduct completely efficient networking, it is essential to consider the XT im-

pairment in MCFs. While some references show various formulations of MCF’s XT (e.g. in

Ref. [88]), they are valid only in restricted conditions with regard to experimentation. It is
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required to model the XT simply so as to improve the efficiency of the EON with MCF by re-

source management. We proposed the fundamental concept of network resource management

in EONs with MCF [80]. The simulation results in [80] indicate that the XT can be reduced

by networking through the simplified modeling of the XT. In [81], we also propose advanced

resource allocation in EONs with MCFs. However, these resource allocation methods partially

depend on the structure or the number of MCFs. In this chapter, I propose general network re-

source management that is adaptable to the MCFs regardless of the structure and the number of

cores. The transmission success rate is generally degraded if a spectrum utilization scheme aims

at reducing XT, for example, allocating spectra randomly. My proposed method can improve

both transmission success rate and XT by utilizing spatial channels in SDM-EONs.

4.3 On-Demand Spectrum and Core Allocation
Reducing Crosstalk

4.3.1 Outline

In this section, I propose a spectrum and core allocation method to provide appropriate opti-

cal paths for EONs with MCFs. When a connection request is generated between a source-

destination pair, an optical path is established in order to transmit data through the connection

according to the flowchart in Fig. 4.2. Firstly, the shortest hop route is selected for the con-

nection. The shortest hop route is calculated in advance for each source-destination pair using

Dijkstra’s algorithm. Next, the number of frequency slots required for the connection is calcu-

lated according to the route. After determining the spectrum resource status in all links along the

route, I check whether the frequency slots and cores are available while satisfying the continuity

and contiguity constraints of the RSA problem. If no such suitable combination of frequency

slots and cores exists, the connection is rejected. Otherwise, available frequency slots and cores

are selected from the candidates by the proposed method or other compared methods. Finally,

the optical path is established.

My proposed policy is divided into two predefinitions: the predefined core prioritization

for reducing the XT and the predefined core classification for reducing the fragmentation. In

the remainder of this section, I explain these two predefined polices as well as the procedures
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Figure 4.2: Flowchart of a dynamic resource allocation.

of the proposed dynamic spectrum and core allocation. The symbols used in my proposed

predefinitions are summarized in Table 4.1.

Table 4.1: Symbols used in the preefinitions
Symbols Description

n The number of cores.
xij Binary variable; it equals to 1 if core i and core j is adjacent,

otherwise it equals to 0. (1 ≤ i, j ≤ n)
Dij The distance between core i and core j.
Ni The number of adjacent cores for core i.
Ci The cost of core i in the prioritization. It is initialized to 0 in

advance.
I The set of cores.
P The set of cores’ priority.

Pi(∈ P) The index of i-th prioritized core.
R The set of links which belong to the selected route.
S(i) The score of i-th candidate frequency slots in the score cal-

culation.
S
(i)
j The score of j-th link on the selected route for i-th candidate

frequency slots.

4.3.2 Pre-defined Core Prioritization Reducing Crosstalk

When the distance between two cores is small, inter-core XT occurs among the cores in a MCF.

The actual signal spectrum is not flat in frequency domain and the impact of the XT is different

with the frequency; the impact is larger at the center frequency. In this chapter, the signal

spectrum is assumed to be flat in frequency domain and the impact of the XT is same regardless
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Figure 4.3: An example of the XT in my assumption.

of frequency position. Even if I simplified the XT by assuming flat signals, the XT index newly

introduced is safely valid because of relative evaluation.

XT in MCFs is generated by the propagation of optical signals between cores due to an

evanescent wave. Because an evanescent wave decays exponentially with the traveled distance,

there is quite a difference between the amount of adjacent cores’ XT and that of non-adjacent

cores’ XT. Existing experimental researches [93, 94] also measure the amount of XT between

adjacent cores of MCFs. Then, from the perspective of frequency, the amount of XT is depends

on propagation constants of transmitted optical signals. When the two optical signals have

the same propagation constant, the one optical signal’s evanescent wave is generated in the

other optical signal in phase with each other. Thus, the optical power is transferred to each

other, and the amount of XT increases. Utilizing a refractive index of core n, a wavenumber

of a propagated signal in vacuum k0, and a propagation angle θm, a propagation constant β is

defined as follows,

β = nk0 cos θm. (4.2)

If f means frequency,

β = n
2π

f
cos θm (4.3)

because k0 = 2π
f

. Therefore, a propagation constant is dependent on signal’s frequency, and a

large XT effect occurs when signals are transmitted in adjacent cores with the same frequency.
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I assume that the XT only occurs between adjacent cores when the same frequency slot is used

in both cores in an EON with MCFs in this chapter. In fact, my XT assumption is the simplest

modeling scheme. Recently, there are several researches that focus on the XT-aware networking

scheme with calculating the detailed amount of XT [95, 96]. My proposed method is based on

the simple crosstalk model in order to reduce computational complexity. References [95, 96]

try to evaluate the detailed amount of XT.

Figure 4.3 shows an example of the XT in my assumption. In this figure, the important

XT is that in λ1 or λ3 because λ1 and λ3 are used by two adjacent cores. Although λ4 is also

used by multiple cores, the cores A and C (using λ4) are not adjacent. The distance between

non-adjacent cores is longer than that between adjacent cores. Therefore, I do not take such

non-adjacent cores’ XT into account.

The first predefined policy aims at reducing the important XT by a prioritization of core

selection based on the aforementioned assumption. Procedure 4.1 shows the pseudo-code of the

proposed predefined core prioritization for reducing the XT in n-core fibers. The low Pk ∈ P

indicates a high priority.

Figure 4.4 provides an example of predefining the priority of core selection in a 7-core MCF

according to Procedure 4.1. Firstly, all of the costs Ci are initialized to zero at step 0. At step

1, core 1 is selected as first prioritized core, and the costs of adjacent cores (C2, C6 and C7) are

incremented. At step 2, cores 3, 4, and 5 have the lowest cost, and cores 3 and 5 are the nearest

to core 1, which is selected in the previous step. Core 4 is selected in this case. In the final step

of the algorithm, all of the cores are prioritized, and the priority can reduce the XT in the MCF.

Figure 4.5 shows examples of the predefined priorities of MCFs with different structures and

numbers of cores.

4.3.3 Pre-defined Core Classification Reducing Fragmentation

In EONs, there are various connections with different required bandwidths. It is important to

solve the problem of fragmentation in the spectrum resource domain because many different

bandwidth connections arrive and leave. The second predefined policy aims at reducing the
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Procedure 4.1 Core Prioritization
Require: Structure of MCFs, xij, Dij, and Ni.
Ensure: The priority of core selection, P .

1: for k = 1 to n do
2: I ′ ←

{
i ∈ I

∣∣∣∣Ci = min
i∈I

(Ci)

}
3: I ′′ ←

{
i ∈ I ′

∣∣∣∣Ni = min
i∈I′

(Ni)

}
4: if k = 1 then
5: Select arbitrary i(∈ I ′′).
6: else
7: I ′′′ ←

{
i ∈ I ′′

∣∣∣∣DiPk−1
= min

i∈I′′

(
DiPk−1

)}
8: Select arbitrary i(∈ I ′′′).
9: end if

10: Pk ← i
11: for l = 1 to n do
12: if xPkl = 1 then
13: Cl ++
14: end if
15: end for
16: CPk

←∞
17: end for
18: return P

Figure 4.4: An example of pre-defining the priority of core selection in 7-core fiber.



4.3. On-Demand Spectrum and Core Allocation Reducing Crosstalk 77

(a) Pre-defined priority (12MCF) (b) Pre-defined priority (19MCF)

Figure 4.5: The pre-defined priority patterns of core selection in different MCFs.

fragmentation according to the core classification based on the bandwidths of the required con-

nections.

Figure 4.6 shows an example of spectrum utilization in an EON with MCFs. Figure 4.6(a)

shows the spectrum utilization with no core classification, and Fig. 4.6(b) shows the spectrum

utilization based on my predefined core classification. My policy classifies MCF cores per the

number of required frequency slots (FSs). The classified cores are defined as those for which

the connections requiring the same bandwidth are preferentially allocated. In Fig. 4.6(b), cores

1 and 2 are the classified cores for the connections requiring three FSs. It is clear that there are

no spectral fragmentations in the classified core as long as the core has one type of connection

about requiring bandwidth. However, when there is no available classified core for the required

connection’s bandwidth, cores classified for different bandwidths are possibly used as core 7 in

Fig. 4.6(b). Therefore, this concept is slightly similar to multi-layer WDM networks in some

respects but different in others.

In general, there are m types of bandwidth connections in an EON with n-core fibers. I

suppose that the average ratio of the number of each type of existing connections is known from

statistical information. The classified cores are prepared in turns in the descending order of the

values of this ratio. An example of predefined core classification is illustrated in Fig. 4.7. This

classification is based on the priority in Fig. 4.4. Connections require three types of bandwidth,

i.e., three, four, or five FSs in this example. Note that this example is specific to the adopted

network topology (JPN-12 topology in Fig. 3.4). In Fig. 4.7, there are three classified cores
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(a) No classification (b) Pre-defined core classification

Figure 4.6: An example of spectrum utilization.

for connections requiring four FSs and two classified cores for connections requiring three or

five FSs. Although there are only 3 types of bandwidths which is required by connections in

this example, one classified core can be preferentially used by two or more types of bandwidth

connections when m is more than n.

Figure 4.7: The example of pre-defined core classification for 7-core fiber.

4.3.4 Procedure of Dynamic Spectrum and Core Allocation

The proposed method allocates the spectrum and core per the required connections dynamically

according to two predefined policies. It is assumed that all of the nodes in an EON with MCF
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have the capability of free switching from core to core. This capability divides the core allo-

cation problem into respective sub-problems for each link. I also employ a Path Computation

Element (PCE) in order to solve the RSA problem.

After the route and corresponding modulation format are selected, the number of required

FSs for the target requested connection is calculated. By checking the status of all links in the

selected route, a list of the FSs satisfying two continuity constraints in the RSA problem is

created. The proposed method calculates a score for each candidate of FSs, as Procedure 4.2.

Procedure 4.2 shows the pseudo-code for the score calculation of one candidate of FSs. For the

i-th candidate of available slots, the score S(i) represents the worst core allocation among the

selected route. More desirable core allocations yield lower scores. After calculating the score

for each candidate of FSs, the proposed method allocates the FSs with the lowest score. When

there are multiple slots with the lowest score, the FSs with minimum index are allocated to the

connection. Finally, one core is selected in each link according to the following steps.

Procedure 4.2 Score Calculation
Require: P ,R and the i-th candidate of FSs.
Ensure: The FSs’ score, S(i).

1: for j-th link of the selected route do
2: Check an available core Pk with the lowest k.
3: if Pk is the classified core prioritized for the same bandwidth as current connection then
4: S

(i)
j ← Pk.

5: else
6: S

(i)
j ← 2n− Pk.

7: end if
8: end for
9: S(i) ← max

j∈R

(
S
(i)
j

)
.

10: return S(i)

Core selection procedure

Step 1 Select one core with the highest predefined priority from among the classified cores

prioritized for the same bandwidth as current connection.

Step 2 If no core is selected in Step 1, select one core with the lowest predefined priority from

among the classified cores for the other bandwidths.
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4.4 Performance Evaluation

4.4.1 Simulation Model

I used my own C++ simulator for a simulation to evaluate the proposed method. The pro-

posed method is evaluated in two different ways. The one is named as “Classification”, and

the other is named as “Proposal.” The “Classification” is the method which adopts only Core

Classification and core prioritization follows first-fit in this method. The “Proposal” adopts both

Core Prioiritization and Core Classification. I adopted the JPN-12 topology and USA topology

shown in Figs. 3.4 and 3.5. The JPN-12 topology has 12 nodes and 16 links. Each link has

one MCF for each direction. I simply suppose that all links have a single MCF. I select three

types of MCFs: the number of cores is 7-, 12- or 19-. The structures of these MCFs are shown

in Refs. [79, 83, 97], respectively. I set the width of FS is 12.5 GHz and the total spectrum

resource per core is 4 THz (C-band). Therefore, the number of FSs per core as W = 320. I

assume that connection requests have a constant service time and that their inter-arrival time

follows an exponential distribution. Connections are requested between the randomly selected

source and destination. The traffic load represents the spectrum utilization of the “bottleneck

link.” The “bottleneck link” is the link in which the most optical paths are assigned when all

pairs of source and destination have same arrival rate and shortest paths are always selected.

The average inter-arrival time of the entire network µ satisfies the following formulation, where

SPall is the number of shortest paths for all pairs of source and destination, SPBN is the number

of shortest paths through the bottleneck link. BWave is an average number of required FSs, Tave

is an average service time, and NFS is the number of FSs per link.

µ =
SPBN ×BWave × Tave

Traffic load× SPall ×NFS

. (4.4)

I assume that connections require 112 Gbps transmission. A different modulation format is

applied to the generated connections according to the number of hops in order to compensate

filter narrowing effect. The number of required FSs is dependent on the selected modulation

format. The maximum number of hops in the JPN-12 topology is five and that in USA topology

is seven. Table II shows the parameter set-up for the adopted topology scaled from the set-up



4.4. Performance Evaluation 81

in Ref. [2]. The proposed method is compared with the simple spectrum and core allocation

methods: “First-fit” and “Random.” The “First-fit” method allocates available FSs and cores

such that the indexes of the allocated FSs are minimized. The “Random” method arbitrarily

allocates available FSs and cores.

Table 4.2: Number of FSs
# of hops

JPN-12 USA Modulation format # of slots
1,2 1,2,3 DP-16-QAM 3
3,4 4,5 DP-QPSK 4
5 6,7 DP-QPSK 5

4.4.2 Blocking Probability

Figures 4.8, 4.9 and 4.10 show the blocking probabilities of an EON with 7, 12, and 19 core

MCFs for JPN-12 topology, respectively. The core classification form is exemplified in Fig. 4.7

in particular in the case that JPN-12 topology and 7-core MCFs are adopted. Compared with

the “First-fit” and “Random,” these results show that the “Proposal” can improve the blocking

probability to the same degree, regardless of the number of cores. There is a difference between

“Classification” and “Proposal” because the spectrum allocation in low-prioritized cores is less

sophisticated than that of “Proposal.” From the comparison of these figures, the large number

of cores reduces the blocking probability owing to the statistical multiplexing effect.
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Figure 4.8: Blocking probability (JPN-12,
7-core MCF).
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Figure 4.9: Blocking probability (JPN-12,
12-core MCF).
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Figure 4.10: Blocking probability (JPN-12, 19-core MCF).

4.4.3 Fragmentation

The worse performances of the “First-fit” and “Random” with respect to the blocking proba-

bility are caused by the spectrum fragmentation shown in Figs. 4.11 and 4.12. Figures 4.11

and 4.12 indicate the average number of one- or two-slot fragments in the entire network for

JPN-12 topology with 7-core MCFs. In my simulation condition, these focused one- or two-slot

fragments are dead spectrum resources because the smallest number of required FSs is three.

Therefore, the number of such fragments directly impacts the blocking performance. The pro-

posed method can drastically reduce these fragments because of the pre-classification policy.

Figure 4.11: The number of fragments (1
slot).

Figure 4.12: The number of fragments (2
slots).
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4.4.4 Crosstalk per Slot

Figures 4.13, 4.14 and 4.15 show “Crosstalk per Slot (CpS)” in the proposed and compared

methods for JPN-12 topology. These figures differ in the number of cores in the MCFs. The

“CpS” is defined as follows. First, I define the “Arrangement of Crosstalk (AoC)” as the pairs

of used FSs which have same frequency and located in adjacent cores. In other words, AoC is

the arrangements of FSs which generate XT. Therefore, CpS is formulated as follows:

CpS =
The number of AoCs

The number of used frequency slots
. (4.5)

Note that from the definition, that CpS is a relative measure depending on fixed MCF structure.

Thus, CpS should not be used for the comparison between different MCF structures but for

the comparison of spectrum and core allocation methods under a fixed MCF structure. Qual-

itatively, the higher CpS spectrum and core allocation method shows, the worse its blocking

probability becomes. Although there is a trade-off between the blocking probability and the

CpS in the “First-fit” or “Random,” the “Proposal” succeeds in improving both performances.

“Proposal” can reduce the XT by less than half of the “First-fit” value, regardless of the num-

ber of cores. These XT reductions mainly depend on the prioritization policy of my proposed

method. Therefore, two compared methods can also reduce XT to the same degree by adopting

the prioritization policy. The XT reductions in “Classification” is smaller than these in “Pro-

posal” because “Classification” does not adopt my proposed prioritization policy. However,

“Classification” outperforms the other two compared methods because classification policy or-

derly disperses core allocations. For every proposed and compared method, the CpS in 12-core

MCF is far smaller than that in other MCFs. This is because the maximum CpS in 12-core MCF

is two, whereas that in 7-core MCF and 19-core MCF is six.

4.4.5 Topological Independncy

Figures 4.16 and 4.17 show the blocking probability and CpS for USA topology with 7MCF,

respectively. The blocking probability and CpS shown in the figures are similar characteristics

to that for JPN-12 topology. This means the effectiveness of the proposed method even in more

densely meshed network with different traffic.
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Figure 4.13: Crosstalk per slot (JPN-12, 7-
core MCF).
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Figure 4.14: Crosstalk per slot (JPN-12, 12-
core MCF).
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Figure 4.15: Crosstalk per slot (JPN-12, 19-core MCF).
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Figure 4.16: Blocking probability (USA, 7-
core MCF).
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Figure 4.17: Crosstalk per slot (USA, 7-
core MCF).
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4.4.6 Spectrum Utilization

Figures 4.18 and 4.19 show the states of the spectrum utilization in a bottleneck link and a

low load link, respectively. The adopted topology is JPN-12 topology and each MCF has 7

cores. The “low load link” is the link which has almost half traffic in a “bottleneck link.”

Each subfigure shows the snapshot of the spectrum utilization state for “First-fit,” “Random,” or

“Proposal.” In these figures, used FSs are colored. The blue, green, and red squares represent

the FSs allocated to the connections requiring 3, 4, and 5 FSs, respectively. Figures 4.18(a)

and 4.19(a) show that the “First-fit” method generates relatively less fragments according to

its spectrum allocation filling without gap. This is why the “First-fit” shows higher CpS than

taht of “Random” regardless of the number of cores. Figures 4.18(b) and 4.19(b) show that the

“Random” method generates the most fragments because of its disordered allocation. This is

why the “Random” shows the highest blocking probabilities regardless of the number of cores.

In contrast, in Figs. 4.18(c) and 4.19(c), it is clear that the predefined classification reduces the

fragmentations owing to the harmonious operation in the spectrum and core allocation. Note

that there is a difference between the number of prepared classified cores and the number of

classified cores required based on traffic requests. From the perspective of XT, my proposed

method keeps large blanks in the cores with low priority in order to reduce the XT. The tendency

is verified in the other link which have less traffic as shown in Fig. 4.19. The simulation results

show that the proposed method can simultaneously improve both the XT in MCFs and the

blocking probability of the total network. Moreover, these improvements are not dependent on

the number of MCF cores.

4.5 Conclusion

An EON with MCFs is expected to realize great improvements in transmission flexibility and

capacity. However, this presents the problem of the inter-core XT in MCFs. In this chapter,

I proposed an “on-demand” spectrum and core allocation method in order to reduce the XT

in MCFs from the perspective of networking. I introduced two predefined policies in order to

reduce not only the XT in MCFs but also the blocking probability of overall networks. The
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Figure 4.18: Spectrum utilization in a bottleneck link (traffic load = 0.7, JPN-12, 7-core MCF).

Figure 4.19: Spectrum utilization in a low load link (traffic load = 0.7, JPN-12, 7-core MCF).
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first is a predefinition of a core selection priority for reducing the XT, and the second is a

predefinition of a core classification for reducing the spectrum fragmentations. I evaluated the

proposed method using extensive computer simulations. The proposed method can improve

both the blocking probability and XT, which typically exhibit a trade-off relation.





Chapter 5

Energy-Efficient and Cooperative
Node Configuration

5.1 Introduction

Optical fibers based on space division multiplexing (SDM) technology are important novel

transmission devices that can expand the transmission capacity of core optical networks beyond

the physical limit of traditional optical fibers [42,98,99]. The appearance of SDM-based optical

fibers and an increase in the number of underlying optical fibers, which are aimed at expand-

ing transmission capacity of optical networks, are expected to enlarge and complicate optical

switching nodes in future core optical networks. Broadcast-and-select and spectrum-routing

are general optical switching node architectures that have enough flexibility to realize fully-

elastic optical networks [47, 48]. In these architectures, the spectrum selective switch (SSS) is

not only the main signal processing module but also the dominant module in terms of power

consumption. When optical switching nodes become complex and large-scale, cascaded SSSs

dramatically increase the power consumption of these optical switching nodes owing to the

limited port count of SSSs [49].

To suppress the increase in the number of signal processing modules, a hierarchical optical

switching node architecture using small optical cross connects (OXCs) as subsystem modules

has been proposed [50]. This hierarchical node architecture divides the switching component

into subsystems of smaller OXC and suppresses the increase in the number of cascaded SSSs

and erbium-doped fiber amplifiers (EDFAs). On the other hand, their partially restricted switch-

ing negatively affects the transmission success rate, and there is a trade-off between suppression

. 89 .
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of the modular cost and the transmission success rate. Therefore, it is necessary to establish a

completely different node architecture to achieve both cost reduction and successful transmis-

sion. Reference [1] also reduces the number of signal processing modules implemented in opti-

cal nodes by introducing a completely different novel optical node architecture which is called

an architecture on demand (AoD) node. In AoD nodes, an optical backplane, which is usu-

ally implemented using a large-port-count three-dimensional microelectromechanical system

(3D-MEMS), interconnects input/output ports and signal processing modules in an arbitrary

manner, as shown in Fig. 1.5. Use of an AoD node can reduce the number of signal processing

modules by supplying just enough signal processing because these interconnections are dynam-

ically constructed according to the switching and signal processing request. In other words, the

AoD concept requires an appropriate resource allocation method (which creates an appropriate

switching request) considering these interconnections in AoD nodes.

In this chapter, I propose a novel energy-efficient network system that consists of a novel

node architecture and resource assignment method considering an AoD node architecture in

SDM-EONs. First, I discuss the proposal of energy-efficient AoD node architecture that can re-

duce power consumption of optical switching nodes. This proposed node architecture requires

partially restricted spectrum allocation to adopt low-power-consumption modules for signal pro-

cessing. Then, I also propose a novel on-demand resource allocation method to provide appro-

priate optical paths suited for the proposed energy-efficient AoD nodes. The proposed resource

allocation method simultaneously reduces the blocking probability of path set-up requests in the

entire network because its allocation policy reduces spectral fragmentation. Therefore, the pro-

posed AoD node architecture and on-demand resource allocation method can improve both the

power consumption and the blocking probability in SDM-EONs. There are mainly three contri-

butions in this chapter. The first contribution is a novel energy-efficient optical node architecture

based on AoD concept. The second contribution is a new resource assignment method realiz-

ing energy-efficient AoD nodes by appropriately arranging spectra. The third contribution is

improving power consumption and blocking rate of connections in SDM-EONs.
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The rest of this chapter is organized as follows. Section 5.2 introduces optical node archi-

tectures for EONs including both traditional static node architectures and an AoD node archi-

tecture. Section 5.3 explains the proposed energy-efficient AoD node architecture, which in-

corporates low-power-consumption modules. Section 5.4 proposes an on-demand routing and

spectrum allocation method suitable for the energy-efficient AoD node architecture. Section 5.5

evaluates the performance of the proposed method. Section 5.6 concludes this chapter.

5.2 Optical Node Architecture for EONs

5.2.1 Traditional Optical Node Architectures for EONs

In EONs, optical switching nodes need to handle transmission signals with greater flexibility

and finer granularity than in traditional WDM networks. The SSS, which is also called band-

width variable wavelength selective switch (BV-WSS) of a flexible WSS, is the most important

signal processing module in the optical nodes of EONs [9]. The SSS can filter spectra with

an arbitrary width from input signals and switch them to arbitrary ports without signal repli-

cation, as shown in Fig. 1.4. The flexibility of spectrum selection in the SSS realizes flexible

networking in EONs.

Two traditional optical node architectures based on SSSs are proposed for EONs, as shown

in Fig. 1.3 [47, 48]. In the broadcast-and-select architecture, the input signals are replicated

in splitters and broadcast to all output ports. On each output port, the appropriate spectra are

selected using an SSS, and the multiplexed signal is transmitted through the output port. How-

ever, the replication by these splitters seriously degrades the transmission signals when the

scale of a node is large [100, 101]. In the spectrum-routing architecture, the input signals are

first demultiplexed by an ingress SSS without replication. Then, these demultiplexed signals

are routed to different output ports and finally combined, also by an egress SSS, at the output

port. The spectrum-routing architecture does not produce signal degradation by splitters, unlike

the broadcast-and-select architecture, but the spectrum-routing architecture is more costly than

the broadcast-and-select architecture because the number of SSSs is doubled.

In both architectures, the cost of optical nodes is a serious problem. When the number of

input/output ports of an optical node is large, for example because multicore fibers (MCFs)
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are adopted, SSSs with the same port count are required in these traditional node architectures.

However, the port count of an SSS is limited, for example, 20 for a current commercial SSSs. If

traditional node architectures require a higher port count than this limit, cascaded SSSs are usu-

ally implemented for these architectures, explosively increasing the number of required SSSs

for optical nodes. The increase in the number of SSSs required for Spectrum Routing node is

formulated as follows. It is supposed that Spectrum Routing node supports P × P switching

and each SSS supports 1 × PSSS multiplexing/demultiplexing. If one SSS block in Fig. 1.3

needs to supply multiplexing/demultiplexing with more than PSSS ports, the block is imple-

mented by cascaded multiple SSSs. It is defined that cascaded NCas SSSs supply a 1 × PCas

multiplexing/demultiplexing. When the SSS block is implemented by 2-step cascaded SSSs

(1 ≤ NCas ≤ PSSS + 1),

PCas = (NCas − 1)× PSSS + PSSS − (NCas − 1). (5.1)

Because P ≤ PCas,

P ≤ (NCas − 1)× PSSS + PSSS − (NCas − 1),

= NCas · (PSSS − 1) + 1,

NCas ≥
P − 1

PSSS − 1
,

NCas = ⌈ P − 1

PSSS − 1
⌉. (5.2)

Therefore, The total number of SSSs required in Spectrum Routing node NSR is calculated as

follows.

NSR = 2× P ×NCas = 2 · P · ⌈ P − 1

PSSS − 1
⌉. (5.3)

To overcome the substantial increase in power consumption of the traditional optical node, other

optical node architecture is required to mitigate such a cost increase due to the use of cascaded

SSS.
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5.2.2 Architecture on Demand Nodes

AoD concept was introduced mainly as a solution to the problem of limited flexibility in tradi-

tional node architectures due to the hard-wired arrangement of modules [1]. The optical back-

plane in AoD nodes (Fig. 1.5) is usually implemented using large-port-count optical switches

such as a 3D-MEMS, which interconnects input/output ports and diverse building modules

such as the SSS, multiplexer (MUX), demultiplexer (DEMUX), EDFA, PLZT devices, and

so on. These interconnections in the optical backplane are dynamically reconfigured according

to the request for switching and signal processing. Moreover, it is easy to add extra functions

(e.g., wavelength conversion) because the arrangement of these building modules is not fixed.

Therefore, an AoD node has greater flexibility and upgradability than other static optical node

architectures.

Multi-granular transmission in the space/frequency/time domain has been demonstrated us-

ing AoD nodes and MCFs [91]. An experiment demonstrated great flexibility of AoD node

in MCF-based EONs with over 6000-fold bandwidth granularity. Reference [102] defines the

flexibility of node architectures on the basis of the entropy of the system and compares those

of AoD nodes and traditional static node architectures of EONs. The advantage on the flexibil-

ity of AoD nodes has been proved both theoretically and experimentally. Reference [103] first

demonstrated WDM inter-data center network (DCN) transmission using AoD nodes. In this

model, clustered DCNs are connected through metro/core networks, and inter- and intra-cluster

transmission is conducted according to the AoD concept.

Moreover, the flexibility of AoD nodes can also be used to reduce the power consumption of

optical nodes. Because AoD nodes are dynamically constructed according to the switching and

signal processing request, they can use just enough modules, although traditional architectures

constantly require a fixed maximum number of hard-wired modules regardless of the request.

It is possible that the use of AoD nodes can reduce the number of implemented modules and

the power consumption. References [104, 105] include a power consumption analysis for AoD

nodes. Reference [104] shows that using AoD nodes can reduce the total power consumption
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of the network by more than 25% using a heuristic algorithm to construct AoD nodes. Refer-

ence [105] numerically analyzes the benchmark of power consumption reduction according to

the granularity of the switching request.

Despite these great advantages, AoD nodes also have some challenges. In this chapter, the

two important problems of AoD nodes are addressed. One is the scalability problem of the

optical backplane. As shown in Fig.1.3, all the building modules implemented in an AoD node

are connected to a central optical backplane (3D-MEMS). When the number of input/output

ports and building modules are increased, the port count required for the optical backplane is

too large to be implemented by a single 3D-MEMS. Using multiple 3D-MEMSs is a simple

solution to this problem; however, in order to switch signals between multiple 3D-MEMSs

freely, many 3D-MEMSs ports are used for intraconnections between them. A sophisticated

AoD construction using multiple 3D-MEMSs is required because wasting the switching ports

of a 3D-MEMS requires more 3D-MEMSs and increases the power consumption of AoD nodes.

The other problem is a trade-off between the switching granularity and the number of required

modules. Although some studies have examined the energy efficiency of AoD nodes, reducing

their power consumption depends on reducing the number of SSSs, assuming switching re-

quests with coarse granularity, such as fiber switching. If EONs require fully flexible operation

for all input/output ports of AoD nodes, they require the same number of SSSs as traditional

architectures.

5.2.3 Routing and Spectrum Assignment Problem
for Architecture on Demand Nodes

When AoD nodes are implemented for EONs, the RSA problem and resource allocation method

become more serious concerns. AoD nodes dynamically construct themselves and supply the

signal processing functions according to the switching requests; therefore, the arrangement of

allocated spectra (which is the result of resource allocation) affects the AoD node configura-

tions [1]. Several studies have examined a dynamic resource allocation method considering

the construction of AoD nodes [95, 106]. Reference [95] numerically analyzes RSA solutions

in MCF-based EONs that reduce intercore crosstalk of MCFs considering AoD nodes. The
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proposed RSA strategy also reduces the number of SSSs and amplifiers in AoD nodes. Refer-

ence [106] proposes a redundant optical node configuration method based on AoD nodes for

restoration from component failure. It also addresses a routing algorithm that improves the

lightpath availability by increasing the fiber switching requests. However, these studies assume

not a dynamic but a static model of performance evaluation. It is necessary to study about a dy-

namic resource allocation method considering AoD node configuration. References [107, 108]

includes my fundamental dynamic resource allocation method considering the monetary cost of

AoD nodes, but the proposed resource allocation methods and node architectures still have the

problem of scalability and feasibility.

5.3 Energy-Efficient Architecture on Demand Nodes

5.3.1 Concept

First, the concept of the proposed energy-efficient AoD node is introduced. Note that in this

chapter, although EONs are assumed to be equipped with MCFs, the proposed node architecture

and resource allocation method can also be applied to an EON that has multiple single-core

single-mode fibers in one link.

In the proposed energy-efficient AoD node architecture, a large proportion of the SSSs is

replaced by an array-waveguide-grating-based MUX/DEMUX to reduce power consumption.

A MUX/DEMUX is a fixed grid signal processing module whose output/input ports and wave-

length channels are in a one-to-one correspondence. Spectra with the same bandwidth need to

be allocated in a transmission signal if it is processed by a MUX/DEMUX. Figure 5.1 shows the

difference between traditional spectrum allocation and the proposed spectrum allocation con-

sidering energy-efficient AoD nodes. The proposed spectrum allocation method simplifies the

signal processing modules in the proposed energy-efficient AoD nodes. It is explained in detail

in the next section.

Figure 5.1(a) shows the traditional non-uniform spectrum allocation in EONs. When MCFs

are installed in EONs, each input or output port of the optical nodes is connected to a core of

MCFs. Because of the repeated setup and release of connection having diverse bandwidth, the

spectrum resources of EONs are fragmented; therefore, the efficiency of spectrum utilization is
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Figure 5.1: Example of spectrum allocation considering energy efficient AoD nodes.

decreased. On the other hand, the proposed uniform spectrum allocation shown in Fig. 5.1(b)

can reduce the spectrum fragmentation by classifying connections according to the required

bandwidth. Moreover, in terms of the node architecture, this uniform spectrum allocation also

makes it possible to replace flexible SSSs with fixed-grid MUX/DEMUXs according to the

dynamic and adaptive construction of AoD nodes. In this chapter, cores in which connections

requiring the same bandwidth are allocated [such as core A, B, and C in Fig. 5.1(b)] are called

dedicated cores, and cores in which connections requiring arbitrary bandwidth are allocated

[such as core D in Fig. 5.1(b)] are called common core. The number of common cores and

dedicated cores is statically established before network operation begins; however, the number

of dedicated cores for the λ slots is set dynamically. First, a connection requiring an arbitrary

number of FSs can be allocated to an empty dedicated core. Once the connection is allocated to

the empty dedicated core, subsequent connections requiring the same number of FSs must be

allocated to that dedicated core.

5.3.2 Architecture

The architecture of the proposed energy-efficient AoD nodes is shown in Fig. 5.2. Note that two

dotted lines are the examples of optical switching and they are explained in the next paragraph.

Optical switching in this AoD nodes is divided into three phases as shown in Fig. 5.2. This is
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because the number of required switching port is too high to be constructed if the implementa-

tion depends on the single central Optical Backplane. Signals are switched in this architecture

as follows. First, input signals are switched to appropriate signal processing modules in the

core switching phase. If input signals are from common cores, then such signals having various

spectral width are processed by an SSS in the waveband switching phase. In this part, spec-

tra with the same width are grouped and switched to the corresponding DEMUXs. Note that

the color of the MUX/DEMUXs in my figures represents the supported spectral width. On the

other hand, if the input signals are from dedicated cores, then, skipping the waveband switch-

ing phase, such signals are directly switched to the corresponding DEMUXs in the wavelength

switching phase. In the wavelength switching phase, switched input signals from dedicated

cores and the corresponding waveband group from an SSS are demultiplexed into wavelength

channel in DEMUXs. Each wavelength channel is switched to the corresponding MUX, which

is connected to an appropriate output port according to the switching request.

Figure 5.2 also shows examples of signal switching and processing. The blue dotted line

represents a connection requiring three FSs, and its switching request is from a dedicated core

to a dedicated core. The input signal in a dedicated core for three FSs is first demultiplexed

by a blue-colored DEMUX in Fig. 5.2 (which is for three FSs) after the core switching phase

and then delivered to a blue-colored MUX through the wavelength switching phase. The signal

is finally delivered to the output dedicated core, which is for three FSs. The green dotted line

represents a connection requiring four FSs, and its switching request is from a dedicated core

to common core. The input signal in a dedicated core for four FSs is first demultiplexed by a

green-colored DEMUX (which is for four FSs) after the core switching phase and then delivered

to a green-colored MUX through the wavelength switching phase. Next, the signal is delivered

to an SSS through the waveband switching phase. In this SSS, the signal is combined with other

signals that have different spectral width, and finally delivered to the output common core.

The proposed architecture in Fig. 5.2 have the same number of input/output ports, however,

this architecture also supports the case that the numbers of input/output ports are different. In

such a case, the scale of the 3D-MEMSes, which are used for wavelength switching, depends

on the higher port-count.
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Figure 5.2: Proposed AoD node architecture.

5.3.3 Numerical Analysis and Static Evaluation

In this subsection, the proposed energy-efficient AoD nodes are numerically analyzed, with

a focus on the required number of signal processing modules and power consumption. The

symbols used in this section are summarized in Table 5.1. Note that the number of DEMUXs is

the same as that of MUXs, and this number is determined in advance according to the number

of all types of dedicated cores that are connected to the AoD node in order to maintain full

flexibility in the spectral width setup for dedicated cores. In this chapter, for simplicity, the

power consumption of an optical node is defined as the sum of the power consumption of all

SSSs and 3D-MEMSs in operation.

The number of ports of a MUX/DEMUX whose channel spacing is ∆λ FSs is

P∆λ
MUX = ⌊ F

∆λ
⌋. (5.4)

The value P∆λ
MUX also represents the number of wavelength channels per core. Then, for wave-

length switching of ∆λ FSs, the number of port of the 3D-MEMS per corresponding ∆λ-MUX

is

Ch∆λ
MEMS = ⌊PMEMS

N∆λ
MUX

⌋. (5.5)
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Table 5.1: Symbols used in the numerical analysis of the proposed architecture.

Symbols Description
F Number of FSs per core
P Port count of AoD nodes (supporting P × P switching)
C Number of cores of a single installed MCF
∆λ Channel spacing (number of FSs)
N∆λ

MUX Number of implemented ∆λ-MUXs
PMEMS Port count of 3D-MEMSs (supporting PMEMS × PMEMS

switching)
WMEMS Power consumption of a 3D-MEMS
WSSS Power consumption of a SSS
WAoD Total power consumption of the proposed AoD node

It equals to the maximum number of wavelength channels that are switched in one 3D-MEMS

because the same port from each ∆λ-MUX/DEMUX has to be connected to the same 3D-

MEMS in order to switch the corresponding wavelength channel. The number of 3D-MEMSs

used for wavelength switching with a channel spacing of ∆λ FSs is

N∆λ
MEMS = ⌈ P∆λ

MUX

Ch∆λ
MEMS

⌉ = ⌈
⌊ F
∆λ
⌋

⌊PMEMS

N∆λ
MUX
⌋
⌉. (5.6)

Therefore, the total number of 3D-MEMS required in the proposed AoD node is

NMEMS = 1 +
∑
∆λ

⌈
⌊ F
∆λ
⌋

⌊PMEMS

N∆λ
MUX
⌋
⌉. (5.7)

Because the number of MUXs is less than the number of input/output ports of an optical node

(N∆λ
MUX ≤ P ),

NMEMS ≤ 1 +
∑
∆λ

⌈
⌊ F
∆λ
⌋

⌊PMEMS

P
⌋
⌉. (5.8)

Next, the number of SSSs required in the proposed AoD node NSSS is the same as the number of

common cores NCOM. The number of common cores is statically determined in advance, and 1

common core is set up for every C cores. The value is determined from preliminary simulation

results. When all the input/output ports are connected to the cores of the MCFs,

NSSS = NCOM = ⌈P
C
⌉. (5.9)
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Therefore, the total power consumption of the proposed AoD node is

WAoD = WSSS ·NSSS +WMEMS ·NMEMS

≤ WSSS · ⌈
P

C
⌉

+WMEMS ·

(
1 +

∑
∆λ

⌈
⌊ F
∆λ
⌋

⌊PMEMS

P
⌋
⌉

)
. (5.10)

Figure 5.3 shows the numerically analyzed total power consumption of EONs. In this figure,

the vertical axis represents the total power consumption of each node, and the horizontal axis

represents the port count of each node.

The evaluation is based on formulas (5.10) and (5.3). Static values are defined as follows.

The number of spectrum slots F is 320. Because I set the width of FS to 12.5 GHz and the total

spectrum resource per core to 4 THz (C band). The port count of the 3D-MEMSs PMEMS is

320. The port count of the SSSs PSSS is 20. The power consumption values WSSS and WMEMS

are 40 and 150, respectively. Figure 5.3 shows an explosive increase in the power consumption

of the traditional spectrum-routing node architecture (shown in Fig. 1.3(b)) with port count

growth. Use of the proposed energy-efficient AoD node can dramatically mitigate the increase,

although the larger number of types of required spectral width slightly increases the node’s

power consumption.
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Figure 5.3: Static evaluation of power consumption for EONs.
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5.4 On-Demand Routing and Spectrum Allocation
for Energy-Efficient Architecture on Demand Nodes

5.4.1 Concept and Definition of Allocation-Cost

In this section, the procedure for the proposed on-demand routing and spectrum allocation

method is explained in detail. The proposed allocation method is controlled according to the

allocation cost of spectra. The allocation cost is defined for each spectrum of all the MCFs

according to the status of a core in order to lower the allocation cost of a desirable spectrum.

There are three types of allocation costs for a combination of a route and spectrum (k, f), where

the selected route is k, and the initial FS of the selected spectrum is f . These three types of al-

location costs are defined as follows. The symbols used in the proposed routing and allocation

method are summarized in Table 5.2.

Table 5.2: Symbols used in the proposed spectrum and core allocation.

Symbols Description
f Index of an initial FS
l Index of a link
c Index of a core
k Index of a route that is one of the precalculated routes
Hk Number of hops of route k
Lk Set of links in route k
Cl Set of cores at link l
uc Spectrum utilization of core c

Xk,f
l,c is the most basic allocation cost and represents the allocation costs of a core c (c ∈

Cl, l ∈ Lk) for (k, f). When the required number of spectrum slots is r,

Xk,f
l,c =


1− uc if c is a core for r slots,

1 if c is an empty dedicated core,

Hk + 1 if c is a common core.

(5.11)

Otherwise, the cost Xk,f
l,c = ∞ (that is, the selected spectrum is occupied and cannot be allo-

cated). In my proposed method, the desirable core is the dedicated core for r slots from the

perspective of spectrum fragmentation. Moreover, the dedicated core for r slots with the lowest
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spectrum utilization is the most desirable in order to maintain a large number of empty dedicated

cores.

Xk,f
l is the intermediate allocation cost, which represents the allocation costs of a link l

(l ∈ Lk) for (k, f).

Xk,f
l = min

{
Xk,f

l,c

∣∣∣ c ∈ Cl} . (5.12)

This allocation cost is the cost of a desirable core in link l.

Xk,f is the final allocation cost, which represents the allocation costs for (k, f). Its value is

the sum of Xk,f
l at each link along the route k. Therefore, Xk,f is calculated as follows:

Xk,f =
∑
l∈Rk

Xk,f
l . (5.13)

All these costs are updated when an optical path is set up or released because the actual value

of each cost depends only on the state of spectrum utilization. It means that after connection

arrival, the spectrum allocation process not calculates but refers the appropriate cost in order to

reduce the processing delay.

5.4.2 Flowchart and Example of Allocation-Cost Calculation

Figure 5.4 shows the optical path provisioning flowchart of the proposed routing and spectrum

allocation method. When a new connection request arrives, the number of required FSs is cal-

culated for each route k. Next, Xk,f is calculated for each (k, f). If the minimum allocation

cost Xk,f is ∞, there is no available combination of a route and spectrum resources, and the

connection request is rejected. Otherwise, the route and spectrum (k, f) are selected to mini-

mize Xk,f . Then the selected spectrum is allocated to the core c with a minimum Xk,f
l,c for each

link along the route k. Finally, all the Xk,f
l,c values are updated according to the changed status

of the cores, and path provisioning succeeds.

Figure 5.5 shows an example of a cost calculation when the number of required FSs is three

and the index of the initial FS is 1. The selected route (k = 2) from node A to node D has three

links (l = 1, 2, and 3). Hence, H2 + 1 is equal to 4. At each link, the minimum value of X2,1
l,c is

selected as the X2,1
l value (X2,1

1 = 1, X2,1
2 = 0.5 and X2,1

3 = 4). The cost of spectrum X2,1 is

the sum of these X2,1
l value (X2,1 = X2,1

1 +X2,1
2 +X2,1

3 = 5.5).
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Figure 5.4: Flowchart of the proposed routing and spectrum allocation method.

Figure 5.5: Example of an allocation cost calculation.
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5.5 Performance Evaluation

5.5.1 Simulation Model

I used my own C++ simulator to evaluate the proposed method. I adopted the JPN-12 topology,

USA topology, NSF topology and Deutsche Telekom (DT) topology shown in Figs. 3.4, 3.5,

5.6 and 5.7, respectively. The JPN-12 topology has 12 nodes and 16 links. The USA topology

has 28 nodes and 45 links. The NSF topology has 14 nodes and 21 links. The DT topology has

14 nodes and 23 links. Each link has one MCF for each direction. I simply suppose that all

links have three MCFs that has 7 cores. I set the width of FS to 12.5 GHz and the total spectrum

resource per core to 4 THz (C band). Therefore, the number of FSs per core is W = 320.

The connection requests were assumed to arrive according to a Poisson process with an average

arrival rate λ, and the service time of each connection was assumed to follow a negative expo-

nential distribution with an average 1/µ. Thus, overall traffic intensity is represented by λ/µ.

The connection requests randomly required one source–destination (SD) pair; the traffic load

(Erlang) means traffic intensity per SD pair, and it is represented by i
N ·(N−1)

· λ
µ

. Connections

require 40, 100, or 400 Gbps transmission randomly. The number of required FSs depends on

the bitrate and the hop count of the selected route. Table 5.3 shows the required FS setup for

the adopted topology scaled from the setup in Ref. [2]. Note that “short,” “intermediate” and

“long” are defined as follows when M is the maximum number of hops of all candidate routes.

• short: 0 < h ≤ ⌈M
3
⌉

• intermediate: ⌈M
3
⌉ < h ≤ ⌈2 · M

3
⌉

• long: ⌈2 · M
3
⌉ < h ≤M

Further, k = 5 in the k-shortest path algorithm. The number of common cores is one for each

MCF. The parameters of the signal processing modules are shown in Table 5.4 [109]. Note that

the 3D-MEMS and SSS can be turned off when they are not in use. I introduce “SR with FFS”

and “SR with FFC” as comparison methods. Both of these methods suppose that spectrum-

routing (SR) node architecture [102] is implemented for EONs. From the k-shortest paths

(k = 5), both comparison methods select one route that has the least congested bottleneck link.
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“SR with FFS” allocates spectra for the first fit of the FS index (FFS). “SR with FFC” allocates

spectra for the first fit of the core index (FFC). The combination fo proposed energy-efficient

node and resource assignment is denoted “Proposed system” in the evaluations.

Figure 5.6: NSF topology.

Figure 5.7: DT topology.

Table 5.3: Number of required FSs.

# of Hops # of required FSs
40Gbps 100Gbps 400Gbps

short 3 3 7
intermediate 3 4 7

long 4 5 8

Table 5.4: Parameters of signal processing modules

Module Port-count Power consumption [W]
MUX/DEMUX ⌊320/∆λ⌋ 0

SSS 20 40
3D-MEMS 360 150

5.5.2 Power Consumption

Figures 5.8, 5.9, 5.10, and 5.11 show the total power consumption of optical switching nodes.

These figures show that the total power consumption is reduced by 50% at most by utilizing the

proposed energy-efficient AoD nodes and cost-aware on-demand routing and spectrum alloca-

tion method. By comparing the proposed method with the better comparison method SR with
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FFC, the power consumption reduction is high when the traffic load is high, and as the traffic

load becomes low, the difference in power consumption becomes small. However, the superior-

ity of the proposed method is lost only under extremely low traffic load conditions in which all

connection requests are not blocked, as shown by evaluations of the blocking probability in the

next subsection. As a result, the proposed energy-efficient AoD node and resource allocation

method can usually reduce the power consumption of optical switching nodes in dynamically

operated EONs by arrangement of spectra and simplification of required signal processing mod-

ules.
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Figure 5.8: Total power consumption (JPN-
12).
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Figure 5.9: Total power consumption
(USA).
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Figure 5.10: Total power consumption
(NSF).
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(DT).
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5.5.3 Blocking Probability

Figures 5.12, 5.13, 5.14, and 5.15 show the blocking probability of the entire network. These

figures show that, through the blocking probability performance of the proposed method de-

pends on topology, basically it outperforms that of the comparison methods. Therefore, the

proposed resource allocation method reduces the power consumption without degrading the

blocking probability.
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Figure 5.12: Blocking probability (JPN-
12).
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Figure 5.13: Blocking probability (USA).
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Figure 5.14: Blocking probability (NSF).
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Figure 5.15: Blocking probability (DT).

In terms of the dependence of the blocking probability on the topology, the performance of

the proposed method is relatively poor for the topology in which the blocking probability is high

at low Erlang. This means that these topologies have many k-shortest paths that include a few
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of the same links (these links are particularly congested and obviously bottleneck links) because

the traffic volume for each source–destination pair has the same value in these evaluations. This

characteristics is analyzed as follows, with a focus on “betweeness centrality” and “betweeness

centralization,” which are feature values of a topology.

When the number of nodes is V , node betweeness centrality for node vi is defined as

CB(vi) =

∑V
s;s ̸=i

∑V
t;t ̸=i,s

gi(vs,vt)
Nvs,vt

(V−1)(V−2)
2

. (5.14)

Note that gi(vs, vt) is the number of shortest paths from vs to vt through vi, and Nvs,vt is the

total number of shortest paths from vs to vt.

According to the definition of node betweeness centrality, the link betweeness centrality for

link li is newly defined as

CB(li) =

∑V
s

∑V
t;t ̸=s

g′i(vs,vt)

Nvs,vt

V · (V − 1)
. (5.15)

Note that g′i(vs, vt) is the number of shortest paths from vs to vt through li.

Betweeness centralization is a feature value that becomes small when the betweeness cen-

tralities of a few links or nodes are particularly high. On the basis of the link betweeness

centrality, the link betweeness centralization is defined as

maxi {CB(li)}∑
j {maxi {CB(li)} − CB(lj)}

. (5.16)

Table 5.5 shows the link betweeness centralizations of all the topologies that are adopted

in the evaluations. From Table 5.5 and Figs. 5.12, 5.13, 5.14, and 5.15, as the performance of

the proposed method improves, the link betweeness centralizations increases. Therefore, both

the blocking probability and power consumption can be improved dramatically by designing a

topology so that its link betweeness centralization becomes high. According to the definition,

high link betweenness centralization means each link betweeness centrality tends to take a value

close to maximum value. When many links have high link betweeness centrality, these links

tend to be congested similarly on the basis of Eq. (5.15). This means that a topology with high

link betweeness centralizations does not have a specific bottleneck link, and traffic load of each

link is more uniform in such a topology. Therefore, the proposed method is suited for the actual
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network topology, in which it is desired that traffic load of each link is as uniform as possible.

Table 5.5: Link betweeness centralizations.

Topology Link betweeness centralizations
JPN 0.0599· · ·
USA 0.0171· · ·
NSF 0.0603· · ·
DT 0.0422· · ·

5.5.4 SDM Scalability

Figures 5.16, 5.17, 5.18, and 5.19 show the scalability of power consumption of optical switch-

ing nodes. The vertical axis indicates total power consumption (same as in Sec. 5.5.2), and the

horizontal axis indicates the number of cores per link. The values of traffic load are 90, 30, 115,

and 100 in Figs. 5.16, 5.17, 5.18, and 5.19, respectively. These figures show that the power

consumption of the proposed method is less than that of compared methods, and the difference

becomes large as the number of cores becomes large. The shapes of these four figures are sim-

ilar to that of numerically analyzed Fig. 5.3. Therefore, the proposed method is suited for the

future large optical nodes, and it represents superior scalability of power consumption.
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Figure 5.16: Scalability of power consump-
tion (JPN-12).
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Figure 5.17: Scalability of power consump-
tion (USA).

Figures 5.20, 5.21, 5.22, and 5.23 show the scalability of blocking probability of the entire

network. The vertical axis indicates the blocking probability of path set-up requests (same as in
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Figure 5.18: Scalability of power consump-
tion (NSF).
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Figure 5.19: Scalability of power consump-
tion (DT).

Sec. 5.5.3), and the horizontal axis indicates the number of cores per link. The values of traffic

load are 80, 30, 105, and 90 in Figs. 5.20, 5.21, 5.22, and 5.23, respectively. These figures show

that the blocking probability of the proposed method becomes much lower than that of two

compared methods as the number of cores becomes large in all topologies except USA topology.

This is because there is more flexibility in the setup of dedicated cores for the proposed method

when the number of cores is larger, and that effectively reduces the blocking probability. In USA

topology, the blocking probability of the proposed method is worse than that of two compared

method, however, it is possible to solve the problem of blocking probability by focusing on

the link betweeness centralizations (like the discussions in Sec. 5.5.3). Therefore, the proposed

method also represents superior scalability of blocking probability.

5.6 Conclusion

An EON with MCFs is expected to exhibit greater transmission capacity. In terms of en-

ergy efficiency, however, the power consumption of traditional optical node is expected to in-

crease explosively because of the port-count characteristics of SSSs. In this chapter, I pro-

posed an energy-efficient optical network system. I firstly discussed the proposed energy-

efficient optical node architecture based on the AoD concept. My proposed energy-efficient

AoD node can reduce its power consumption by using fixed signal processing modules con-

taining MUX/DEMUXs. I also proposed a cost-aware resource allocation method that meets
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Figure 5.20: Scalability of Blocking proba-
bility (JPN-12).
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Figure 5.21: Scalability of Blocking proba-
bility (USA).

10
-4

10
-3

10
-2

10
-1

10
0

 10  15  20  25  30

B
lo

c
k
in

g
 p

ro
b

a
b

ili
ty

Number of cores per link

SR with FFS

SR with FFC

Proposed system

Figure 5.22: Scalability of Blocking proba-
bility (NSF).
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Figure 5.23: Scalability of Blocking proba-
bility (DT).
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the requirements of the proposed node architecture. I evaluated the proposed method using

extensive computer simulations. The proposed method can reduce the power consumption of

optical nodes without degrading the blocking probability. Moreover, I showed that the pro-

posed method can dramatically improve both the power consumption and blocking probability

if the network topology is appropriately designed, considering an index of link betweenness

centralization.



Chapter 6

Conclusions

Chapter 1 summarized background and problem of this dissertation. Elastic optical networks

(EONs) have been developed from the traditional wavelength division multiplexing networks to

accommodate the future large traffic volume. Moreover, for the further expansion of network

capacity beyond the physical limit of existing single-mode single-core optical fibers, space di-

vision multiplexing (SDM) technology and novel optical fibers based on the technology is in-

tensively researched; Multicore fibers (MCFs) are the most promising candidate of a future

SDM-based optical fiber. From the networking perspective, SDM-EONs need an efficient re-

source management method to establish appropriate optical paths considering various unique

issues, which suppress the capacity improvement of SDM-EONs. Firstly, geographically scal-

able translucent EONs have to consider placement of signal regeneration. Existing dynamic

schemes mainly utilize regeneration to compensate the optical reach of transmission signals;

regeneration can be used to improve the spectral efficiency and fairness of EONs. Secondly,

inter-core crosstalk (XT) is the most important problem of MCF-implemented SDM-EONs,

and there is a requirement of resource management reducing the XT although many contriving

structure of MCFs is proposed. Finally, consideration of network equipments, which are suited

for spatially multiplexed large optical network, is required. In particular, nodal cost and network

performance are in a trade-off relationship. This dissertation propose dynamic path provision-

ing methods for SDM-EONs. The proposed methods solve these unique problems from the

networking perspectives focusing on path segmentation, qualitative characteristics of XT, and

parameters of network equipments. Simultaneously, the proposed methods also improve the

traffic accommodation rate by contriving arrangement of spectra.

. 113 .
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Chapter 2 described the details of proposed spectrum allocation and regeneration placement

(SARP) algorithms for provisioning spectrally efficient optical paths in SDM-EONs. I proposed

two dynamic SARP algorithms, which divided required optical paths into shorter optical sub-

paths by signal regenerations: spectrally efficient SARP (SE-SARP) and blocking aware SARP

(BA-SARP). The SE-SARP algorithm divides optical paths into the most spectrally efficient

optical sub-paths, which can adopt the highest level modulation format among the selectable

ones. The SE-SARP minimizes the allocated bandwidth of all required optical paths although

it maximizes the cost of signal regeneration. The BA-SARP algorithm divide optical paths

when undivided end-to-end optical paths cannot be provisioned because there are no available

resources which satisfies the continuity and contiguity constraints of the routing and spectrum

allocation (RSA) problem. The spectral improvement of the BA-SARP is less than that of

SE-SARP, however, the BA-SARP suppresses an excessive increase in the cost of signal regen-

eration. My proposals also improve the fairness issue of EONs by mainly benefiting long-haul

transmissions, which are negatively affected by the unfairness of EONs. These proposed algo-

rithms were evaluated by computer simulations. As simulation results, the SE-SARP is superior

to the BA-SARP in both spectral efficiency and fairness in throughput of all source-destination

pairs. On the other hand, the BA-SARP outperforms the SE-SARP regarding with the spec-

tral improvement per signal regeneration; this chapter concluded that the BA-SARP is more

practical algorithm than the SE-SARP.

In Chapter 3, I proposed a novel dynamic RSA method, which is called advance reservation-

limited (AR-L), to reduce spectrum fragmentation and to control the service level of immediate

reservation (IR) and advance reservation (AR) requests in terms of bandwidth blocking proba-

bility (BBP) in SDM-EONs considering multiplexing effect of spatial channels. The proposed

RSA method configures prioritized areas based on the required bandwidth to reduce spectrum

fragmentation. Each prioritized area is divided into two sub-areas: one is dedicated to IR re-

quests (IR-dedicated sub-area) and another is shareable for both IR and AR requests (shareable

sub-area) In addition, the border of the IR-dedicated and shareable sub-areas is moved dynam-

ically to obtain the desired ratio of the BBPs of IR requests to that of AR requests. These
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proposed RSA method was evaluated by computer simulations. As simulation results, the pro-

posed RSA method can improve BBP for a overall network by reducing resource fragmentation.

Moreover, the proposed RSA method can control a relationship among transmission success ra-

tios of service applications by introducing corresponding parameter.

In Chapter 4, I proposed a spectrum and core allocation method for provisioning crosstalk

(XT)-aware optical paths in MCF-implemented SDM-EONs. First of all, I introduced the sim-

ple XT model to control the inter-core XT of MCFs from the networking perspective. The

model is based on the existing theoretical analyses and focused on the dominant XT, which

occurs when the optical signals allocated to the same frequency are transmitted in the nearest

cores of a MCF. The proposed allocation method is based on two predefinitions for cores of

MCFs: the predefined core prioritization and the predefined core classification. The core prior-

itization reduces inter-core XT of MCFs by avoiding the spatially close core-selection based on

the introduced XT model. Simultaneously, the core classification reduces spectral fragmenta-

tion by arranging allocated spectra regarding with the required number of frequency slots. The

proposed spectrum and core allocation was evaluated through computer simulations. The sim-

ulation results showed that the proposed method is able to reduce both XT and call-blocking

probability owing to these two predefinitions. The simulation results also confirmed that the

predefinitions are generalized, and they are valid regardless of structure of adopted MCFs.

In Chapter 5, I finally proposed the energy-efficient network system, which consists of novel

switching node architecture and path provisioning method organically linked with the archi-

tecture. The proposed node architecture reduces the power consumption by replacing power

consuming signal processing modules with passive ones based on the architecture on demand

(AoD) concept. The proposed AoD node requires mildly restricted arrangement of spectra al-

located to optical paths, therefore, the proposed system satisfies the requirement by introducing

on-demand spectrum allocation. The introduced spectrum allocation dynamically achieves the

required spectrum arrangement by utilizing the spatial channels of SDM-EONs. Moreover, the

spectrum allocation method also improves the traffic accommodation rate by reducing spectral

fragmentation. I evaluated the proposed network system by computer simulations. The eval-

uation results showed that the proposed network system achieved a drastic reduction of power
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consumption without serious degradation of call-blocking probability. Concerning the block-

ing probability of the overall network, a discussion in this chapter revealed that the proposed

method improves both traffic accommodation rate and power consumption of SDM-EONs when

their topologies have no specific bottleneck link. It is also proved that these advantages of the

proposed network system has good scalability for spatial enlargement of SDM-EONs.

Through all results, the proposed schemes which provide high spectral efficiency, fairness

for throughput, low inter-core XT, low power consumption, and high scalability for spatial ex-

pansion are effective to SDM-EONs. Finally, this dissertation discusses the future work. In

order to apply the proposed schemes to realistic networks, experimental validation is the most

important challenge and the closest future work. In particular, actual amount of XT in MCFs

should be controlled by developing the proposed schemes through the experiments. Moreover, I

think there are two key issues in the future SDM-EONs; the one is a novel optical fiber based on

the multiple SDM technologies, and the other is a SDM amplifier. First, the resent researches

said that MCFs are the reliable solution because other SDM fibers, which are multi-mode fibers,

few-mode fibers, or vortex fibers for orbital angular momentum multiplexing, have some im-

possibilities for long-haul backbone transmission. Then, the new SDM fibers which are based

on the multiple SDM technologies (e.g. few-mode multicore fibers) attract our attention be-

cause such a combination use of SDM technologies can mitigate the difficulty of SDM fibers

by reducing the multiplicity of each SDM technology. Therefore, the optical path provisioning

scheme should be developed for the future SDM-EONs in which multiple SDM technologies are

implemented. Second, SDM amplifiers are also important issue in the future SDM-EONs. This

is because SDM-based optical fibers more frequently require SDM amplifiers to compensate

the signal degradation due to spatial multiplexing. Moreover, SDM-based new amplification

mechanism is recently proposed, and the optical path provisioning scheme should also take

these issues into account.
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