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Abstract
Inspired by the work of Kuniba-Okado-Yamada, we study some tensor product representa-

tions of quantized coordinate algebras of symmetrizable Kac-Moody Lie algebras in terms of
quantized enveloping algebras. As a consequence, we describe structures and properties of cer-
tain reducible representations of quantized coordinate algebras. This paper includes alternative
proofs of Soibelman’s tensor product theorem and Kuniba-Okado-Yamada’s common structure
theorem based on our direct calculation method using global bases.
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1. Introduction

1. Introduction1.1. Backgrounds.
1.1. Backgrounds. Let g be a finite dimensional complex semisimple Lie algebra. The

quantized coordinate algebra Aq[g]+ is the subspace of the dual space of the quantized en-
veloping algebra U := Uq(g) spanned by matrix coefficients of integrable modules of U.
This subspace Aq[g]+ has a Hopf algebra structure dual to that of U, and in particular Aq[g]+

is a non-commutative algebra because of the non-cocommutativity of U. In this paper, we
study representations of this non-commutative algebra Aq[g]+.

In the early days of representation theory of Aq[g]+, Soibelman et al. [27], [25] con-
structed the irreducible representations Vw of Aq[g]+ corresponding to the elements w of
the Weyl group W. These representations are infinite dimensional except for the case
w = e. Through study of primitive ideals of Aq[g]+ and highest weight theory for Aq[g]+,
Soibelman [25] has shown that the representation Vw can be constructed as a tensor prod-
uct module. More precisely, there exist infinite dimensional irreducible modules {Vi :=⊕

c∈Z≥0
Q(q)|c〉i}i∈I (I is the index set of simple roots of g) such that

2010 Mathematics Subject Classification. Primary 20G42; Secondary 17B37.
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Vw � Vi1 ⊗ · · · ⊗ Vil(=: Vi)

for any reduced word i = (i1, . . . , il) of w. To put it another way, the Aq[g]+-module Vi is
irreducible for any reduced word i of w, and its isomorphism class does not depend on the
choice of a reduced word of w. This result is called Soibelman’s tensor product theorem.
We fix an identification between Vw and Vi.

By the way, we can construct an Aq[g]+-module Vi for any sequence i of elements of I,
which is reducible if i does not correspond to a reduced word of an element of W. To the best
of my knowledge, however, little has been studied about the Aq[g]+-modules Vi which do
not correspond to reduced words. We also deal with some of such modules. See Subsection
1.2.

More recently, it has been found by Kuniba-Okado-Yamada [13] that there is a common
structure in the positive part U+ of U and the irreducible module Vw0 corresponding to the
longest element w0 of W. Let us explain it briefly. For a reduced word i = (i1, . . . , iN)
of w0, the vector space Vw0 has a basis {|c1〉i1 ⊗ · · · ⊗ |cN〉iN (=: |c〉i)}c∈ZN

≥0
, and the vector

space U+ has a basis {Ec
i }c∈ZN

≥0
known as a PBW-basis. See Definition 5.1 for the precise

definition. Then the linear isomorphism Vw0 → U+ given by |c〉i �→ Ec
i does not depend on

the choice of a reduced word i. We call this fact Kuniba-Okado-Yamada’s common structure
theorem. This theorem suggests that the actions of Aq[g]+ on Vw0 can be regarded as the ones
on U+. We will pursue this point of view in this paper. Kuniba-Okado-Yamada’s proof is
based on case-by-case computation in rank 2 cases. Subsequently, Tanisaki [26] proves this
theorem through his realization of the module Vw0 as an induced module. Saito [23] also
gives an alternative proof via an algebra homomorphism from the q-boson algebra to some
localization of Aq[g]+. In the present paper, we prove it by a direct calculation method using
global bases. Actually, we consider the cases that g is a symmetrizable Kac-Moody Lie
algebra and an element of the Weyl group corresponding to an irreducible Aq[g]+-module is
not necessarily the longest element w0. These are essentially Tanisaki’s settings. Here we
call these cases the generalized cases. See [26, Chapter 8] and Definition 5.14.

1.2. Results and Methods.
1.2. Results and Methods. Let g be a symmetrizable Kac-Moody Lie algebra. Our study

on representations of Aq[g]+ relies on the theory of global bases. This point is the main
feature of our approach. Global bases which we use in this paper are bases of quantized
enveloping algebras and their integrable highest (or extremal) weight modules [14], [4],
[16], [7].

Global bases have many splendid properties. We collect some of them in Subsection
2.2. One of the most significant properties is the compatibility between the global bases of
quantized enveloping algebras and those of their modules. In Aq[g]+, we have the matrix
coefficients cλfb,gb′

determined by the elements of the lower global basis gb′ and their dual
basis fb of the highest weight integrable U-module V(λ) with highest weight λ. Through
the compatibility property, we can write the direct calculation results of the actions of cλfb,gb′
on the vector |0〉i in Vi (i ∈ I) using the structure constants associated with the global bases
of quantized enveloping algebras (Proposition 3.10). Such direct calculation leads to one of
our main theorems (Theorem 5.20), which describes a part of the action of cλfb,gb′

on |0〉i by
the structure constants of comultiplication of U. Here, i is a reduced word of an element of
W.
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By the way, the existence of relations between the representation Vi and the structure of
U+ is also the claim of Kuniba-Okado-Yamada’s common structure theorem. Indeed, we
give an alternative proof of Kuniba-Okado-Yamada’s common structure theorem together
with Soibelman’s tensor product theorem for the generalized cases as corollaries (Corollary
5.21, 5.23) of our theorem except for the irreducibility of Vw (Proposition 5.30). Roughly
speaking, Corollary 5.21 allows us to compute the actions of the quantized coordinate alge-
bras on Vw via the quantized enveloping algebras.

Next, we investigate the Aq[g]+-module Ṽw := V ′
w−1 ⊗ Vw, where V ′

w−1 is the dual module
of Vw in some sense. See Definition 5.14, 5.28 and Remark 5.17. The modules Ṽw can
be considered as tensor product type modules which do not correspond to reduced words.
We study these modules Ṽw through the terminology of quantized enveloping algebras, in
the spirit of Kuniba-Okado-Yamada. Our bridge between quantized coordinate algebras
and quantized enveloping algebras is an embedding Aq[g]+ → Ǔ≤0 ⊗ Ǔ≥0 of Q(q)-algebras
([3, Chapter 9], Proposition 4.11), where Ǔ�0 are variants of the Borel parts of U. As a
consequence, we obtain the reasonable structures of the modules Ṽw.

Theorem (Theorem 5.32). The actions of the quantized coordinate algebras on Ṽw are
computed via the quantized enveloping algebras. In particular, the Aq[g]+-module Ṽw is
decomposed into finite dimensional weight spaces Ṽw =

⊕
α∈Q+∩−w−1Q+

(Ṽw)α where

(Ṽw)α := {Λ̃ ∈ Ṽw | cλfλ,vλ .Λ̃ = q(λ,α)Λ̃ for all λ ∈ P+}.
Here fλ, vλ are vectors of weight λ in V(λ)∗, V(λ) respectively satisfying 〈 fλ, vλ〉 = 1. See
Notation 2.1 for the other standard notation in Lie theory. Moreover, the weight space (Ṽw)0

is one dimensional, and Ṽw is generated by this space.
When w is not the unit element, any weight vector 0 � Λ̃ ∈ (Ṽw)α generates a infinite

dimensional submodule whose weight set is a subset of (α + Q+) ∩ −w−1Q+, and its weight
space with weight α is spanned by Λ̃.

Section 6 discusses the case that g is of finite type. In subsection 6.1, we describe the
relation between Ṽw0 and U− ⊗ U+ in the sense of the theorem above. In subsection 6.2, we
show that, in some cases, the action of Aq[g]+ on Ṽw comes from that of the Drinfeld double
Aq[g]+ �� U

′cop of Aq[g]+ and U
′cop, where U

′cop is a variant of U (Theorem 6.7). This is
one application of the theorem above, and a new result concerning tensor product modules
Vi which do not correspond to reduced words. However we should remark that conceptual
reasons why some Ṽw admit compatible U

′cop-module structures are unclear now. It would
be interesting to consider relations between these modules and the quantum double Bruhat
cells studied, for example, in [1] and [2].

In the first draft [22] of this paper, we gave an alternative proof of the positivity (for ADE
type) of the transition matrices from the lower global basis of U+ to the PBW bases through
the calculation in Theorem 5.20 with Lusztig’s result [15, Theorem 11.5], and Soibelman,
Kuniba-Okado-Yamada, Saito and Tanisaki’s results. After submitting it to a preprint server,
Yoshiyuki Kimura informed us that our proof of positivity can be simplified to the proof
which do not require the representations of Aq[g]+. See [22, Appendix]. Hence, in this
version, we put this simplified proof in Subsection 5.1 as preliminaries and have changed
the main application of Theorem 5.20 from the proof of positivity to the proof of Soibel-
man, Kuniba-Okado-Yamada, Saito and Tanisaki’s results. The author wishes to express his
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thanks to Yoshiyuki Kimura.
The following are the basic notation and convention in this paper.

Notation 1.1. Let q be an indeterminate. For a Q(q)-vector space V , set V∗ :=
HomQ(q)(V,Q(q)) and denote by 〈 , 〉 the canonical pairing of V and V∗.

For a Q(q)-algebra , we set [a1, a2] := a1a2 − a2a1 for a1, a2 ∈ . An -module V
means a left -module. The action of  on V is often denoted by a.v (a ∈ , v ∈ V). In this
case, V∗ is regarded as a right -module by 〈 f .a, v〉 = 〈 f , a.v〉 ( f ∈ V∗, a ∈ , v ∈ V).

For two letters i, j, the symbol δi j stands for the Kronecker delta.

2. Preliminaries

2. Preliminaries2.1. Quantized enveloping algebras.
2.1. Quantized enveloping algebras.

Notation 2.1. Let A = (ai j)i, j∈I be a symmetrizable generalized Cartan matrix and g :=
g(A) be the corresponding Kac-Moody Lie algebra (over C). Let h be its Cartan subalgebra,
{αi}i∈I (resp. {α∨i }i∈I) the set of simple roots (resp. coroots). Note that ai j = 〈α∨i , α j〉. Set
Q :=

∑
i∈I Zαi (resp. Q∨ :=

∑
i∈I Zα∨i ) the root lattice (resp. the coroot lattice).

Take a Z-lattice P∨ of h such that
• Q∨ ⊂ P∨,
• Q ⊂ P := {λ ∈ h∗ | 〈λ, P∨〉 ⊂ Z}, and
• there exist elements {�i}i∈I ⊂ P such that 〈�i, α

∨
j 〉 = δi j.

Fix elements {�∨i }i∈I such that 〈α j, �
∨
i 〉 = δ ji. (We do not assume {�∨i }i∈I ⊂ P∨.) Define

Q+ :=
∑

i∈I Z≥0αi. Set P+ := {λ ∈ P | 〈λ, α∨i 〉 ≥ 0 for all i ∈ I}.
Denote by W the Weyl group of g, by {si}i∈I the simple reflections, by e the unit of W. For

w ∈ W, denote by I(w) the set of reduced words of w. (i.e. For i = (i1, . . . , il) ∈ I(w), w =
si1 · · · sil and l is the length of w.) Here we set I(e) := {∅}. Take a W-invariant nondegenerate
symmetric bilinear form ( , ) on h∗ such that (αi, αi) = 2 for all short simple roots αi and
2(αi, λ)/(αi, αi) = 〈α∨i , λ〉 for all i ∈ I, λ ∈ h∗. Write Δi := (αi, αi)/2.

We define the partial order ≤ on P by μ ≤ λ ⇔ λ − μ ∈ Q+. For an element α :=∑
i∈I miαi ∈ Q (mi ∈ Z), we set htα :=

∑
i∈I mi, called the height of α.

Notation 2.2. Set

qi := qΔi , [n] :=
qn − q−n

q − q−1 for n ∈ Z,
[

n
k

]
:=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[n][n − 1] · · · [n − k + 1]

[k][k − 1] · · · [1]
if n ∈ Z, k ∈ Z>0,

1 if n ∈ Z, k = 0,
[n]! := [n][n − 1] · · · [1] for n ∈ Z>0, [0]! := 1.

Note that [n],
[

n
k

]
∈ Z[q±1] and

[
n
k

]
=

[n]!
[k]![n − k]!

if n ≥ k ≥ 0. For a rational function

X ∈ Q(q), we define Xi by the rational function obtained from X by substituting q by qi

(i ∈ I).
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Definition 2.3. The quantized enveloping algebra U := Uq(g) is the unital associative
Q(q)-algebra defined by the generators

Ei, Fi (i ∈ I), Kh (h ∈ P∨),
and the relations (i)-(iv) below:

(i) K0 = 1, KhKh′ = Kh+h′ for h, h′ ∈ P∨,
(ii) KhEi = q〈h,αi〉EiKh,KhFi = q−〈h,αi〉FiKh for h ∈ P∨, i ∈ I,

(iii) [Ei, F j] = δi j
Ki − K−1

i

qi − q−1
i

for i, j ∈ I where Ki := KΔiα
∨
i
,

(iv)
1−ai j∑
k=0

(−1)kX(k)
i X jX

(1−ai j−k)
i = 0 for i, j ∈ I with i � j, where X(n)

i := Xn
i /[n]i!, X =

E and F.
For α =

∑
i∈I miαi ∈ Q (mi ∈ Z), we set Kα :=

∏
i∈I Kmi

i . The Q(q)-subalgebra of U
generated by {Ei}i∈I (resp. {Fi}i∈I , {Kh}h∈P∨ , {Ei,Kh}i∈I,h∈P∨ , {Fi,Kh}i∈I,h∈P∨) is denoted by U+

(resp. U−, U0, U≥0, U≤0).
For α ∈ Q, write Uα := {X ∈ U | KhXK−h = q〈α,h〉X for all h ∈ P∨}. The elements of

Uα are called homogeneous. For a homogeneous element u ∈ Uα, we set wt u = α. The
subspaces U±α etc. are defined similarly.

The algebra U has a Hopf algebra structure given by the following comultiplication Δ,
counit ε and antipode S :

Δ(Ei) = Ei ⊗ K−1
i + 1 ⊗ Ei, ε(Ei) = 0, S (Ei) = −EiKi,

Δ(Fi) = Fi ⊗ 1 + Ki ⊗ Fi, ε(Fi) = 0, S (Fi) = −K−1
i Fi,

Δ(Kh) = Kh ⊗ Kh, ε(Kh) = 1, S (Kh) = K−h,

for i ∈ I, h ∈ P∨.

Definition 2.4. We define the Q(q)-algebra, anti-coalgebra involution ω : U → U by

ω(Ei) = Fi, ω(Fi) = Ei, ω(Kh) = K−h,

for i ∈ I, h ∈ P∨. We define the Q(q)-algebra anti-involutions ∗, ψ : U → U by

∗(Ei) = Ei, ∗(Fi) = Fi, ∗(Kh) = K−h,

ψ(Ei) = q−1
i K−1

i Fi, ψ(Fi) = qiEiKi, ψ(Kh) = Kh,

for i ∈ I, h ∈ P∨. Note that ψ is a Q(q)-coalgebra involution. We define the Q-algebra
involution (·) : U → U by

Ei = Ei, Fi = Fi, Kh = K−h, q = q−1,

for i ∈ I, h ∈ P∨.

Definition 2.5. For i ∈ I, define the Q(q)-linear maps e′i , ie′ : U− → U− by

e′i(Y1Y2) = e′i(Y1)Y2 + q〈wt Y1,α
∨
i 〉

i Y1e′i(Y2) and e′i(F j) = δi j,

ie′(Y1Y2) = q〈wt Y2,α
∨
i 〉

i ie′(Y1)Y2 + Y1ie′(Y2) and ie′(F j) = δi j,

for j ∈ I and homogeneous elements Y1, Y2 ∈ U−.
For i ∈ I, define the Q(q)-linear maps f ′i , i f ′ : U+ → U+ by
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f ′i (X1X2) = f ′i (X1)X2 + q〈wt X1,α
∨
i 〉

i X1 f ′i (X2) and f ′i (E j) = δi j,

i f ′(X1X2) = q〈wt X2,α
∨
i 〉

i i f ′(X1)X2 + X1i f ′(X2) and i f ′(E j) = δi j,

for j ∈ I and homogeneous elements X1, X2 ∈ U+.
We have ∗ ◦ ie′ ◦ ∗|U− = e′i , ∗ ◦ i f ′ ◦ ∗|U+ = f ′i .
For any homogeneous elements X ∈ U+, Y ∈ U− and p ∈ Z≥0, we have

Δ(X) = E(p)
i ⊗ q−

1
2 p(p−1)

i K−pαi( f ′i )p(X) +
∑

X′∈U+ homogeneous,
wt X′�pαi

X′ ⊗ K−wt X′X′′,

= q−
1
2 p(p−1)

i (i f ′)p(X) ⊗ K−wt X+pαi E
(p)
i +

∑
X′′∈U+ homogeneous,

wt x′′�pαi

X′ ⊗ K−wt X′X′′,

Δ(Y) = F(p)
i K−wt Y−pαi ⊗ q

1
2 p(p−1)
i (e′i)

p(Y) +
∑

Y ′∈U− homogeneous,
wt Y ′�−pαi

Y ′K−wt Y ′′ ⊗ Y ′′,

= q
1
2 p(p−1)
i (ie′)p(Y)Kpαi ⊗ F(p)

i +
∑

Y ′′∈U− homogeneous,
wt Y ′′�−pαi

Y ′K−wt Y ′′ ⊗ Y ′′.

For homogeneous elements X ∈ U+, Y ∈ U− and p ∈ Z≥0, we have

( f ′i )p(X) = qp〈wt X,α∨i 〉−p(p+1)
i i f ′p(X), (e′i)

p(Y) = qp〈wt Y,α∨i 〉+p(p+1)
i ie′p(Y).

For X ∈ U+ and Y ∈ U−, we have

[Fi, X] = − i f ′(X)Ki − K−1
i f ′i (X)

qi − q−1
i

, [Ei, Y] =
ie′(Y)Ki − K−1

i e′i(Y)

qi − q−1
i

(2.1)

in U. See [18, Chapter 1, 3] for details. (Our definition of comultiplication is slightly
different from the one in the reference [18].)

Definition 2.6. The modified quantized enveloping algebra U̇ =
⊕

λ,λ′∈P λU̇λ′ is defined
as in [18, Chapter 23]. Here λU̇λ′ := U/(

∑
h∈P∨(Kh − q〈λ,h〉)U +

∑
h∈P∨ U(Kh − q〈λ′,h〉)). We

follow the notation of [18, Chapter 23] except for aλ := πλ,λ(1) (λ ∈ P). Here πλ,λ′ denotes
the canonical projection U → λU̇λ′ for λ, λ′ ∈ P. These elements satisfy aλaλ′ = δλ,λ′aλ and
λU̇λ′ = aλU̇aλ′ .

By abuse of notation, the comultiplication U̇ → ∏
λ1,λ

′
1,λ2,λ

′
2
λ1U̇λ′1 ⊗ λ2U̇λ′2 of U̇ will also

be denoted by Δ.
The maps ω, ∗, ψ, (·) are naturally regarded as the ones on U̇. In particular, aλ = ψ(aλ) =

aλ and ω(aλ) = ∗(aλ) = a−λ.

Definition 2.7. Let V be a left (resp. right) U-module. For any λ ∈ P, we set
Vλ := {v ∈ V | Kh.v = q〈h,λ〉v (resp. v.Kh = q〈h,λ〉v) for all h ∈ P∨}.

Let  (resp. r) be the category of left (resp. right) U-modules V with the weight space
decomposition V =

⊕
λ∈P Vλ. The category  (resp. r) is closed under the tensor product

of U-modules.
A left (resp. right) U̇-module V ′ is said to be unital if it suffices the following conditions:
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• For any v ∈ V ′, we have aλ.v = 0 (resp. v.aλ = 0) except for finitely many λ ∈ P.
• For any v′ ∈ M′, we have

∑
λ∈P aλ.v′ = v′ (resp.

∑
λ∈P v′.aλ = v′).

Let ′ (resp. ′r) be the category of left (resp. right) unital U̇-modules. The tensor product
V ′ ⊗W ′ of unital U̇-modules V ′,W ′ has the unital U̇-module structure via Δ.

Any object V =
⊕

λ∈P Vλ of  can be regarded as an object of ′; for λ, λ′ ∈ P, X ∈
Uλ−λ′ , v =

∑
μ∈P vμ ∈ V with vμ ∈ Vμ, set πλ,λ′(X).v := X.vλ′ .

Conversely, any object V ′ of ′ can be regarded as an object of ; for X ∈ U and v′ ∈ V ′,
we set X.v′ =

∑
λ∈P(X.aλ).v′. Then, V ′ =

⊕
λ∈P V ′λ and V ′λ = aλ.V ′.

These correspondences give rise to the isomorphism of tensor categories between  and

′. Similarly, r is isomorphic to 

′r.
From now on, we do not distinguish the category  (resp. r) from the category 

′

(resp. ′r).
We say that V is integrable if
• V is an object of  (or r), and
• the actions of Ei and Fi on V are locally nilpotent for all i ∈ I.

The tensor product of integrable modules is also integrable.
Let V be an integrable U-module. A vector v ∈ V of weight λ ∈ P is said to be extremal

if there exists a set of vectors {vw}w∈W such that
• ve = v,
• if 〈α∨i , wλ〉 ≥ 0, then Ei.vw = 0 and F(〈α∨i ,wλ〉)

i .vw = vsiw,

• if 〈α∨i , wλ〉 ≤ 0, then Fi.vw = 0 and E(−〈α∨i ,wλ〉)
i .vw = vsiw.

For λ ∈ P, we denote by V(λ) the U-module generated by vλ with the defining relation that
vλ is an extremal vector of weight λ. The module V(λ) is integrable.

Remark 2.8. For λ ∈ P and i ∈ I, we have the isomorphism V(λ)→ V(siλ) of U-modules
given by

vλ �→ X(|〈λ,α∨i 〉|)
i vsiλ where X :=

⎧⎪⎪⎨⎪⎪⎩
E if 〈λ, α∨i 〉 ≥ 0

F if 〈λ, α∨i 〉 ≤ 0.

Definition 2.9. Let V be an object of  (resp. ′). For f ∈ V∗ and v ∈ V , define an
element cV

f ,v ∈ U∗ (resp. ∈ U̇∗) by

X �→ 〈 f , X.v〉(X ∈ U resp. X ∈ U̇).

Let MC (resp. MC′) be the subspace of U∗ (resp. U̇∗) spanned by all elements of the
form cV

f ,v (V’s are objects of  resp. ′). Then, MC and MC′ are Q(q)-algebras whose
multiplications are defined as the dual of the comultiplications Δ. Then the Q(q)-linear map
MC → MC′ , cV

f ,v �→ cV
f ,v is an isomorphism of Q(q)-algebras. Hence we will identify

cV
f ,v ∈ U∗ with cV

f ,v ∈ U̇∗.
For λ ∈ P, the element cV(λ)

f ,v will be briefly denoted by cλf ,v.

Definition 2.10. Let V be an integrable U-module. For i ∈ I and ε ∈ {±1}, there exist
Q(q)-linear automorphisms T ′i,ε , T ′′i,ε on V and theQ(q)-algebra automorphisms T ′i,ε , T ′′i,ε on U
defined as in [18, Chapter 5, 37]. It is known that these maps satisfy the following properties
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[18]:
• T ′i,ε = (T ′′i,−ε)

−1 on V and U.
• T 


i,ε(X.v) = T 

i,ε(X).T 


i,ε(v) for v ∈ V and X ∈ U (
 ∈ { ′, ′′}).
• The maps {T 


i,ε}i∈I satisfy the braid relations. Hence, for w ∈ W, the map T 

w,ε :=

T 

i1,ε
· · ·T 


il,ε
with i = (i1, . . . , il) ∈ I(w) is well-defined on V and U (
 ∈ { ′, ′′}).

• ω ◦ T ′i,ε ◦ ω = T ′′i,ε , ∗ ◦ T ′i,ε ◦ ∗ = T ′′i,−ε and (·) ◦ T 

i,ε ◦ (·) = T 


i,−ε on U (
 ∈ { ′, ′′}).
Proposition 2.11 ([18, Proposition 5.3.4]). Let V and V ′ be integrable U-modules. Then,

T ′′i,−1(
∑
k≥0

q
k(k−1)

2
i

k∏
s=1

(qs
i − q−s

i )E(k)
i ⊗ F(k)

i .ṽ) = (T ′′i,−1 ⊗ T ′′i,−1)(ṽ),

for any i ∈ I and ṽ ∈ V ⊗ V ′.

2.2. Global bases.
2.2. Global bases.

Definition 2.12. We refer to [5] for the definition of the category of Kashiwara crystals
(B,wt, {εi}i∈I , {ϕi}i∈I , {ẽi}i∈I , { f̃i}i∈I) associated with (P, {αi}i∈I , {α∨i }i∈I). Recall that ϕi(b) =
εi(b) + 〈α∨i ,wt b〉 for b ∈ B, which is one of their axioms. A morphism Ψ : B1 → B2 of
crystals is said to be strict if Ψ commutes with the Kashiwara operators ẽi’s and f̃i’s (i ∈ I),
and to be an embedding if the associated map Ψ : B1

∐{0} → B2
∐{0} is injective.

For crystals B1 and B2, the tensor product B1 ⊗ B2 of B1 and B2 is defined as follows [5]:
(i) B1⊗B2 = B1×B2 as a set, (An element (b1, b2) ∈ B1⊗B2 will be denoted by b1⊗b2)

(ii) wt(b1 ⊗ b2) = wt b1 + wt b2,
(iii) εi(b1 ⊗ b2) = max{εi(b1), εi(b2) − 〈α∨i ,wt b1〉},
(iv) ϕi(b1 ⊗ b2) = max{ϕi(b1) + 〈α∨i ,wt b2〉, ϕi(b2)},
(v) ẽi(b1 ⊗ b2) =

⎧⎪⎪⎨⎪⎪⎩
ẽib1 ⊗ b2 if ϕi(b1) ≥ εi(b2),

b1 ⊗ ẽib2 otherwise,

(vi) f̃i(b1 ⊗ b2) =

⎧⎪⎪⎨⎪⎪⎩
f̃ib1 ⊗ b2 if ϕi(b1) > εi(b2),

b1 ⊗ f̃ib2 otherwise,
where we set 0 ⊗ b = b ⊗ 0 = 0.

For a crystal B, a new crystal Bω := {bω | b ∈ B} is defined as wt bω = −wt b, εi(bω) =
ϕi(b), ϕi(bω) = εi(b), ẽi(bω) = ( f̃ib)ω and f̃i(bω) = (ẽib)ω.

Definition 2.13. For λ ∈ P, we define the crystal Tλ = {tλ} by wt tλ = λ, εi(tλ) = ϕi(tλ) =
−∞, and ẽitλ = f̃itλ = 0.

For i ∈ I, the crystal Bi := {bi(n) | n ∈ Z} is defined as

wt bi(n) = nαi, ε j(bi(n)) =

⎧⎪⎪⎨⎪⎪⎩
−n if j = i,

−∞ if j � i,
ϕ j(bi(n)) =

⎧⎪⎪⎨⎪⎪⎩
n if j = i,

−∞ if j � i,

ẽibi(n) = bi(n + 1) and f̃ibi(n) = bi(n − 1).

We denote by B(∞) (resp. B(U̇), B(U̇aλ), B(λ)(λ ∈ P)) the crystal associated with U−

(resp. U̇, U̇aλ, V(λ)). See [4], [7] for the precise definitions. The unique element of B(∞)
with weight 0 will be denoted by b̃∞. Set B(−∞) := B(∞)ω. Then, the crystal B(−∞) is
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isomorphic to the crystal associated with U+. We have

B(U̇) =
∐
λ∈P

B(U̇aλ) and B(U̇aλ) � B(∞) ⊗ Tλ ⊗ B(−∞)(λ ∈ P)

as crystals [7, Theorem 3.1.1]. Henceforth, we regard the elements of B(∞)⊗Tλ⊗B(−∞) as
those of B(U̇aλ). We refer to [8, Appendix B] for a dictionary of calculations on this crystal.

The anti-involution ∗ induces the bijections on B(∞) and B(U̇). ([5, Theorem 2.1.1],
[7, Theorem 4.3.2]) Moreover, these bijections give the new crystal structures on B(∞) and
B(U̇), defined by the maps wt∗ := wt ◦∗, ε∗i := εi◦∗, ϕ∗i := ϕi◦∗, ẽ∗i := ∗◦ ẽi◦∗, f̃ ∗i := ∗◦ f̃i◦∗.
Note that wt∗ = wt for B(∞).

Proposition 2.14 ([5, Theorem 2.2.1]). For i ∈ I, these exists a unique strict embedding
Ψi : B(∞)→ B(∞) ⊗ Bi of crystals given by b̃∞ �→ b̃∞ ⊗ bi(0).

Moreover, Ψi(b̃) = ẽ∗ε
∗
i (b̃)

i b̃ ⊗ bi(−ε∗i (b̃)) for all b̃ ∈ B(∞).

Corollary 2.15 ([24, Lemma 3.4.6]). For any b̃ ∈ B(∞), we have

εi(b̃) + ϕ∗i (b̃) = ε∗i (b̃) + ϕi(b̃) = max{k ∈ Z≥0 | εi(( f̃ ∗i )kb̃) = εi(b̃)}.
In particular, εi(b̃) + ϕ∗i (b̃) = ε∗i (b̃) + ϕi(b̃) ≥ 0.

Corollary 2.16. Let i ∈ I and b̃ ∈ B(∞). Suppose that κ̃1 and κ̃2 are any composition of
the operators ẽi, f̃i, ẽ∗i and f̃ ∗i such that κ̃1(b̃) � 0 and κ̃2(b̃) � 0.

Then, we have κ̃1(b̃) = κ̃2(b̃) if and only if

〈wt κ̃1(b̃), α∨i 〉 = 〈wt κ̃2(b̃), α∨i 〉 and ε∗i (κ̃1(b̃)) = ε∗i (κ̃2(b̃)).

Proof. Write Ψi(b̃) = b̃0 ⊗ bi(m0),Ψi(κ̃1(b̃)) = b̃1 ⊗ bi(m1),Ψi(κ̃2(b̃)) = b̃2 ⊗ bi(m2) and

B(i)
0 :=

(
{ẽp

i b̃0 | p ∈ Z≥0} ∪ { f̃ p
i b̃0 | p ∈ Z≥0}

)
\ {0}.

Then, by the definition of the crystal structure on B(∞)⊗Bi, we have b̃1, b̃2 ∈ B(i)
0 . Therefore,

we have

κ̃1(b̃) = κ̃2(b̃)⇔ Ψi(κ̃1(b̃)) = Ψi(κ̃2(b̃))(⇔ b̃1 = b̃2 and m1 = m2),

⇔ 〈wt b̃1, α
∨
i 〉 = 〈wt b̃2, α

∨
i 〉 and ε∗i (κ̃1(b̃)) = ε∗i (κ̃2(b̃)),

⇔ 〈wt κ̃1(b̃), α∨i 〉 = 〈wt κ̃2(b̃), α∨i 〉 and ε∗i (κ̃1(b̃)) = ε∗i (κ̃2(b̃)).

�

Proposition 2.17 ([7, Corollary 4.3.3]). For b̃1 ∈ B(∞), b̃2 ∈ B(−∞) and λ ∈ P, we have

∗(b̃1 ⊗ tλ ⊗ b̃2) = ∗(b̃1) ⊗ t−λ−wt b̃1−wt b̃2
⊗ ∗(b̃2)

as elements of B(U̇). In particular, wt∗ ḃ = −λ for ḃ ∈ B(U̇aλ).

Definition 2.18. For a subset J ⊂ I, we denote by UJ the subalgebra of U generated by
{E j, F j,Kα∨i } j∈J .

A crystal B is called normal if, for any subset J ⊂ I such that (a j,k) j,k∈J is of finite type,
B is isomorphic to a crystal of an integrable UJ-module as a crystal associated with the data
( P|∑

j∈J Zα
∨
j
, {α j} j∈J , {α∨j } j∈J).
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For a normal crystal B, b ∈ B and i ∈ I, we have

εi(b) = max{m ∈ Z≥0 | ẽm
i b � 0} and ϕi(b) = max{m ∈ Z≥0 | f̃ m

i b � 0}.
For a normal crystal B and i ∈ I, we define the bijection S i : B→ B by

S ib =

⎧⎪⎪⎨⎪⎪⎩
f̃ 〈α

∨
i ,wt b〉

i b if 〈α∨i ,wt b〉 ≥ 0

ẽ−〈α
∨
i ,wt b〉

i b if 〈α∨i ,wt b〉 ≤ 0
for b ∈ B.

Note that S 2
i = id. The maps {S i}i∈I satisfy the braid relation ([7, Theorem 7.2.2]). Hence,

the map S w := S i1 · · · S il is well-defined for any w = si1 · · · sil ∈ W.
For a normal crystal B, an element b ∈ B is called extremal if
• ẽiS wb = 0 for all w ∈ W with 〈α∨i , wwt b〉 ≥ 0, and
• f̃iS wb = 0 for all w ∈ W with 〈α∨i , wwt b〉 ≤ 0.

Remark 2.19. We have the following properties:
• The crystals Tλ(λ ∈ P), Bi(i ∈ I) and B(±∞) are not normal.
• The crystals B(U̇) and B(λ)(λ ∈ P) are normal. ([16], [7])
• For λ ∈ P, the crystal B(λ) can be identified with the subcrystal {ḃ ∈ B(U̇aλ)| ∗

ḃ is extremal} of B(U̇aλ). ([7, Proposition 8.2.2])
• For λ ∈ P and i ∈ I, there exists the isomorphism B(λ) → B(siλ) of crystals given

by b �→ (S i(b∗))∗(=: S ∗i b). ([7, Proposition 8.2.2])

Notation 2.20. Let us denote by {G−(b̃)}b̃∈B(∞) (resp. {G+(b̃)}b̃∈B(−∞), {G(ḃ)}ḃ∈B(U̇),
{gb}b∈B(λ)) the lower global basis of U− (resp. U+, U̇,V(λ)(λ ∈ P)). We refer to [4], [16], [7]
for the definitions of them.

Remark 2.21. The following are well-known properties of the lower global bases.
• ω(G−(b̃)) = G+(b̃ω) for b̃ ∈ B(∞).
• G∓(b̃) = G∓(b̃),G(ḃ) = G(ḃ) for b̃ ∈ B(±∞), ḃ ∈ B(U̇). ([4], [16])
• ∗G∓(b̃) = G∓(∗b̃), ∗G(ḃ) = G(∗ḃ) for b̃ ∈ B(±∞), ḃ ∈ B(U̇). ([5], [7])
• For λ ∈ P+, we have {G∓(b̃).v±λ}b̃∈B(±∞) \ {0} = {gb}b∈B(±λ). Moreover, the maps

B(λ)→ B(∞) ⊗ Tλ, b �→ b̃ ⊗ tλ with gb = G−(b̃).vλ and B(−λ)→ T−λ ⊗ B(−∞), b �→
t−λ ⊗ b̃ with gb = G+(b̃).vλ are the embeddings of crystals. ([4])
• For λ ∈ P, we have {G(ḃ).vλ}ḃ∈B(U̇) \ {0} = {gb}b∈B(λ). Moreover, the map B(λ) →

B(U̇), b �→ ḃ with gb = G(ḃ).vλ is the strict embedding of crystals. ([7])
• For λ ∈ P and b̃ ∈ B(∞), we have

G(b̃ ⊗ tλ ⊗ b̃ω∞) = G−(b̃)aλ, and G(b̃∞ ⊗ tλ ⊗ b̃ω) = G+(b̃ω)aλ.

• The U-module isomorphism V(λ)→ V(siλ) in Remark 2.8 sends the global basis to
the global basis. ([7])

Proposition 2.22 ([24, Proposition 3.4.7, Corollary 3.4.8], [17, Theorem 1.2]). Let i ∈ I
and

iπ : U− =
⊕

n∈Z≥0
F(n)

i Ker e′i → Ker e′i ,
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πi : U− =
⊕

n∈Z≥0
Ker ie′F(n)

i → Ker ie′,

be natural projections. Then, for b̃ ∈ B(∞) with εi(b̃) = 0, we have

iπ(G−(b̃)) = T ′′i,1(πiG−(τi(b̃))),

where τi : {b̃ ∈ B(∞) | εi(b̃) = 0} → {b̃ ∈ B(∞) | ε∗i (b̃) = 0} is the bijection given by

b̃ �→ f̃ ϕ
∗
i (b̃)

i (ẽ∗i )ε
∗
i (b̃)b̃.

Definition 2.23. For ḃ ∈ B(U̇) (resp. b ∈ B(λ)(λ ∈ P)), define an element F(ḃ) ∈ U̇∗

(resp. fb ∈ V(λ)∗) by G(ḃ′) �→ δḃ,ḃ′ for ḃ′ ∈ B(U̇) (resp. gb′ �→ δb,b′ for b′ ∈ B(λ)).

In the rest of this subsection, we summarize the properties of the lower global bases
relevant to the structure constants and prove one lemma (Lemma 2.33) and one proposition
(Proposition 2.35).

Notation 2.24. For any b̃ ∈ B(∞), ḃ ∈ B(U̇), i ∈ I and k ∈ Z≥0, we write

F(k)
i G−(b̃) =

∑
b̃′∈B(∞)

f (k),i
b̃,b̃′

G−(b̃′), (e′i)
k(G−(b̃)) =

∑
b̃′∈B(∞)

d(k),i
b̃,b̃′

G−(b̃′),

E(k)
i G(ḃ) =

∑
ḃ′∈B(U̇)

E(k),i
ḃ,ḃ′

G(ḃ′),

with f (k),i
b̃,b̃′

, d(k),i
b̃,b̃′
, E(k),i

ḃ,ḃ′
∈ Z[q±1].

Remark 2.25. For any b̃ ∈ B(∞), ḃ ∈ B(U̇), i ∈ I and k ∈ Z≥0, we have

G−(b̃)F(k)
i =

∑
b̃′∈B(∞)

f (k),i
∗b̃,∗b̃′G

−(b̃′), (ie′)k(G−(b̃)) =
∑

b̃′∈B(∞)

d(k),i
∗b̃,∗b̃′G

−(b̃′),

E(k)
i .F(ḃ) =

∑
ḃ′∈B(U̇)

E(k),i
∗ḃ′,∗ḃF(ḃ′).

Remark that the summations in the equality in U̇∗ may be infinite.

Proposition 2.26 ([6, Proposition 5.3.1], [7, Proposition 6.4.3]). The following state-
ments hold:

(i) For b̃, b̃′ ∈ B(∞), i ∈ I and k ∈ Z≥0, we have

f (k),i
b̃,b̃′

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

=

⎡⎢⎢⎢⎢⎢⎢⎣ εi(b̃) + k

k

⎤⎥⎥⎥⎥⎥⎥⎦
i

if b̃′ = f̃ k
i b̃

∈ qq−k(εi(b̃′)−k)
i Z[q] if εi(b̃′) > εi(b̃) + k

= 0 otherwise,

(ii) For b̃, b̃′ ∈ B(∞), i ∈ I and k ∈ Z≥0, we have

d(k),i
b̃,b̃′

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
= q−kεi(b̃)+ 1

2 k(k+1)
i if b̃′ = ẽk

i b̃

∈ qq−kεi(b̃′)− 1
2 k(k−1)

i Z[q] if εi(b̃′) > εi(b̃) − k

= 0 otherwise.
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(iii) For ḃ, ḃ′ ∈ B(U̇), i ∈ I and k ∈ Z≥0, we have

E(k),i
ḃ,ḃ′

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

=

⎡⎢⎢⎢⎢⎢⎢⎣ ϕi(ḃ) + k

k

⎤⎥⎥⎥⎥⎥⎥⎦
i

if ḃ′ = ẽk
i ḃ

∈ qq−k(ϕi(ḃ′)−k)
i Z[q] if ϕi(ḃ′) > ϕi(ḃ) + k and wt∗ ḃ′ = wt∗ ḃ

= 0 otherwise,

(iv) For b, b′ ∈ B(λ)(λ ∈ P), we have

fb.E
(ϕi(b))
i = f f̃ ϕi(b)

i b, and fb.E
(k)
i = 0 if k > ϕi(b),

fb.F
(εi(b))
i = fẽεi(b)

i b, and fb.F
(k)
i = 0 if k > εi(b).

Remark 2.27. To show Proposition 2.26 (ii) from [6, Proposition 5.3.1] and [7, Proposi-
tion 6.4.3], we should note the following equality:

EiG−(b̃).vλ =
q〈λ+wt b̃,α∨i 〉+2

i (e′i)(G−(b̃)) − q−〈λ+wt b̃,α∨i 〉−2
i (e′i)(G

−(b̃))

qi − q−1
i

.vλ

for λ ∈ P+ and b̃ ∈ B(∞). The details are left to the reader.

Proposition 2.28 ([4, Theorem 7]). The following statements hold:

(i) The set {G−(b̃)}b̃∈B(∞);εi(b̃)≥k is a Q(q)-basis of F(k)
i U− for any k ∈ Z≥0.

(ii) The set {G−(b̃)}b̃∈B(∞);ε∗i (b̃)≥k is a Q(q)-basis of U−F(k)
i for any k ∈ Z≥0.

Corollary 2.29. For b̃, b̃′ ∈ B(∞), i ∈ I and k ∈ Z≥0, we have

f (k),i
b̃,b̃′
= 0 unless ε∗i (b̃′) ≥ ε∗i (b̃).

Proposition 2.30 ([7, Proposition 6.4.2]). For λ ∈ P, i ∈ I and k, l ∈ Z≥0, we have

UE(k)
i aλ + UF(l)

i aλ =
⊕

ḃ

Q(q)G(ḃ).

Here ḃ ranges over {ḃ ∈ B(U̇aλ) | ϕ∗i (ḃ) ≥ k or ε∗i (ḃ) ≥ l}.
Remark 2.31. Let λ ∈ P, i ∈ I, ḃ ∈ B(U̇aλ) and k, l ∈ Z≥0. If 〈λ, α∨i 〉 ≥ l − k, then

ϕ∗i (ḃ) ≥ k implies ε∗i (ḃ) = ϕ∗i (ḃ) + 〈λ, α∨i 〉 ≥ l. Hence, the condition ϕ∗i (ḃ) ≥ k or ε∗i (ḃ) ≥ l is
equivalent to ε∗i (ḃ) ≥ l. Similarly, when 〈λ, α∨i 〉 ≤ l − k, the condition ϕ∗i (ḃ) ≥ k or ε∗i (ḃ) ≥ l
is equivalent to ϕ∗i (ḃ) ≥ k.

Corollary 2.32. For ḃ, ḃ′ ∈ B(U̇), i ∈ I and k ∈ Z≥0, we have

E(k),i
ḃ,ḃ′
= 0 unless ε∗i (ḃ′) ≥ ε∗i (ḃ) and ϕ∗i (ḃ′) ≥ ϕ∗i (ḃ).

Proof. By Proposition 2.30 and Remark 2.31,

UE(k)
i a−wt∗ ḃ + UF(ε∗i (ḃ))

i a−wt∗ ḃ =
⊕

ḃ′′∈B(U̇a−wt∗ ḃ),ε∗i (ḃ′′)≥ε∗i (ḃ)

Q(q)G(ḃ′′),

for sufficiently large k. Hence, the right-hand side is a left ideal of U̇. Similarly, the vector
space

⊕
ḃ′′∈B(U̇a−wt∗ ḃ),ϕ∗i (ḃ′′)≥ϕ∗i (ḃ)Q(q)G(ḃ′′) is a left ideal of U̇. �
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Lemma 2.33. Let λ ∈ P and i ∈ I with 〈λ, α∨i 〉 ≥ 0. Take b ∈ B(λ). Assume that there
exists b̃ ∈ B(∞) such that G−(b̃).vλ = gb and ε∗i (b̃) = 〈λ, α∨i 〉. Then,

G−((ẽ∗i )〈λ,α
∨
i 〉b̃).vsi = gb and (ẽ∗i )〈λ,α

∨
i 〉b̃ = τi(ẽmax

i ( f̃ ∗i )ϕi(b)b̃),

where ẽmax
i ( f̃ ∗i )ϕi(b)b̃ := ẽεi(( f̃ ∗i )ϕi(b)b̃)

i ( f̃ ∗i )ϕi(b)b̃. See Definition 2.7 for the definition of vsi .

Proof. The equality G−((ẽ∗i )〈λ,α∨i 〉b̃).vsi = gb follows from Proposition 2.26, Proposition
2.28 with Remark 2.25. The details are left to the reader.

Now, ε∗i ((ẽ∗i )〈λ,α∨i 〉b̃) = 0 = ε∗i (τi(ẽmax
i ( f̃ ∗i )ϕi(b)b̃)). Hence, by Corollary 2.16, it remains to

prove that wt(ẽ∗i )〈λ,α∨i 〉b̃ = wt τi(ẽmax
i ( f̃ ∗i )ϕi(b)b̃).

Let λ+ :=
∑

j∈I max{〈λ, α∨j 〉, 0}� j ∈ P+. Then, G−(b̃).vλ � 0 implies G−(b̃).vλ+ � 0.
Hence, ϕi(b̃) + 〈λ, α∨i 〉 = ϕi(b̃) + 〈λ+, α∨i 〉 ≥ 0. Therefore, ϕi(b) = ϕi(b̃ ⊗ tλ ⊗ b̃ω∞) =
ϕi(b̃) + 〈λ, α∨i 〉.

Hence, ε∗i (b̃)+ϕi(b̃) = 〈λ, α∨i 〉+ϕi(b̃) = ϕi(b) and, by Corollary 2.15, εi(( f̃ ∗i )ϕi(b)b̃) = εi(b̃).
Therefore, we obtain

wt τi(ẽmax
i ( f̃ ∗i )ϕi(b)b̃) = si(wt b̃ + (εi(b̃) − ϕi(b))αi)

= si(wt b̃ − (〈λ, α∨i 〉 + 〈wt b̃, α∨i 〉)αi)

= wt b̃ + 〈λ, α∨i 〉αi = wt(ẽ∗i )〈λ,α
∨
i 〉b̃.

�

Notation 2.34. For a Laurent polynomial P ∈ Z[q±1] and an integer m ∈ Z, the degree
< m part of P will be denoted by P<m.

Proposition 2.35 (Similarity of the structure constants). Recall Notation 2.24. For any
b̃, b̃′ ∈ B(∞), i ∈ I and k ∈ Z≥0, we have

(
f (k),i
b̃,b̃′

)
<−Δik(ε′(k)−1)

=

(
q

1
2 ε
′
(k)(ε

′
(k)−1)

i

[
εi(b̃′)

k

]
i

d
(ε′(k)),i

b̃,ẽmax
i b̃′

)
<−Δik(ε′(k)−1),

where ε′(k) := εi(b̃′) − k and ẽmax
i b̃′ := ẽεi(b̃′)

i b̃′.

Proof. By Proposition 2.26, we have

(e′i)
εi(b̃′)(F(k)

i G−(b̃)) =
∑

b̃′′∈B(∞)
εi(b̃′′)≥εi(b̃)+k

∑
b̃′′′∈B(∞)

εi(b̃′′′)≥εi(b̃′′)−εi(b̃′)

f (k),i
b̃,b̃′′

d(εi(b̃′)),i
b̃′′,b̃′′′

G−(b̃′′′).(2.2)

Let C be the coefficient of G−(ẽmax
i b̃′)(� 0) in (2.2). Then,

C =
∑

b̃′′∈B(∞)
εi(b̃′)≥εi(b̃′′)≥εi(b̃)+k

f (k),i
b̃,b̃′′

d(εi(b̃′)),i
b̃′′,ẽmax

i b̃′
.

By Proposition 2.26, we have∑
b̃′′∈B(∞)

εi(b̃′)>εi(b̃′′)≥εi(b̃)+k

f (k),i
b̃,b̃′′

d(εi(b̃′)),i
b̃′′,ẽmax

i b̃′
∈ q−k(εi(b̃′)−k−1)− 1

2 εi(b̃′)(εi(b̃′)−1)
i Z[q].
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Moreover, if εi(b̃′) = εi(b̃′′) and d(εi(b̃′)),i
b̃′′,ẽmax

i b̃′
� 0, then ẽεi(b̃′)

i b̃′′ = ẽmax
i b̃′(� 0) (equivalently,

b̃′′ = b̃′). Therefore, we have

(C)<(•) =
(
q−

1
2 εi(b̃′)(εi(b̃′)−1)

i f (k),i
b̃,b̃′

)
<(•),

where (•) = −Δi

(
k(ε′(k) − 1) + εi(b̃′)(εi(b̃′) − 1)

)
/2.

On the other hand,

(e′i)
εi(b̃′)(F(k)

i G−(b̃))

=

k∑
s=0

q−2εi(b̃′)k+(εi(b̃′)+k)s− 1
2 s(s−1)

i

[
εi(b̃′)

s

]
i

F(k−s)
i (e′i)

εi(b̃′)−sG−(b̃).

This follows from a direct computation and this calculation result is written in the reference
[4, (3.1.2)]. By Proposition 2.26, we have

F(k−s)
i (e′i)

εi(b̃′)−sG−(b̃)

=
∑

b̃′′∈B(∞)
εi(b̃′′)≥εi(b̃)−εi(b̃′)+s

∑
b̃′′′∈B(∞)

εi(b̃′′′)≥εi(b̃′′)+k−s

d(εi(b̃′)−s),i
b̃,b̃′′

f (k−s),i
b̃′′,b̃′′′

G−(b̃′′′).

We consider the case b̃′′′ = ẽmax
i b̃′. The inequality 0 ≥ εi(b̃′′) + k − s does not hold unless

s = k. Hence, we have

C = q−εi(b̃′)k+ 1
2 k(k+1)

i

[
εi(b̃′)

k

]
i

d
(ε′(k)),i

b̃,ẽmax
i b̃′

.

Therefore,
(
q−

1
2 εi(b̃′)(εi(b̃′)−1)

i f (k),i
b̃,b̃′

)
<(•)
=

(
q−εi(b̃′)k+ 1

2 k(k+1)
i

[
εi(b̃′)

k

]
i

d(εi(b̃′)−k),i
b̃,ẽmax

i b̃′

)
<(•).

Hence, we obtain the equality
(

f (k),i
b̃,b̃′

)
<−Δik(ε′(k)−1)

=

(
q

1
2 ε
′
(k)(ε

′
(k)−1)

i

[
εi(b̃′)

k

]
i

d
(ε′(k)),i

b̃,ẽmax
i b̃′

)
<−Δik(ε′(k)−1).

�

Definition 2.36. Let λ ∈ P+ ∪ (−P+). Then, there exists a unique nondegenerate sym-
metric Q(q)-bilinear form ( , )λ on V(λ) such that

(vλ, vλ)λ = 1 and (x.u, v)λ = (u, ψ(x).v)λ for u, v ∈ V(λ) and x ∈ U.

For v ∈ V(λ), we set v∗ := (u �→ (u, v)λ) ∈ V(λ)∗.
Since dim V(λ)μ < ∞ for any μ ∈ P and ( , )λ is nondegenerate, there uniquely exists a

basis {g∨b }b∈B(λ) of V(λ) such that (g∨b )∗ = fb for all b ∈ B(λ). See Definition 2.23 for the
definition of fb.

Note that (vw, vw)λ = 1 for all extremal vectors vw (w ∈ W). See Definition 2.7. Hence,
vw = gbw = g

∨
bw

for some bw ∈ B(λ).
Denote by vwλ (resp. fwλ) the element vw ∈ V(λ)wλ (resp. v∗w ∈ V(λ)∗wλ). Remark that
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dim V(λ)wλ = 1 and vw = vw′ if wλ = w′λ when λ ∈ P+ ∪ (−P+).

3. Representations of the quantized coordinate algebra Aq[sl2]

3. Representations of the quantized coordinate algebra Aq[sl2]
In this section, we investigate the actions of the matrix coefficients of extremal weight

modules on the infinite dimensional irreducible modules Vi,V ′i of the quantized coordinate
algebras. Proposition 3.10 is one of the main calculations in this paper.

3.1. A method of calculation.
3.1. A method of calculation.

Definition 3.1. The quantized coordinate algebra Aq[sl2] of sl2 is the subalgebra of
Uq(sl2)∗ generated by ci j := Fδ2, j .c�f�,v� .E

δ2,i (i, j ∈ {1, 2}). Here, since I = {∗}, the elements
Ek, Fk, �k (k ∈ I) are simply denoted by E, F, � respectively.

Moreover, ci j’s satisfy the following relations and, in fact, the relations of ci j’s are ex-
hausted by them:

ci1ci2 = qci2ci1 (i = 1, 2), c1 jc2 j = qc2 jc1 j ( j = 1, 2),
[c12, c21] = 0, [c11, c22] = (q − q−1)c12c21,

c11c22 − qc12c21 = 1.

Let V∗ :=
⊕

m∈Z≥0
Q(q) |m〉 be an infinite dimensionalQ(q)-vector space with a basis indexed

by non-negative integers. We define an Aq[sl2]-module structure on V∗ by

c11. : |m〉 �−→
⎧⎪⎪⎨⎪⎪⎩

0

|m − 1〉
if m = 0,
if m ∈ Z>0,

c12. : |m〉 �−→ −qm+1 |m〉 for m ∈ Z≥0,

c21. : |m〉 �−→ qm |m〉 for m ∈ Z≥0,

c22. : |m〉 �−→ (1 − q2(m+1)) |m + 1〉 for m ∈ Z≥0.

By its construction, it is easy to see that this is a simple Aq[sl2]-module. The corresponding
algebra homomorphism Aq[sl2]→ EndQ(q)(V∗) is denoted by π∗.

Definition 3.2. For i ∈ I, we denote by Ui the Hopf subalgebra of U generated by
{Ei, Fi,Ki}. Let ιi : Ui ↪→ U be the natural inclusion of the Hopf algebra. Then, there
exists the algebra homomorphism ι∗i : U∗ → U∗i given by f �→ f ◦ ιi.

We can regard Q(q) ⊗Q(qi) Aqi[sl2] as a subalgebra of U∗i and denote this subalgebra by
Ai. The irreducible representation π∗ corresponding to Ai will be denoted by πi and its
representation space will be written as Vi = ⊕m∈Z≥0Q(q) |m〉i.

Note that ι∗i (cV
f ,v) ∈ Ai for any integrable U-module V , f ∈ V∗ and v ∈ V . For λ ∈ P∪(−P+)

and w ∈ W, we have

ι∗i (cλfsiwλ,vwλ
) =

⎧⎪⎪⎨⎪⎪⎩
c−〈α

∨
i ,wλ〉

12 if 〈α∨i , wλ〉 ≤ 0,

c〈α
∨
i ,wλ〉

21 if 〈α∨i , wλ〉 ≥ 0.

Definition 3.3. Let λ ∈ P+ ∪ (−P+). Set

V(λ)� :=
∑

ν∈P V(λ)∗ν =
⊕

b∈B(λ)
Q(q) fb.

See Definition 2.23 for the definition of fb. Note that dim V(λ)ν < ∞ for all ν ∈ P when
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λ ∈ P+∪ (−P+). We regard V(λ)� naturally as a right U-module. The right U-module V(λ)�

is an irreducible integrable highest weight right U-module with highest weight λ.

Proposition 3.4 ([18, Proposition 31.2.6]). Let V be an integrable left U-module and
λ1, λ2 ∈ P+.

Ṽ :=
{
v ∈ Vλ1−λ2

F(k)
i .v = 0 for all k > 〈λ1, α

∨
i 〉, i ∈ I, and

E(k)
i .v = 0 for all k > 〈λ2, α

∨
i 〉, i ∈ I

}
.

Then the maps

HomU(V(λ1) ⊗ V(−λ2),V)→ Ṽ , � �→ �(vλ1 ⊗ v−λ2 ),
HomU(V(−λ2) ⊗ V(λ1),V)→ Ṽ , � �→ �(v−λ2 ⊗ vλ1 )

are Q(q)-linear isomorphisms.

Proposition 3.5 ([18, Proposition 31.2.6]). Let V ′ be an integrable right U-module and
λ1, λ2 ∈ P+.

Ṽ ′ :=
{
v ∈ V ′λ2−λ1

v.F(k)
i = 0 for all k > 〈λ1, α

∨
i 〉, i ∈ I, and

v.E(k)
i = 0 for all k > 〈λ2, α

∨
i 〉, i ∈ I

}
.

Then the maps

HomU(V(−λ1)� ⊗ V(λ2)�,V ′)→ Ṽ ′, � �→ �( f−λ1 ⊗ fλ2 ),
HomU(V(λ2)� ⊗ V(−λ1)�,V ′)→ Ṽ , � �→ �( fλ2 ⊗ f−λ1 )

are Q(q)-linear isomorphisms.

By Proposition 2.11 and 3.4, we obtain the following corollaries. The details are left to
the reader.

Corollary 3.6. Let V be an integrable left U-module and w ∈ W. Then, for any weight
vector v ∈ V, there exists a homomorphism � : V(λ) ⊗ V(w−1 wt v − λ) → V of U-modules
given by �(vwλ ⊗ vw(w−1 wt v−λ)) = v whenever 〈λ, α∨i 〉’s are sufficiently large for all i ∈ I.

Corollary 3.7. Let V ′ be an integrable right U-module and w ∈ W. Then, for any weight
vector f ∈ V ′, there exists a homomorphism �′ : V(λ)� ⊗ V(w−1 wt f − λ)� → V ′ of right
U-modules given by �′( fwλ ⊗ fw(w−1 wt f−λ)) = f whenever 〈λ, α∨i 〉’s are sufficiently large for
all i ∈ I.

From now on, we study the representations πi.

Lemma 3.8. Let i ∈ I and V an integrable U-module. If ι∗i (cV
f ,v).|0〉i � 0 for weight

vectors f ∈ V∗, v ∈ V, then

wt f − wt v ∈ Zαi and 〈wt f + wt v, α∨i 〉 ≤ 0.

Proof. The fact wt f − wt v ∈ Zαi clearly follows from ι∗i (cV
f ,v) � 0. We can write

cV
f ,v =

∑
m1,m2,m3,m4∈Z≥0

am1,m2,m3,m4c
m1
22 cm2

21 cm3
12 cm4

11

with am1,m2,m3,m4 ∈ Q(q). Then, we have 〈wt f +wt v, α∨i 〉 = −2m1+2m4 for any am1,m2,m3,m4 �
0. Hence, if 〈wt f + wt v, α∨i 〉 > 0, then m4 > 0 for all am1,m2,m3,m4 � 0, and ι∗i (cV

f ,v).|0〉 = 0 by
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definition. This contradicts our assumption. �

Lemma 3.9. Let λ ∈ P and i ∈ I with 〈λ, α∨i 〉 ≥ 0. Take b1, b2 ∈ B(λ) with gb2 ∈ U−.vλ.
Let b̃2 ∈ B(∞) be the element satisfying G−(b̃2).vλ = gb2 .

Suppose that ι∗i (cλfb1 ,gb2
) � 0. Then, we have

(i) gb1 ∈ U−.vλ and wt b1 − wt b2 ∈ Zαi,
(ii) 1

2 〈wt b1 − wt b2, α
∨
i 〉 ≤ ϕi(b1) ≤ 1

2 〈wt b1 + wt b2, α
∨
i 〉 − 〈wt b̃2, �

∨
i 〉.

Proof. The statement (i) follows from Lemma 3.8 and the fact that
(∗) The subspace U−.vλ is spanned by the global basis elements and stable under the

Ui-action when 〈λ, α∨i 〉 ≥ 0. (Note that Ei.vλ = 0.)

Now, 〈 fb1 , E
(k)
i F(l)

i .gb2〉 � 0 for some k, l ∈ Z≥0 with k − l = 1
2〈wt b1 − wt b2, α

∨
i 〉. Hence,

fb1 .E
(k)
i � 0. By Proposition 2.26, we have ϕi(b1) ≥ k ≥ 1

2〈wt b1 − wt b2, α
∨
i 〉.

It remains to prove that ϕi(b1) ≤ 1
2 〈wt b1 + wt b2, α

∨
i 〉 − 〈wt b̃2, �

∨
i 〉. By the statement (i),

the fact (∗) and Proposition 2.26, we have gẽεi(b1)
i b1

∈ U−.vλ. Hence, −Q+ � wt b1 + εi(b1)αi −
λ = wt b1 −wt b2 +wt b̃2 + (ϕi(b1) − 〈wt b1, α

∨
i 〉)αi. Note that wt b1 −wt b2 ∈ Zαi. Focusing

on the coefficient of αi, we obtain the desired inequality. �

The following proposition is one of the most important assertions in this paper, but it
looks complicated. Hence, we indicate here the places where each of assertions will be
used:

• the former statement, explicit description of p(k),i
b1,b2

, will be used only in the proof of
Corollary 3.12,
• the latter statement, estimation of pole orders of the Laurent polynomials p(k),i

b1,b2
, will

be used only in the proof of Corollary 3.11 and 3.12.
In fact, we will not use Proposition 3.10 itself but use Corollary 3.11 and 3.12 in the subse-
quent sections.

Proposition 3.10 (A method of calculation). Let λ ∈ P and i ∈ I with 〈λ, α∨i 〉 ≥ 0. Take
b1, b2 ∈ B(λ) with wt b1 − wt b2 = −nαi for some n ∈ Z such that ϕi(b1) ≥ −n. Assume that
there exists b̃l ∈ B(∞) such that G−(b̃l).vλ = gbl(l = 1, 2). Note that these assumptions are
necessary for the condition that ι∗i (cλfb1 ,gb2

) � 0 for gb2 ∈ U−.vλ. See Lemma 3.9.
Set

λ1 =
∑
j∈I
ε j� j ∈ P+ with ε j

⎧⎪⎪⎨⎪⎪⎩
= εi(b1) if j = i

≥ ε j(b1) if j ∈ I \ {i}.
Then we have

ι∗i (cλfb1 ,gb2
).|0〉i =

ϕi(b1)∑
k=0

⎛⎜⎜⎜⎜⎜⎜⎜⎝(−qi)ϕk qlk
i

∑
b̃′,b̃′′∈B(∞)

Lk,b̃′,b̃′′

mb1 ,b2∏
l=1

(1 − q2l
i )

⎞⎟⎟⎟⎟⎟⎟⎟⎠ |mb1,b2〉i

( =:
ϕi(b1)∑
k=0

p(k),i
b1,b2
|mb1,b2〉i for short, )

where
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ϕk := ϕi(b1) − k and mb1,b2 := −〈wt b1 + wt b2, α
∨
i 〉/2,

lk := mb1,b2 (ϕi(b1) + n) + ϕk〈λ, α∨i 〉 − ϕk(ϕk + 1)/2,

Lk,b̃′,b̃′′ := d(ϕk),i
∗b̃2,∗b̃′ f

(ϕi(b1)+n),i
b̃′,b̃′′

E(k),i
∗(b̃′′)⊗tλ1⊗b̃ω∞,∗(b̃1)⊗tλ1⊗b̃ω∞

.

Recall Notation 2.24. Moreover

p(k),i
b1,b2
∈ q
Π

(k),i
b1 ,b2

i Z[q],

where

Π
(k),i
b1,b2

:= k2 + (εb1,b2 − ε∗i (b̃1) − 1)k + ϕi(b1)(〈λ, α∨i 〉 − ϕi(b1) − εb1,b2 + 1),
εb1,b2 := min{ε∗i (b̃1),−〈wt b̃2, �

∨
i 〉 − ϕi(b1)}.

Before proving Proposition 3.10, we show its two corollaries.

Corollary 3.11. We follow the notation and the assumptions in Proposition 3.10. Then

p(k),i
b1,b2
∈ q−ϕi(b1)2

i Z[q]

for k = 0, . . . , ϕi(b1).

Proof. It suffices to show that Π(k),i
b1,b2

≥ −ϕi(b1)2. Here we regard Π(k),i
b1,b2

as the qua-

dratic function of k. Now εb1,b2 − ε∗i (b̃1) − 1 ≤ ε∗i (b̃1) − ε∗i (b̃1) − 1 = −1 and Π(ϕi(b1)),i
b1,b2

=

ϕi(b1)(〈λ, α∨i 〉 − ε∗i (b̃1)) ≥ 0 by Proposition 2.28 (ii). Therefore we have Π(k),i
b1,b2
≥ −ϕi(b1)2

for k = 0, . . . , ϕi(b1) by the shapes of graphs of quadratic functions with leading term k2.
�

Corollary 3.12. We follow the notation and the assumptions in Proposition 3.10. Fur-
thermore, we assume that λi := 〈λ, α∨i 〉 ≥ −3〈wt b̃2, �

∨
i 〉. Then,

(p(k),i
b1,b2

)<Δi(λi+3〈wt b̃2,�
∨
i 〉) = 0 unless k = ϕi(b1) and ε∗i (b̃1) = λi.

Recall Notations 2.1 and 2.34. Moreover, if k = ϕi(b1) and ε∗i (b̃1) = λi, then

(p(ϕi(b1)),i
b1,b2

)<Δi(λi+2〈wt b̃2,�
∨
i 〉) =

(
q

1
2 mb1 ,b2 (mb1 ,b2−1)
i d

(mb1 ,b2 ),i

b̃2,τ
−1
i (b̃(i)

1 )

)
<Δi(λi+2〈wt b̃2,�

∨
i 〉).

where b̃(i)
1 := (ẽ∗i )ε

∗
i (b̃1)b̃1 = (ẽ∗i )λi b̃1. See Proposition 2.22 for the definition of τi.

Remark 3.13. By Proposition 2.26, we have

q
1
2 mb1 ,b2 (mb1 ,b2−1)
i d

(mb1 ,b2 ),i

b̃2,τ
−1
i (b̃(i)

1 )
∈ Z[q].

Proof of Corollary 3.12. By Corollary 2.15 and the assumption λi ≥ −3〈wt b̃2, �
∨
i 〉, we

have

ε∗i (b̃1) ≥ −ϕi(b̃1) = λi − ϕi(b1) ≥ −〈wt b̃2, �
∨
i 〉 − ϕi(b1).

Hence, εb1,b2 = −〈wt b̃2, �
∨
i 〉 − ϕi(b1) = −〈wt b̃2, �

∨
i 〉 − λi − ϕi(b̃1).

We first consider the case k � ϕi(b1). We may assume mb1,b2 ≥ 0 since p(k),i
b1,b2

= 0
otherwise by construction. Then,
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−1
2

(εb1,b2 − ε∗i (b̃1) − 1) =
1
2

(〈wt b̃2, �
∨
i 〉 + λi + ϕi(b̃1) + ε∗i (b̃1) + 1)

≥ 1
2

(〈wt b̃2, �
∨
i 〉 + λi + 1)

≥ −〈wt b̃2, �
∨
i 〉 +

1
2
> ϕi(b1).

The first inequality follows from Corollary 2.15, and the last inequality follows from Lemma
3.9 (ii). (Note that we do not assume ι∗i (cλfb1 ,gb2

).|0〉i � 0 now, but the inequalities in Lemma

3.9 (ii) follows from the assumptions in Proposition 3.10.) Therefore, Π(0),i
b1,b2

> Π(1),i
b1,b2

> · · · >
Π

(ϕi(b1)−1),i
b1,b2

. Hence, (p(k),i
b1,b2

)
<Δi(Π

(ϕi(b1)−1),i
b1 ,b2

−2) = 0.

Moreover, by ε∗i (b̃1) ≥ λi − ϕi(b1) and −ϕi(b1) ≥ 〈wt b̃2, �
∨
i 〉 (Lemma 3.9 (ii)), we have

Π
(ϕi(b1)−1),i
b1,b2

− 2 = −ϕi(b1) + ε∗i (b̃1) + 〈wt b̃2, �
∨
i 〉 + ϕi(b1)(λi − ε∗i (b̃1))

≥ λi + 3〈wt b̃2, �
∨
i 〉.

Note that λi − ε∗i (b̃1) ≥ 0 by Proposition 2.28. Hence, (p(k),i
b1,b2

)<Δi(λi+3〈wt b̃2,�
∨
i 〉) = 0.

Next, we consider the case k = ϕi(b1) (ϕk = 0). Then, by Proposition 3.10,

p(ϕi(b1)),i
b1,b2

= q
mb1 ,b2 (ϕi(b1)+n)
i

∑
b̃′∈B(∞)

f (ϕi(b1)+n),i
b̃2,b̃′

E(ϕi(b1)),i
∗(b̃′)⊗tλ1⊗b̃ω∞,∗(b̃1)⊗tλ1⊗b̃ω∞

mb1 ,b2∏
l=1

(1 − q2l
i ).

By the way, ϕi(∗(b̃1)⊗ tλ1 ⊗ b̃ω∞) = ϕ∗i (b̃1)+ εi(b̃1) = ϕi(b̃1)+ ε∗i (b̃1) = ϕi(b1)− (λi − ε∗i (b̃1)) ≤
ϕi(b1). The second equality follows from Corollary 2.15. Hence, by Proposition 2.26,

E(ϕi(b1)),i
∗(b̃′)⊗tλ1⊗b̃ω∞,∗(b̃1)⊗tλ1⊗b̃ω∞

=

⎧⎪⎪⎨⎪⎪⎩
1 if ε∗i (b̃1) = λi and b̃′ = ( f̃ ∗i )ϕi(b1)b̃1

0 otherwise.

This proves the first half of the statement. From now on, we further assume that ε∗i (b̃1) = λi.
Set

N := −(ϕi(b1) + n)(εi(( f̃ ∗i )ϕi(b1)b̃1) − ϕi(b1) − n − 1)

= −(ϕi(b1) + n)(εi(b̃1) − ϕi(b1) − n − 1) by Corollary 2.15,

= −(ϕi(b1) + n)(mb1,b2 − 1)

= −(ϕi(b1) + n)mb1,b2 + ϕi(b1) + mb1,b2 + 〈wt b2, α
∨
i 〉

cf. Proposition 2.35. Note that εi(b̃1)−ϕi(b1)−n = mb1,b2 and we may assume that mb1,b2 ≥ 0.
Hence,

N ≥ −(ϕi(b1) + n)mb1,b2 + 〈wt b2, α
∨
i 〉

≥ −(ϕi(b1) + n)mb1,b2 + λi + 2〈wt b̃2, �
∨
i 〉.

Then, by Proposition 2.26 (ii), Lemma 2.33 and Proposition 2.35,

(p(ϕi(b1)),i
b1,b2

)�

=

⎛⎜⎜⎜⎜⎜⎜⎝qmb1 ,b2 (ϕi(b1)+n)
i f (ϕi(b1)+n),i

b̃2,( f̃ ∗i )ϕi(b1)b̃1

mb1 ,b2∏
l=1

(1 − q2l
i )

⎞⎟⎟⎟⎟⎟⎟⎠
�
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=

⎛⎜⎜⎜⎜⎜⎜⎝qmb1 ,b2 (ϕi(b1)+n)
i ( f (ϕi(b1)+n),i

b̃2,( f̃ ∗i )ϕi(b1)b̃1
)<ΔiN

mb1 ,b2∏
l=1

(1 − q2l
i )

⎞⎟⎟⎟⎟⎟⎟⎠
�

=

⎛⎜⎜⎜⎜⎜⎜⎝qmb1 ,b2 (ϕi(b1)+n)
i

(
q

1
2 mb1 ,b2 (mb1 ,b2−1)
i

[
εi(b1)
mb1,b2

]
i

d
(mb1 ,b2 ),i

b̃2,τ
−1
i (b̃(i)

1 )

)
<ΔiN

mb1 ,b2∏
l=1

(1 − q2l
i )

⎞⎟⎟⎟⎟⎟⎟⎠
�

=

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎜⎜⎝

mb1 ,b2∏
l=1

(1 − q2(ϕi(b1)+n+l)
i )q

1
2 mb1 ,b2 (mb1 ,b2−1)
i d

(mb1 ,b2 ),i

b̃2,τ
−1
i (b̃(i)

1 )

⎞⎟⎟⎟⎟⎟⎟⎠
<Δi(ϕi(b1)+n)

⎞⎟⎟⎟⎟⎟⎟⎟⎠
�

=

(
q

1
2 mb1 ,b2 (mb1 ,b2−1)
i d

(mb1 ,b2 ),i

b̃2,τ
−1
i (b̃(i)

1 )

)
�
,

where ()� denotes ( )<Δi(λi+2〈wt b̃2,�
∨
i 〉). This proves the corollary. �

The rest of this subsection is devoted to a proof of Proposition 3.10. Proof of Proposition
3.10. Set λ2 := λ1 + wt b1. Then, 〈λ2, α

∨
j 〉 = ε j + 〈wt b1, α

∨
j 〉 ≥ ε j(b1) + 〈wt b1, α

∨
j 〉 =

ϕ j(b1) ≥ 0 for all j ∈ I. Hence, λ2 ∈ P+.
Therefore, fb1 .F

(k)
j = 0 for all k > 〈λ1, α

∨
j 〉 and fb1 .E

(k)
j = 0 for all k > 〈λ2, α

∨
j 〉 by

Proposition 2.26 for all j ∈ I. Hence, by Proposition 3.5, there exists a homomorphism
Ψ : V(−λ1)� ⊗ V(λ2)� → V(λ)∗ of right U-modules given by f−λ1 ⊗ fλ2 �→ fb1 . (Note
that V(λ)∗ might not be integrable but the right U-submodule generated by fb1 in V(λ)∗ is
integrable.) Then, the dual Q(q)-linear map Ψ∗ : (V(λ)∗)∗ → (V(−λ1)� ⊗ V(λ2)�)∗ given by
f �→ f ◦ Ψ is a homomorphism of left U-modules.

For λ′ ∈ P and b ∈ B(λ′), define evb ∈ (V(λ′)∗)∗ by f �→ 〈 f , gb〉. Then, we have

Ψ∗(evb2 ) =
∑

b′∈B(−λ1),b′′∈B(λ2)

cb′,b′′ evb′ ⊗ evb′′ with cb′,b′′ ∈ Q(q).

Note that this is possibly infinite sum but well-defined in (V(−λ1)� ⊗ V(λ2)�)∗.
Then, we have

cλfb1 ,gb2
=

∑
b′∈B(−λ1),b′′∈B(λ2)

cb′,b′′c
−λ1
f−λ1 ,gb′

cλ2
fλ2 ,gb′′

.

This is possibly infinite sum but well-defined in U∗. Moreover, by Lemma 3.8,

ι∗i (cλfb1 ,gb2
).|0〉i =

∑
b′∈B(−λ1)

cb′,vsiλ2
ι∗i (c−λ1

f−λ1 ,gb′
)ι∗i (cλ2

fλ2 ,vsiλ2
).|0〉i.

Hence we investigate the element
∑

b′∈B(−λ1) cb′,vsiλ2
ι∗i (c−λ1

f−λ1 ,gb′
). We now have Ψ∗(evb2 ) =

Ψ∗(G−(b̃2). evvλ) = G−(b̃2).Ψ∗(evvλ).
Set

Ψ∗(evvλ) =
∑

b′∈B(−λ1),b′′∈B(λ2)

c′b′,b′′ evb′ ⊗ evb′′ with c′b′,b′′ ∈ Q(q), and

g′k :=
∑

b′∈B(−λ1)

c′
b′,F(k)

i .vλ2
gb′ ∈ V(−λ1).

Note that if c′
b′,F(k)

i .vλ2

� 0 then wt b′ = λ − λ2 + kαi, and B(−λ1)λ−λ2+kαi is a finite set. Since

〈λ, α∨i 〉 ≥ 0, we have Ei.Ψ
∗(evvλ) = Ψ

∗(Ei. evvλ) = 0. Thus, Ei.(
∑〈λ2,α

∨
i 〉

k=0 g′k ⊗ F(k)
i .vλ2 ) = 0.

Therefore,
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g′k = (−1)kq−kϕi(b1)+k(k−1)
i

[
ϕi(b1)

k

]−1

i

E(k)
i .g′0,

for k = 0, . . . , 〈λ2, α
∨
i 〉 = ϕi(b1), which are easily checked by induction on k.

Write

Δ(G−(b̃2)) =
∞∑

l=0

q
1
2 l(l−1)
i GlKlαi ⊗ F(l)

i +
∑

G(1),G(2):homogeneous
wt G(2)�Z≤0αi

G(1)K−wt G(2) ⊗G(2),

here Gl := (ie′)l(G−(b̃2)). See Definition 2.5. Then,

∑
b′∈B(−λ1)

cb′,vsiλ2
gb′ =

ϕi(b1)∑
k=0

q
1
2ϕk(ϕk−1)
i

[
ϕi(b1)

k

]
i

Gϕk Kϕkαi .g
′
k

=

ϕi(b1)∑
k=0

(−qi)−kqϕk〈λ,α∨i 〉− 1
2ϕk(ϕk+1)

i Gϕk E(k)
i .g′0,

where ϕk := ϕi(b1) − k. Set hk := Gϕk E(k)
i .g′0 (k = 0, . . . , ϕi(b1)). Since hk ∈ V(−λ1) and

wt hk = −λ1 + (ϕi(b1) + n)αi, we have hk = ckE(ϕi(b1)+n)
i .v−λ1 for some ck ∈ Q(q).

Claim 1.

ι∗i (c−λ1
f−λ1 ,hk

) = ck

[
εi(b1)

ϕi(b1) + n

]
i

cϕi(b1)+n
21 c

mb1 ,b2
22

= 〈 f−λ1 , F
(ϕi(b1)+n)
i .hk〉cϕi(b1)+n

21 c
mb1 ,b2
22 .

Proof of Claim 1. We have

ι∗i (c−λ1
f−λ1 ,hk

) = ckE(ϕi(b1)+n)
i .ι∗i (c−λ1

f−λ1 ,v−λ1
) = ckE(ϕi(b1)+n)

i .cεi(b1)
22 .

The direct computation of the right-hand side now completes the proof. Note that εi(b1) −
ϕi(b1) − n = mb1,b2 . �

We prepare one more claim on the element c−λ1
f−λ1 ,g

′
0
.

Claim 2. Set ḃ1 := b̃1 ⊗ t−λ1−wt b̃1
⊗ b̃ω∞ = ∗(∗(b̃1) ⊗ tλ1 ⊗ b̃ω∞) ∈ B(∞) ⊗ Tλ−λ2 ⊗ B(−∞).

See Proposition 2.17. Then, c−λ1
f−λ1 ,g

′
0
= F(ḃ1) as an element of U̇∗.

Proof of Claim 2. Let b̃ ⊗ tμ ⊗ b̃′ ∈ B(∞) ⊗ Tμ ⊗ B(−∞)(μ ∈ P). By Proposition 2.17 and
Proposition 2.30, we have f−λ1 .G(b̃ ⊗ tμ ⊗ b̃′) = f−λ1 . ∗ (G(∗(b̃) ⊗ t−μ−wt b̃−wt b̃′ ⊗ ∗(b̃′))) = 0
unless b̃′ = b̃ω∞ and μ = −λ1 − wt b̃. Hence,

〈 f−λ1 ,G(b̃ ⊗ tμ ⊗ b̃′).g′0〉 = 〈( f−λ1 .G(b̃ ⊗ tμ ⊗ b̃′)), g′0〉 = 0

unless b̃′ = b̃ω∞ and μ = −λ1 − wt b̃. Moreover, for b̃ ∈ B(∞), we have

〈 f−λ1 ,G(b̃ ⊗ t−λ1−wt b̃ ⊗ b̃ω∞).g′0〉 = δ−λ1−wt b̃,−λ1−wt b̃1
〈 f−λ1 ,G

−(b̃).g′0〉
= δ−λ1−wt b̃,−λ1−wt b̃1

〈 f−λ1 ⊗ fλ2 ,G
−(b̃).(g′0 ⊗ vλ2 )〉

= δ−λ1−wt b̃,−λ1−wt b̃1
〈 f−λ1 ⊗ fλ2 ,G

−(b̃).Ψ∗(evλ)〉
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= δ−λ1−wt b̃,−λ1−wt b̃1
〈 fb1 ,G

−(b̃).vλ〉
= δ−λ1−wt b̃,−λ1−wt b̃1

δb̃,b̃1
.

�

Combining all the above results, we obtain

ι∗i (cλfb1 ,gb2
).|0〉i

=
∑

b′∈B(−λ1)

cb′,vsiλ2
ι∗i (c−λ1

f−λ1 ,gb′
)ι∗i (cλ2

fλ2 ,vsiλ2
).|0〉i

=

ϕi(b1)∑
k=0

(−qi)−kqϕk〈λ,α∨i 〉− 1
2ϕk(ϕk+1)

i ι∗i (c−λ1
f−λ1 ,hk

)ι∗i (cλ2
fλ2 ,vsiλ2

).|0〉i

=

ϕi(b1)∑
k=0

(−qi)−kqϕk〈λ,α∨i 〉− 1
2ϕk(ϕk+1)

i 〈 f−λ1 , F
(ϕi(b1)+n)
i .hk〉cϕi(b1)+n

21 c
mb1 ,b2
22 cϕi(b1)

12 .|0〉i

=

ϕi(b1)∑
k=0

(−qi)ϕk qlk
i 〈 f−λ1 , F

(ϕi(b1)+n)
i Gϕk E(k)

i .g′0〉
mb1 ,b2∏

l=1

(1 − q2l
i )|mb1,b2〉i

=

ϕi(b1)∑
k=0

(−qi)ϕk qlk
i 〈F(ḃ1), F(ϕi(b1)+n)

i Gϕk aλ−λ2+kαi E
(k)
i 〉

mb1 ,b2∏
l=1

(1 − q2l
i )|mb1,b2〉i

=

ϕi(b1)∑
k=0

(−qi)ϕk qlk
i

∑
b̃′,b̃′′∈B(∞)

Lk,b̃′,b̃′′

mb1 ,b2∏
l=1

(1 − q2l
i )|mb1,b2〉i,

where

lk := mb1,b2 (ϕi(b1) + n) + ϕk〈λ, α∨i 〉 − ϕk(ϕk + 1)/2,

Lk,b̃′,b̃′′ := d(ϕk),i
∗b̃2,∗b̃′ f

(ϕi(b1)+n),i
b̃′,b̃′′

E(k),i
∗(b̃′′)⊗tλ1⊗b̃ω∞,∗(b̃1)⊗tλ1⊗b̃ω∞

.

The last equality follows from Remark 2.25 and Proposition 2.17. This proves the first part
of the proposition.

Claim 3. Lk,b̃′,b̃′′ = 0 unless ε∗i (b̃′) ≤ εb1,b2 + k and εi(b̃′′) ≤ εi(b̃1). Here εb1,b2 :=
min{ε∗i (b̃1),−〈wt b̃2, �

∨
i 〉 − ϕi(b1)}.

Proof of Claim 3. If E(k),i
∗(b̃′′)⊗tλ1⊗b̃ω∞,∗(b̃1)⊗tλ1⊗b̃ω∞

� 0, then, by Corollary 2.32,

max{εi(b̃′′), εi(b1)} = ε∗i (∗(b̃′′) ⊗ tλ1 ⊗ b̃ω∞)

≤ ε∗i (∗(b̃1) ⊗ tλ1 ⊗ b̃ω∞) = max{εi(b̃1), εi(b1)}.(3.1)

Note that εi(b1) = εi(b̃1). Hence, the condition (3.1) is equivalent to εi(b̃′′) ≤ εi(b̃1).
Moreover, if E(k),i

∗(b̃′′)⊗tλ1⊗b̃ω∞,∗(b̃1)⊗tλ1⊗b̃ω∞
� 0, then, by Corollary 2.15, Proposition 2.26 and

εi(b1) = εi(b̃1),

ϕ∗i (b̃1) + εi(b̃1) = ϕi(∗(b̃1) ⊗ tλ1 ⊗ b̃ω∞)

≥ ϕi(∗(b̃′′) ⊗ tλ1 ⊗ b̃ω∞) + k

= max{ϕ∗i (b̃′′) + εi(b̃1), 0} + k(≥ ϕ∗i (b̃′′) + εi(b̃1) + k)
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and wt b̃′′ + kαi = wt b̃1. These conditions imply ε∗i (b̃1) + k ≥ ε∗i (b̃′′).
If f (ϕi(b1)+n),i

b̃′,b̃′′
� 0, then, by Corollary 2.29, ε∗i (b̃′′) ≥ ε∗i (b̃′) and wt b̃′′ = wt b̃′ − (ϕi(b1) +

n)αi.
Hence, if f (ϕi(b1)+n),i

b̃′,b̃′′
E(k),i
∗(b̃′′)⊗tλ1⊗b̃ω∞,∗(b̃1)⊗tλ1⊗b̃ω∞

� 0, then ε∗i (b̃′) ≤ ε∗i (b̃1) + k and wt b̃′ =

wt b̃2 + (ϕi(b1) − k)αi. These conditions imply ε∗i (b̃′) ≤ εb1,b2 + k. Note that ε∗i (b̃′) ≤
−〈wt b̃′, �∨i 〉. �

Applying Proposition 2.26 and Claim 3, we have

d(ϕk),i
∗b̃2,∗b̃′ ∈ q−ϕkε

∗
i (b̃′)− 1

2ϕk(ϕk−1)
i Z[q] ⊂ q

−ϕk(εb1 ,b2+k)− 1
2ϕk(ϕk−1)

i Z[q],

f (ϕi(b1)+n),i
b̃′,b̃′′

∈ q−(ϕi(b1)+n)(εi(b̃′′)−ϕi(b1)−n)
i Z[q] ⊂ q−(ϕi(b1)+n)(εi(b1)−ϕi(b1)−n)

i Z[q]

= q
−mb1 ,b2 (ϕi(b1)+n)
i Z[q],

E(k),i
∗(b̃′′)⊗tλ1⊗b̃ω∞,∗ḃ1

∈ q−k(ϕ∗i (ḃ1)−k)
i Z[q] = q−k(ε∗i (b̃1)+ϕk−〈λ,α∨i 〉)

i Z[q]

for the factors of every nonzero Lk,b̃′,b̃′′ . These estimates prove the remaining part of the
proposition. �

3.2. The involution ψ∗.
3.2. The involution ψ∗.

Definition 3.14. We have the Q(q)-algebra involution ψ∗ : U∗ → U∗ given by f �→ f ◦ψ.

Example 3.15. In Aq[sl2], we have

ψ∗(c11) = c11, ψ
∗(c12) = c21, ψ

∗(c21) = c12, ψ
∗(c22) = c22.

Remark 3.16. The map ψ∗ induces the Q(q)-algebra involution Ai → Ai for i ∈ I, which
is also denoted by ψ∗.

Remark 3.17. Let λ ∈ P+ ∪ (−P+). For v, v′ ∈ V(λ), we have ψ∗(cλv∗,v′) = cλv′∗,v.

Definition 3.18. For i ∈ I, we define an Ai-module V ′i :=
⊕

m∈Z≥0
Q(q)〈m|i by

c11. : 〈m|i �−→
⎧⎪⎪⎨⎪⎪⎩

0

〈m − 1|i
if m = 0,
if m ∈ Z>0,

c12. : 〈m|i �−→ qm
i 〈m|i for m ∈ Z≥0,

c21. : 〈m|i �−→ −qm+1
i 〈m|i for m ∈ Z≥0,

c22. : 〈m|i �−→ (1 − q2(m+1)
i )〈m + 1|i for m ∈ Z≥0.

The following proposition immediately follows from the definition of V ′i .

Proposition 3.19. For i ∈ I, we denote by Vψ∗
i the Ai-module which corresponds to the

Q(q)-algebra homomorphism πi ◦ ψ∗ : Ai → EndQ(q)(Vi).
Then the Q(q)-linear map Vψ∗

i → V ′i , |m〉i �→ 〈m|i is an isomorphism of Ai-modules.

Definition 3.20. We have the Q(q)-anti-algebra involution (ψ ◦ S )∗ : U∗ → U∗ given by
F �→ F ◦ ψ ◦ S . Note that ψ ◦ S is the Q(q)-algebra, anti-coalgebra involution given by
Ei �→ −q−1

i Fi, Fi �→ −qiEi and Kh �→ K−h (i ∈ I, h ∈ P∨).
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Example 3.21. In Aq[sl2], we have

(ψ ◦ S )∗(c11) = c22, (ψ ◦ S )∗(c12) = −qic21, (ψ ◦ S )∗(c21) = −q−1
i c12, (ψ ◦ S )∗(c22) = c11.

Remark 3.22. The map (ψ ◦ S )∗ induces the Q(q)-anti-algebra involution Ai → Ai for
i ∈ I, which is also denoted by (ψ ◦ S )∗.

Definition 3.23. We define the Q(q)-bilinear form ( , )i : Vi × Vi → Q(q) by

(|c〉i, |c′〉i)i = δc,c′

c∏
k=1

(1 − q2k
i )−1.

Then this form satisfies (C.Λ,Λ′)i = (Λ, (ψ ◦ S )∗(C).Λ′)i for any C ∈ Ai and Λ,Λ′ ∈ Vi,
which can be checked directly using Example 3.21.

The Ai-module V ′i is the dual module of Vi in the following sense.

Proposition 3.24. Set V�
i :=

⊕
m∈Z≥0

Q(q)(|m〉i,−)i(⊂ V∗i ). Define the left Ai-module
structure on V∗i by 〈C.Ξ,Λ〉 = 〈Ξ, (C ◦ S ).Λ〉 for C ∈ Ai, Ξ ∈ V∗i and Λ ∈ Vi. Then, V�

i is an
Ai-submodule of V∗i and the Q(q)-linear map V ′i → V�

i , 〈m|i �→ (|m〉i,−)i is an isomorphism
of Ai-modules.

4. The structure of the quantized coordinate algebras

4. The structure of the quantized coordinate algebras
In this section, we fix the definition of the quantized coordinate algebra Aq[g]+ and the

embedding of the algebras Ω̃ : Aq[g]+ → Ǔ≤0 ⊗ Ǔ≥0. Such an embedding is written in the
reference [3, Chapter 9]. (The conventions are slightly different from ours.) We describe the
U-bimodule structure on Aq[g]+ in terms of Ǔ≤0 ⊗ Ǔ≥0 (Proposition 4.17).

Definition 4.1. The quantized coordinate algebra Aq[g]+ (resp. Aq[g]−) of g is the Q(q)-
vector subspace of U∗ spanned by the elements

{cλf ,v | f ∈ V(λ)�, v ∈ V(λ) and λ ∈ P+(resp. λ ∈ −P+)}.
Then, Aq[g]± is a subalgebra of U∗ and isomorphic to

⊕
λ∈±P+

V(λ)�⊗V(λ) as a U-bimodule.
(See [6, Chapter 7].)

Remark 4.2. If g is of finite type, Aq[g]+ = Aq[g]−(=: Aq[g]) and it has a Hopf algebra
structure induced from that of U.

Remark 4.3. We have theQ(q)-anti-algebra involutionω∗ : U∗ → U∗ given by f �→ f ◦ω.
Then, this map induces ω∗ : Aq[g]± → Aq[g]∓. In particular, Aq[g]− is the opposite algebra
of Aq[g]+.

From now on, we mainly deal with Aq[g]+. (The algebra Aq[g]− will be used in Subsection
5.2.)

Definition 4.4. Define the Q(q)-algebra homomorphism R+(resp. R−) : U∗ →
(U≥0)∗(resp. (U≤0)∗) by f �→ f |U≥0 (resp. f |U≤0 ).

Set Aq[b]+ := R+(Aq[g]+) and Aq[b−]+ := R−(Aq[g]+).
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Definition 4.5. Let Ǔ be a variant of the quantized enveloping algebra whose generators
of its Cartan part are indexed by the elements of P (denoted by {Kλ}λ∈P). (That is, Ǔ has the
relations KλKλ′ = Kλ+λ′ ,KλEi = q(λ,αi)EiKλ etc. The element Ki corresponds to Kαi .) The
Q(q)-algebra Ǔ has a Hopf algebra structure similar to the one of U.

Moreover, we define the subalgebras Ǔ≥0, Ǔ≤0 etc. and the weight spaces Ǔα of Ǔ sim-
ilarly to U≥0, U≤0, Uα etc. Note that Ǔ+ (resp. Ǔ−) can be naturally identified with U+

(resp. U−).

Definition 4.6 (Drinfeld pairing). There uniquely exists aQ(q)-bilinear map ( , )+ : U≥0×
Ǔ≤0 → Q(q) such that

(i) (Δ(X), Y1 ⊗ Y2)+ = (X, Y1Y2)+ for X ∈ Ǔ≥0, Y1, Y2 ∈ Ǔ≤0,
(ii) (X2 ⊗ X1,Δ(Y))+ = (X1X2, Y)+ for X1, X2 ∈ Ǔ≥0, Y ∈ Ǔ≤0,

(iii) (Ei,Kλ)+ = (Kh, Fi)+ = 0 for i ∈ I and λ ∈ P, h ∈ P∨,
(iv) (Kh,Kλ)+ = q−〈λ,h〉 for λ ∈ P, h ∈ P∨,

(v) (Ei, F j)+ = −δi j
1

qi − q−1
i

for i, j ∈ I.

We also define the Q(q)-bilinear map ( , )− : Ǔ≥0 × U≤0 → Q(q) in the same way. (For
example, (Ei,Kh)− = (Kλ, Fi)− = 0, (Kλ,Kh)− = q−〈λ,h〉 etc.)

These bilinear form has the following properties:
• For λ ∈ P, h ∈ P∨ and X ∈ U+, Y ∈ U−, we have (KhX,KλY)+ = q−〈λ,h〉(X, Y)+ and

(KλX,KhY)− = q−〈λ,h〉(X, Y)−.
• For α, β ∈ Q+, ( , )± |U+α×U−−β= 0 unless α = β.
• ( , )±|U+α×U−−α is nondegenerate.

Define the Q(q)-linear maps as follows;

Φ+ : Ǔ≤0 → (U≥0)∗, Y �→ (−, Y)+,
Φ− : Ǔ≥0 → (U≤0)∗, X �→ (X,−)−.

Then, Φ+ is an injective Q(q)-algebra homomorphism and Φ− is an injective Q(q)-anti-
algebra homomorphism.

Define the Q(q)-algebra isomorphisms by

Ψ+ := ω ◦ Φ−1
+ : Φ+(Ǔ≤0)→ Ǔ≥0,

Ψ− := ψ ◦ Φ−1− : Φ−(Ǔ≥0)→ Ǔ≤0.

Here, the maps ω, ψ on Ǔ is defined similarly to the ones on U. See Definition 2.4.

Definition 4.7. Set

( , )pos := ((ψ ◦ ω)( ), ω( ))± |U+×U+ : U+ × U+ → Q(q),

( , )neg := (ψ( ), )± |U−×U− : U− × U− → Q(q).

Then, ( , )pos and ( , )neg satisfies the following properties:
• ( , )pos = (ω( ), ω( ))neg, (1, 1)pos = (1, 1)neg = 1.

• (EiX1, X2)pos =
1

1 − q2
i

(X1, f ′i (X2))pos, (X1Ei, X2)pos =
1

1 − q2
i

(X1, i f ′(X2))pos.

• (FiY1, Y2)neg =
1

1 − q2
i

(Y1, e′i(Y2))neg, (Y1Fi, Y2)neg =
1

1 − q2
i

(Y1, ie′(Y2))neg.
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• ( , )pos and ( , )neg are symmetric.
• ( , )pos |U+α×U+β= 0 and ( , )neg |U−−α×U−−β= 0 unless α = β. (α, β ∈ Q+)
• ( , )pos |U+α×U+α and ( , )neg |U−−α×U−−α are nondegenerate. (α ∈ Q+)

By the fact that dim U±±α < ∞ for all α ∈ Q+ and the nondegeneracy of the forms, there
exists a basis {G±(b̃)∨}b̃∈B(∓∞) of U± such that

(G+(b̃)∨,G+(b̃′))pos = δb̃,b̃′ (b̃, b̃′ ∈ B(−∞)).

(resp. (G−(b̃)∨,G−(b̃′))neg = δb̃,b̃′ (b̃, b̃′ ∈ B(∞)).)

The basis {G±(b̃)∨}b̃∈B(∓∞) is called the upper global basis of U± (with respect to ( , )pos

(resp. ( , )neg)). Note that ω(G−(b̃)∨) = G+(b̃ω)∨ for b̃ ∈ B(∞).

Lemma 4.8. Let F ∈ U∗ be an element such that F.Kh = q〈λ,h〉F and Kh.F = q〈μ,h〉F for
all h ∈ P∨ and some λ, μ ∈ P. Then, we have R+(F) ∈ Φ+(Ǔ≤0) and R−(F) ∈ Φ−(Ǔ≥0). In
particular, Aq[b+]+ ⊂ Φ+(Ǔ≤0) and Aq[b−]+ ⊂ Φ−(Ǔ≥0).

Proof. For any G ∈ Uα(α ∈ Q), we have 〈F,G〉 = 0 unless α = λ − μ.
Since ( , )+ |U+λ−μ×U−−(λ−μ)

is nondegenerate, there uniquely exists G′ ∈ U−−(λ−μ) such that
(G,G′)+ = 〈F,G〉 for all G ∈ U+λ−μ. Hence, for h ∈ P∨ and G ∈ U+, we have 〈R+(F),KhG〉 =
q〈λ,h〉〈F,G〉 = q〈λ,h〉(G,G′)+ = (KhG,K−λG′)+ = 〈Φ+(K−λG′),KhG〉. We can show R−(F) ∈
Φ−(Ǔ≥0) similarly. �

The following lemma is straightforward.

Lemma 4.9. Let F be an element of Φ+(Ǔ≤0) satisfying F.Kh = q〈λ,h〉F. Then Ψ+(F) =
XKλ where X is a unique element of U+ such that (X,−)pos = F ◦ ψ ◦ ω |U+ . That is,
X =

∑
b̃∈B(∞)〈F, ψ(G−(b̃))〉G+(b̃ω)∨.

Let F′ be an element of Φ−(Ǔ≥0) satisfying Kh.F′ = q〈λ,h〉F′. Then Ψ−(F′) = YK−λ
where Y is a unique element of U− such that (Y,−)neg = F′ |U− . That is, Y =∑

b̃∈B(∞)〈F′,G−(b̃)〉G−(b̃)∨.
In particular, for λ ∈ P+ and b ∈ B(λ), we have

Ψ+(R+(cλfλ,g∨b )) = G+(b̃ω)∨Kλ and Ψ−(R−(cλ(g∨b )∗,vλ)) = G−(b̃)∨K−λ.

Here, b̃ is an element of B(∞) such that G−(b̃).vλ = gb.

We have the injective Q(q)-linear map Ω : U∗ → (U≤0 ⊗ U≥0)∗ dual to the surjective
multiplication map U≤0 ⊗ U≥0 → U. Then, Ω is a Q(q)-algebra homomorphism. The
algebra Aq[b−]+ ⊗ Aq[b+]+ is regarded as a subalgebra of (U≤0 ⊗ U≥0)∗.

Lemma 4.10. We have Ω(Aq[g]+) ⊂ Aq[b−]+ ⊗ Aq[b+]+.

Proof. For λ ∈ P+, f ∈ V(λ)�, v ∈ V(λ), we have

(4.1) Ω(cλf ,v) =
∑

b∈B(λ)
R−(cλf ,gb

) ⊗ R+(cλfb,v).

Since the weights of V(λ) are contained in λ − Q+ and all weights spaces are finite dimen-
sional, the above summation is finite. �
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Proposition 4.11. The composition Ω̃ : Aq[g]+
Ω−→ Aq[b−]+ ⊗ Aq[b+]+

Ψ−⊗Ψ+−−−−−→ Ǔ≤0 ⊗ Ǔ≥0

is a well-defined injective Q(q)-algebra homomorphism. Moreover, the following hold:

(i) The multiplicative subset  := {cλfλ,vλ}λ∈P+ of Aq[g]+ consists of non-zero divisors and
it is a left and right Ore set, that is,  ·C∩Aq[g]+·cλfλ,vλ � ∅ and C·∩cλfλ,vλ ·Aq[g]+ � ∅
for all C ∈ Aq[g]+ and λ ∈ P+; hence, we can consider the algebra of fractions
Aq[g]+


with respect to  . See, for instance, [3, Appendix A.2].

(ii) The map Ω̃ can be extended to the injective Q(q)-algebra homomorphism Aq[g]+

→

Ǔ≤0 ⊗ Ǔ≥0 and Ω̃(Aq[g]+


) =
⊕

λ∈P U−K−λ ⊗ U+Kλ.

Proof. The first half of the statement follows from Lemma 4.8 and 4.10. Hence, we prove
(i) and (ii) from now on. By Lemma 4.9 and the calculation (4.1), we have

Ω̃(cλ(g∨b )∗,vλ) = G−(b̃)∨K−λ ⊗ Kλ, and Ω̃(cλfλ,g∨b ) = K−λ ⊗G+(b̃ω)∨Kλ.(4.2)

for λ ∈ P+, b ∈ B(λ) and b̃ ∈ B(∞) with G−(b̃).vλ = gb. In particular, Ω̃(cλfλ,vλ) = K−λ ⊗ Kλ.
Therefore, the elements of  are non-zero divisors. For i ∈ I,

Ω̃(c�i
fsi�i ,v�i

) = (Fi)∨K−�i ⊗ K�i = (1 − q2
i )FiK−�i ⊗ K�i ,

Ω̃(c�i
f�i ,vsi�i

) = K−�i ⊗ (Ei)∨K�i = (1 − q2
i )K−�i ⊗ EiK�i .

Hence, for X ∈ U+ and Y ∈ U−, we have YK−ν ⊗ XKν ∈ Ω̃(Aq[g]+) whenever 〈ν, α∨i 〉’s are
sufficiently large for all i ∈ I.

Take an arbitrary λ ∈ P+ and an arbitrary C ∈ Aq[g]+. By Lemma 4.9, we write Ω̃(C) =∑
μ∈P,α,β∈Q+ Y−β,μK−μ ⊗ Xα,μKμ with Xα,μ ∈ U+α and Y−β,μ ∈ U−−β. Then,

Ω̃(cλfλ,vλ)Ω̃(C) = (
∑

μ∈P,α,β∈Q+
q(λ,α+β)Y−β,μK−μ ⊗ Xα,μKμ)K−λ ⊗ Kλ

It follows from the above argument that Y−β,μK−ν ⊗ Xα,μKν ∈ Ω̃(Aq[g]+) for all μ ∈ P and
α, β ∈ Q+ whenever 〈ν, α∨i 〉’s are sufficiently large for all i ∈ I. Fix such an element ν0 ∈ P+.
Then,

Ω̃(cλ+ν0
fλ+ν0 ,vλ+ν0

)Ω̃(C) = Ω̃(cν0
fν0 ,vν0

)Ω̃(cλfλ,vλ)Ω̃(C) ∈ Ω̃(Aq[g]+)Ω̃(cλfλ,vλ).

Hence,  · C ∩ Aq[g]+ · cλfλ,vλ � ∅. Similarly, we can prove C ·  ∩ cλfλ,vλ · Aq[g]+ � ∅. This
proves (i).

Since the elements Ω̃(cλfλ,vλ) = K−λ ⊗ Kλ are invertible in Ǔ≤0 ⊗ Ǔ≥0, the Q(q)-algebra
homomorphism Ω̃ can be extended to the injective Q(q)-algebra homomorphism Aq[g]+


→

Ǔ≤0 ⊗ Ǔ≥0. By (4.2), we have Ω̃(Aq[g]+


) ⊃⊕
λ∈P U−K−λ ⊗ U+Kλ. On the other hand, by

Lemma 4.9 and the calculation (4.1), we have Ω̃(Aq[g]+


) ⊂ ⊕
λ∈P U−K−λ ⊗ U+Kλ. This

proves (ii). �

Definition 4.12. For w ∈ W, we define the Q(q)-linear subspace Aq[g]w(hi) and w(hi)Aq[g]
of Aq[g]+ by

w(hi)Aq[g] := spanQ(q){cλfwλ,v | v ∈ V(λ), λ ∈ P+},
Aq[g]w(hi) := spanQ(q){cλf ,vwλ | f ∈ V(λ)�, λ ∈ P+}.

Then, they are Q(q)-subalgebras of Aq[g]+. The map ψ∗ induces the isomorphism ψ∗ :
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Aq[g]w(hi) → w(hi)Aq[g].

Corollary 4.13. The Q(q)-algebra Aq[g]+


is generated by e(hi)Aq[g], Aq[g]e(hi) and
{(cλfλ,vλ)−1}λ∈P+ .

Corollary 4.14. For λ ∈ P+, we set

U−(λ) :=
⊕

b̃∈B(∞)
ε∗i (b̃)≤〈λ,α∨i 〉 for all i∈I

Q(q)G−(b̃)∨ and U+(λ) :=
⊕

b̃∈B(−∞)
ϕ∗i (b̃)≤〈λ,α∨i 〉 for all i∈I

Q(q)G+(b̃)∨.

Then, for w ∈ W, the Q(q)-linear maps

hw+ : w(hi)Aq[g]→⊕
λ∈P+ U+(λ)Kλ(⊂ Ǔ≥0), cλfwλ,v �→ (Ψ+ ◦ R+)(cλfλ,v),

hw− : Aq[g]w
−1(hi) →⊕

λ∈P+ U−(λ)K−λ(⊂ Ǔ≤0), cλf ,vw−1λ
�→ (Ψ− ◦ R−)(cλf ,vλ)

are the isomorphisms ofQ(q)-algebras. In particular, the set w := {cλfwλ,vλ}λ∈P+ (resp. w−1 :=

{cλfλ,vw−1λ
}λ∈P+) is a left and right Ore multiplicative set in w(hi)Aq[g] (resp. Aq[g]w

−1(hi)) and the

map hw+ (resp. hw−) can be extended to theQ(q)-algebra isomorphism hw+ : w(hi)Aq[g]
w
→ Ǔ≥0

(resp. hw− : Aq[g]w
−1(hi)

w−1
→ Ǔ≤0), which is also denoted by hw+ (resp. hw−).

Proof. The statements for he± (including the fact that
⊕

λ∈P+ U±(λ)K±λ are closed under
multiplication) follow from Proposition 2.28 and the calculation (4.2). By Proposition 2.11,
the following Q(q)-linear isomorphisms are the isomorphisms of Q(q)-algebras:

w(hi)Aq[g]→ e(hi)Aq[g], cλfwλ,v �→ 〈 fwλ, T ′w,1(−.v)〉 = cλfλ,v,
Aq[g]w

−1(hi) → Aq[g]e(hi), cλf ,vw−1λ
�→ 〈 f ,−.T ′′w,−1vw−1λ)〉 = cλf ,vλ .

See also [18, Lemma 39.1.2]. These proves the statements for hw± (w ∈ W). �

Lemma 4.15. For λ ∈ P+ and weight vectors f ∈ V(λ)�, v ∈ V(λ), we have

Ω̃(cλf ,v) =
∑

b̃,b̃′∈B(∞)

〈 f ,G−(b̃)ψ(G−(b̃′)).v〉G−(b̃)∨Kwt b̃−wt f ⊗G+(b̃
′ω)∨K−wt b̃′+wt v.

Proof. By Lemma 4.9, we have

Ω̃(cλf ,v)

=
∑

b∈B(λ)

(Ψ− ◦ R−)(cλf ,gb
) ⊗ (Ψ+ ◦ R+)(cλfb,v)

=
∑

b∈B(λ)

⎛⎜⎜⎜⎜⎜⎜⎜⎝
∑

b̃,b̃′∈B(∞)

〈 f ,G−(b̃).gb〉〈 fb, ψ(G−(b̃′)).v〉G−(b̃)∨K−wt b ⊗G+(b̃
′ω)∨Kwt b

⎞⎟⎟⎟⎟⎟⎟⎟⎠
=

∑
b̃,b̃′∈B(∞)

〈 f ,G−(b̃)ψ(G−(b̃′)).v〉G−(b̃)∨Kwt b̃−wt f ⊗G+(b̃
′ω)∨K−wt b̃′+wt v.

�

Corollary 4.16. Define ( )exc : Ǔ ⊗ Ǔ → Ǔ ⊗ Ǔ by Y ⊗ X �→ X ⊗ Y. Then,

Ω̃(ψ∗(C)) = (ω ⊗ ω)(Ω̃(C)exc)
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for all C ∈ Aq[g].

Proposition 4.17. Let i ∈ I, λ ∈ P+ and weight vectors f ∈ V(λ)�, v ∈ V(λ). Write

Ω̃(cλf ,v) =
∑
μ∈P

YμK−μ ⊗ XμKμ.

with Yμ ∈ U− and Xμ ∈ U+. Then,

Ω̃(cλf ,Ei.v
) =

q−〈wt v,α∨i 〉−1
i

1 − q2
i

∑
μ∈P

YμK−μ ⊗ f ′i (Xμ)Kμ,

Ω̃(cλf ,Fi.v
) =

∑
μ∈P

q−〈wt Xμ,α∨i 〉
i

1 − q2
i

ie′(Yμ)K−μ+αi ⊗ XμKμ−αi

+
∑
μ∈P

YμK−μ ⊗ (EiXμ − q〈wt Xμ+2 wt v,α∨i 〉
i XμEi)Kμ,

Ω̃(cλf .ψ(Ei),v) =
q−〈wt f ,α∨i 〉−1

i

1 − q2
i

∑
μ∈P

e′i(Yμ)K−μ ⊗ XμKμ,

Ω̃(cλf .ψ(Fi),v) =
∑
μ∈P

q〈wt Yμ,α∨i 〉
i

1 − q2
i

YμK−μ ⊗ i f ′(Xμ)Kμ

+
∑
μ∈P

(FiYμ − q〈−wt Yμ+2 wt f ,α∨i 〉
i YμFi)K−μ ⊗ XμKμ.

Proof. We only prove the first two equalities since the others are similarly proved (or
follow from Corollary 4.16).

Claim 4. For λ′ ∈ P+ and weight vectors f ′ ∈ V(λ′)�, v′ ∈ V(λ′), set X f ′,v′ :=∑
b̃∈B(∞)〈 f ′, ψ(G−(b̃)).v′〉G+(b̃ω)∨ and Yf ′,v′ :=

∑
b̃∈B(∞)〈 f ′,G−(b̃).v′〉G−(b̃)∨. Then,

∑
b̃∈B(∞)

〈 f ′, ψ(FiG−(b̃)).v′〉G+(b̃ω)∨ =
1

1 − q2
i

f ′i (Xf ′,v′)
∑

b̃∈B(∞)

〈 f ′, ψ(e′i(G
−(b̃))).v′〉G+(b̃ω)∨ = (1 − q2

i )EiXf ′,v′

∑
b̃∈B(∞)

〈 f ′, ψ(ie′(G−(b̃))).v′〉G+(b̃ω)∨ = (1 − q2
i )Xf ′,v′Ei,

∑
b̃∈B(∞)

〈 f ′,G−(b̃)Fi.v
′〉G−(b̃)∨ =

1
1 − q2

i
ie′(Yf ′,v′).

Proof of Claim 4. Set X′f ′,v′ :=
∑

b̃∈B(∞)〈 f ′, ψ(FiG−(b̃)).v′〉G+(b̃ω)∨. Note that Xf ′,v′ ∈
U+wt f ′−wt v′ . Then,

(X′f ′,v′ ,−)pos = (Xf ′,v′ , Ei−)pos =
1

1 − q2
i

( f ′i (Xf ′,v′),−)pos.

By the nondegeneracy of the form, this proves the first equality. The others are proved
similarly. �

Write G̃b̃,b̃′ := G−(b̃)∨Kwt b̃−wt f ⊗G+(b̃
′ω)∨K−wt b̃′+wt v. Then, we have
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Ω̃(cλf ,Eiv
) =

∑
b̃,b̃′∈B(∞)

〈 f ,G−(b̃)ψ(G−(b̃′))Ei.v〉G̃b̃,b̃′(1 ⊗ Ki)

= q−1−〈wt v,α∨i 〉
i

∑
b̃,b̃′∈B(∞)

〈 f ,G−(b̃)ψ(FiG−(b̃′)).v〉G̃b̃,b̃′(1 ⊗ Ki), and

Ω̃(cλf ,Fiv
)

=
∑

b̃,b̃′∈B(∞)

〈 f ,G−(b̃)ψ(G−(b̃′))Fi.v〉G̃b̃,b̃′(1 ⊗ K−1
i )

= q−1+〈wt v,α∨i 〉
i

∑
b̃,b̃′∈B(∞)

〈 f ,G−(b̃)ψ(EiG−(b̃′)).v〉G̃b̃,b̃′(1 ⊗ K−1
i )

=
∑

b̃,b̃′∈B(∞)

q〈wt b̃′,α∨i 〉
i 〈 f ,G−(b̃)Fiψ(G−(b̃′)).v〉G̃b̃,b̃′(1 ⊗ K−1

i )

+
∑

b̃,b̃′∈B(∞)

〈
f ,G−(b̃)ψ

⎛⎜⎜⎜⎜⎜⎜⎜⎝
q−〈wt b̃′−2 wt v,α∨i 〉−2

i ie′(G−(b̃′)) − e′i(G
−(b̃′))

q2
i − 1

⎞⎟⎟⎟⎟⎟⎟⎟⎠.v
〉

G̃b̃,b̃′(1 ⊗ K−1
i ).

The desired equalities are obtained from Claim 4 and these equalities by direct calculation.
The details are left to the reader. �

5. Representations of the quantized coordinate algebras Aq[g]±

5. Representations of the quantized coordinate algebras Aq[g]±
In this section, we investigate the representations of Aq[g]± using the global bases and

PBW-bases. First, the transitions between these bases are studied as preliminaries. Next,
we prove the main results of this paper (Theorem 5.20, 5.32). As corollaries of Theorem
5.20, we give alternative proofs of Soibelman’s tensor product theorem (Corollary 5.21,
Proposition 5.30) and Kuniba-Okado-Yamada and Tanisaki’s common structure theorem
together with Saito-Tanisaki’s theorem (Corollary 5.23, Remark 5.24). The original papers
of these facts are given before each statements.

5.1. The transition from the global bases to PBW-type elements.
5.1. The transition from the global bases to PBW-type elements.

Definition 5.1. Let w ∈ W and i = (i1, i2, . . . , il) ∈ I(w). Set

Ec
i := E(cl)

il
T ′sil ,1

(E(cl−1)
il−1

)T ′sil sil−1 ,1
(E(cl−2)

il−2
) · · ·T ′sil ···si2 ,1

(E(c1)
i1

), and

Fc
i := F(cl)

il
T ′′sil ,1

(F(cl−1)
il−1

)T ′′sil sil−1 ,1
(F(cl−2)

il−2
) · · ·T ′′sil ···si2 ,1

(F(c1)
i1

)(= ω(Ec
i )),

where c = (c1, c2, . . . , cl) ∈ Zl
≥0. The ordering of the powers might seem strange but this is

convenient for later use. These are called PBW-type elements. In fact, {Ec
i }c∈Zl

≥0
and {Fc

i }c∈Zl
≥0

are linearly independent sets of U+ and U− respectively [18, Proposition 40.2.1].
Let us denote by U+(w) (resp. U−(w)) the Q(q)-vector subspace of U+ (resp. U−) spanned

by {Ec
i }c∈Zl

≥0
(resp. {Fc

i }c∈Zl
≥0

). Here U±(e) = Q(q). Theses subspaces does not depend on the
choice of i ∈ I(w) [18, Proposition 40.2.1]. Note that ω(U−(w)) = U+(w). We mainly deal
with U−(w) in this subsection.

It is known that the subspace U−(w) satisfies U−(w) = U− ∩ T ′′
w−1,1(U≥0). In particular,

this is a Q(q)-algebra.
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Proposition 5.2 ([26, Lemma 2.8]). For w ∈ W, U−(w) is a left coideal of U≤0. (That is,
Δ(U−(w)) ⊂ U≤0 ⊗ U−(w).)

Proposition 5.3 ([18, Proposition 38.1.6]). For all i ∈ I,

Ker e′i = {Y ∈ U− | T ′′i,1−1(Y) ∈ U−} and Ker ie′ = {Y ∈ U− | T ′′i,1(Y) ∈ U−}.
Proposition 5.4 ([18, Proposition 38.2.1]). For Y1, Y2 ∈ Ker e′i (i ∈ I), we have

(Y1, Y2)neg = ((T ′′i,1)−1(Y1), (T ′′i,1)−1(Y2))neg.

Proposition 5.5. Let w ∈ W, i = (i1, . . . , il) ∈ I(w) and set

F̃c
i :=

⎛⎜⎜⎜⎜⎜⎜⎝
l∏

k=1

q
1
2 ck(ck−1)
ik

(1 − q2
ik )

ck

⎞⎟⎟⎟⎟⎟⎟⎠ Fcl
il

T ′′sil ,1
(Fcl−1

il−1
)T ′′sil sil−1 ,1

(Fcl−2
il−2

) · · ·T ′′sil ···si2 ,1
(Fc1

i1
),

for c = (c1, . . . , cl) ∈ Zl
≥0. Then, we have

(F̃c
i , F

c′
i )neg = δc,c′ for c, c′ ∈ Zl

≥0.

Proof. Using Proposition 5.3 and e′i(F
(c)
i ) = q−c+1

i F(c−1)
i , we have

(e′il)
d(Fc

i ) = q−
1
2 d(2cl−d−1)

il
Fc−(0,...,0,d)

i for c ∈ Zl
≥0 and d ∈ Z≥0,

where Fd−(0,...,0,e)
i := 0 if e > dl. Therefore, the proposition follows from the property of the

bilinear form ( , )neg and Proposition 5.4. �

Definition 5.6. By Proposition 5.5, ( , )neg |U−(w)−α×U−(w)−α is nondegenerate for α ∈ Q+.
Hence, we can take the orthogonal complement U−(w)⊥−α of U−(w)−α in U−−α with U−−α =
U−(w)−α ⊕ U−(w)⊥−α. Set U−(w)⊥ :=

⊕
α∈Q+ U−(w)⊥−α.

Let U+(w)⊥ := ω(U−(w)⊥). Note that U+(w)⊥ is the orthogonal complement of U+(w)
with respect to ( , )pos.

The following corollary follows from the definition of the form ( , )neg and Proposition
5.2.

Corollary 5.7. For w ∈ W, U−(w)⊥ is a left ideal of U−.

Notation 5.8. Let w ∈ W. For X ∈ U±, the image of X under the natural projection
U± → U±/U±(w)⊥ will be denoted by [X]w. For i ∈ I(w), the vectors {[Ec

i ]w}c and {[Fc
i ]w}c

form bases of U+/U+(w)⊥ and U−/U−(w)⊥ respectively.

Proposition 5.9. Let w ∈ W and fix i = (i1, . . . , il) ∈ I(w). For b̃ ∈ B(∞), we write
[G−(b̃)]w =

∑
c∈Zl

≥0
iζ

b̃
c[Fc

i ]w with iζ
b̃
c ∈ Q(q).

Then we have

iζ
b̃
c =

⎛⎜⎜⎜⎜⎜⎜⎝
l∏

k=1

q
1
2 ck(ck−1)
ik

⎞⎟⎟⎟⎟⎟⎟⎠
∑

b̃1,...,b̃l−1∈B(∞)
with ε∗ik (b̃k−1)=0 for all k

d(cl),il
b̃,τ−1

il
(b̃l−1)

d(cl−1),il−1

b̃l−1,τ
−1
il−1

(b̃l−2)
· · · d(c1),i1

b̃1,b̃∞
.

See Proposition 2.22 for the definition of τi.
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Remark 5.10. For w ∈ W, i ∈ I(w) and b̃ ∈ B(∞), we have

[G+(b̃ω)]w =
∑

c∈Zl
≥0

iζ
b̃
c[Ec

i ]w.

Proof of Proposition 5.9. By Proposition 5.5, we have iζ
b̃
c = (F̃c

i ,G
−(b̃))neg.

Set D :=
∏l

k=1 q
1
2 ck(ck−1)
ik

(1 − q2
ik

)ck . Then, we have

(F̃c
i ,G

−(b̃))neg = D(Fcl
il

T ′′sil ,1
(Fcl−1

il−1
) · · ·T ′′sil sil−1 ···si2 ,1

(Fc1
i1

),G−(b̃))neg

= D(1 − q2
il)
−cl(T ′′sil ,1

(Fcl−1
il−1

) · · ·T ′′sil sil−1 ···si2 ,1
(Fc1

i1
), (e′il)

clG−(b̃))neg

= q
1
2 cl(cl−1)
il

∑
b̃∈B(∞)

d(cl),il
b̃,b̃′

(F̃(c1,...,cl−1,0)
i ,G−(b̃′))neg.

By Proposition 2.28 (i) and Proposition 5.3, we have (F̃(c1,...,cl−1,0)
i ,G−(b̃′))neg = 0 unless

εil(b̃
′) = 0. Moreover, when εil(b̃

′) = 0, by Proposition 2.22 and 5.4, we have

(F̃(c1,...,cl−1,0)
i ,G−(b̃′))neg = (F̃(c1,...,cl−1,0)

i , ilπ(G−(b̃′)))neg

= (F̃(c1,...,cl−1,0)
i , T ′′il,1(πil(G−(τil(b̃

′)))))neg

= (F̃(c1,...,cl−1)
i′ , πil(G−(τil(b̃

′))))neg

= (F̃(c1,...,cl−1)
i′ ,G−(b̃l−1)))neg,

where i = (i1, . . . , il−1) and b̃l−1 := τil(b̃
′). The last equality follows from F̃(c1,...,cl−1)

i′ ∈ Ker ile
′

(by Proposition 5.3) and G−(b̃l−1) − πil(G−(b̃l−1)) ∈ U−Fil .
Therefore, the proposition follows by induction on l. �

Remark 5.11. By Proposition 2.26 and the proof of Proposition 5.9, we have iζ
b̃
c = 1 if⎧⎪⎪⎨⎪⎪⎩

ck = εik (τik+1 ẽ
max
ik+1
· · · τil ẽ

max
il

b̃) for k = 1, . . . , l, and

b̃∞ = ẽmax
i1

τi2 ẽ
max
i2
· · · τil ẽ

max
il

b̃,

where ẽmax
i b̃′ := ẽεi(b̃′)

i b̃′ for b̃′ ∈ B(∞), and otherwise iζ
b̃
c ∈ qZ[q]. Moreover, if there exists

c0 ∈ Zl
≥0 such that iζ

b̃
c0
= 1, then

iζ
b̃
c = 0 unless c ≥ c0.

Here d = (d1, d2, . . . , dl) > d′ = (d′1, d
′
2, . . . , d

′
l ) means that there exists k ∈ {1, . . . , l} such

that dl = d′l , . . . , dk+1 = d′k+1, dk > d′k. This fact is known as the unitriangularity property.
It is known ([15, Theorem 11.5]) that d(k),i

b̃,b̃′
∈ Z≥0[q±1] for any b̃, b̃′ ∈ B(∞), k ∈ Z≥0 and i ∈

I when g is of symmetric Kac-Moody type. Hence, in this case, Proposition 5.9 implies that
iζ

b̃
c ∈ Z≥0[q] for any b̃ ∈ B(∞) and c ∈ Zl

≥0.
Let g be of finite type and w0 the longest element of W. In this case, such positivity

was originally proved by Lusztig in his original paper of the canonical bases [14, Corollary
10.7] for “adapted” elements i ∈ I(w0) ([14, 4.7]), through his geometric realization of
the elements of the canonical bases and PBW bases. More recently, this fact for arbitrary
i ∈ I(w0) was proved by Kato [9, Theorem 4.17], through the categorification of PBW
bases by using the Khovanov-Lauda-Rouquier algebras. By the way, McNamara has also
established the categorification of PBW bases via the Khovanov-Lauda-Rouquier algebras
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for arbitrary finite types [19, Theorem 3.1] (the dual PBW bases) and symmetric affine types
[20, Theorem 24.4]. As a consequence, he has obtained the positivity results for symmetric
affine types [20, Theorem 24.10]. Remark that our method essentially provides no data
concerning “the imaginary part”.

Kimura also remarks on such positivity in [10, Remark 2.24].

5.2. The actions of Aq[g]+ on their tensor product modules.
5.2. The actions of Aq[g]+ on their tensor product modules.

Definition 5.12. For i = (i1, . . . , il) ∈ Il (l ∈ Z>0), we have the Q(q)-algebra homo-
morphism Δ̂l : U∗ → (U ⊗ · · · ⊗ U)∗ (l-fold), dual to the multiplication map, and ι∗i :
(U ⊗ · · · ⊗U)∗ → (Ui1 ⊗ · · · ⊗Uil)

∗ given by the restriction. Here the Q(q)-algebra structures
of (U ⊗ · · · ⊗U)∗ and (Ui1 ⊗ · · · ⊗Uil)

∗ are induced from the natural Q(q)-coalgebra structure
of U ⊗ · · · ⊗ U and Ui1 ⊗ · · · ⊗ Uil respectively.

The following lemma can be checked straightforwardly.

Lemma 5.13. Let V be an integrable U-module, f ∈ V∗, v ∈ V and i = (i1, . . . , il) ∈ Il

(l ∈ Z>0). Then we have (ι∗i ◦ Δ̂l)(cV
f ,v) ∈ Ai1 ⊗ · · · ⊗ Ail .

Definition 5.14. For i = (i1, . . . , il) ∈ Il (l ∈ Z>0), we define representations π±i :
Aq[g]± → EndQ(q)(Vi1 ) ⊗ · · · ⊗ EndQ(q)(Vil) by

π±i := (πi1 ⊗ · · · ⊗ πil) ◦ ι∗i ◦ Δ̂l |Aq[g]± .

These representations are well-defined by Lemma 5.13.
We write simply the corresponding Aq[g]±-modules Vi or Vi1⊗· · ·⊗Vil (although theQ(q)-

algebras Aq[g]± are not bialgebras when g is of infinite type). It will cause no confusion if
we use the same notation for the Aq[g]+-module Vi and Aq[g]−-module Vi. We define the
Aq[g]±-modules V ′i , Vi1 ⊗ · · · ⊗ Vik ⊗ V ′j1 ⊗ · · · ⊗ V ′jl etc. similarly.

For m = (m1, . . . ,ml) ∈ Zl
≥0, we set

|m〉i := |m1〉i1 ⊗ · · · ⊗ |ml〉il ∈ Vi and 〈m|i := 〈m1|i1 ⊗ · · · ⊗ 〈ml|il ∈ V ′i .

Define the Aq[g]±-module V∅ := Q(q)|0〉∅ as C.|0〉∅ = 〈C, 1〉|0〉∅ for C ∈ Aq[g]±, and denote
by π±∅ the corresponding algebra homomorphism Aq[g]± → EndQ(q)(V∅). Set V ′∅ := V∅ and
〈0|∅ := |0〉∅.

Remark 5.15. Henceforth all statements are obvious in the case w = e. Therefore we
prove them only for w � e.

Notation 5.16. For an ordered n-tuple k = (k1, . . . , kn), set k := (kn, . . . , k1) (n ∈ Z>0).

Remark 5.17. Let i ∈ Il (l ∈ Z>0). We denote by Vψ∗
i the Aq[g]±-module which corre-

sponds to the Q(q)-algebra homomorphism π±i ◦ ψ∗ : Aq[g]± → EndQ(q)(Vi).
Then, the Q(q)-linear isomorphism Vψ∗

i → V ′
i
, |m〉i �→ 〈m|i is an isomorphism of Aq[g]±-

modules.
The Aq[g]±-module V ′

i
, in fact, is obtained from the Aq[g]±-module Vi by a “torus element

twist”, but we do not treat such a twist in this paper. See [11, Chapter 3] for details.
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Lemma 5.18. Let w, w′ ∈ W such that the length of ww′ if the sum of that of w and w′.
Take b̃ ∈ B(∞). Assume that [G−(b̃)]w � 0. Then G−(b̃).vw′λ � 0 whenever 〈λ, α∨i 〉’s are
sufficiently large for all i ∈ I.

Proof. Let i = (i1, . . . , il) ∈ I(w) and i′ = (i′1, . . . , i
′
l′) ∈ I(w′). Then,

T ′′
w
′−1,1(G−(b̃).vw′λ) = T ′′

w
′−1,1(πi′1 (G−(b̃)).vw′λ)

= T ′′si′
l′
···si′2,1

(T ′′i′1,1(πi′1 (G−(b̃))).vsi′2 ···si′
l′
λ)

· · ·
= T ′′i′l′ ,1(πi′l′ (T ′′i′l′−1,1

(πi′l′−1 · · ·T ′′i′1,1π
i′1 (G−(b̃)) · · · ).vλ

and T ′′i′l′ ,1(πi′l′ (T ′′i′l′−1,1
(πi′l′−1 · · ·T ′′i′1,1π

i′1 (G−(b̃)) · · · ) ∈ U− by Proposition 5.3. On the other hand,

by our assumption and Proposition 5.3, there exists c ∈ Zl
≥0 such that

0 � (G−(b̃), F̃c
i )neg

= (πi′1 (G−(b̃)), F̃c
i )neg

= (T ′′i′1,1(πi′1 (G−(b̃))), T ′′i′1,1(F̃c
i ))neg

· · ·
= (T ′′i′l′ ,1(πi′l′ (T ′′i′l′−1,1

(πi′l′−1 · · ·T ′′i′1,1(πi′1 (G−(b̃)) · · · ), T ′′
w
′−1,1(F̃c

i ))neg.

Hence, T ′′i′l′ ,1(πi′l′ (T ′′i′l′−1,1
(πi′l′−1 · · ·T ′′i′1,1(πi′1 (G−(b̃)) · · · ) � 0. This proves the lemma. �

Lemma 5.19. Let e � w ∈ W, i = (i1, . . . , il) ∈ I(w), λ ∈ P+ and b0, bl ∈ B(λ). Take
b̃l ∈ B(∞) such that G−(b̃l).vλ = gbl . We can write as follows:

π+i (cλfb0 ,gbl
).|0〉i

=
∑

b1,...,bl−1∈B(λ)

ι∗i1 (c
λ
fb0 ,gb1

).|0〉i1 ⊗ · · · ⊗ ι∗ik (cλfbk−1 ,gbk
).|0〉ik ⊗ · · · ⊗ ι∗il(cλfbl−1 ,gbl

).|0〉il .

Then, in the nonzero summand of the right-hand side,

(i) wt bk−1 − wt bk ∈ Zαik and mbk−1,bk (:= −〈wt bk−1 + wt bk, α
∨
ik
〉/2) ≥ 0,

(ii) sil sil−1 · · · sik (wt bk−1) = wt bl +
∑l

j=k mb j−1,b j sil sil−1 · · · si j+1αi j , in particular,∑l
j=k mb j−1,b j sil · · · si j+1αi j ≤ −wt b̃l,

(iii) ϕik (bk−1) ≤ − ht wt b̃l

for k = 1, . . . , l.

Proof. The statement (i) follows from Lemma 3.8. Set wt bk−1 = wt bk−nkαik with nk ∈ Z.
Then, mbk−1,bk = −nk − 〈wt bk−1, α

∨
ik
〉. Hence, for k = 1, . . . l,

sil sil−1 · · · sik (wt bk−1) = sil sil−1 · · · sik+1 (wt bk + mbk−1,bkαik )

· · ·
= wt bl +

∑l

j=k
mb j−1,b j sil sil−1 · · · si j+1αi j .

This proves (ii). Since wt bk−1 − ϕik (bk−1)αik is a weight of V(λ), sil · · · sik (wt bk−1) −
ϕik (bk−1)sil · · · sikαik is also a weight of V(λ). Hence,
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−Q+ �sil · · · sik (wt bk−1) − ϕik (bk−1)sil · · · sikαik − λ
= wt b̃l +

∑l

j=k
mb j−1,b j sil sil−1 · · · si jαi j + ϕik (bk−1)sil · · · sik+1αik .

This proves (iii). �

The following is one of the main theorems in this paper.

Theorem 5.20. Let e � w ∈ W, i = (i1, i2, . . . , il) ∈ I(w), λ ∈ P+ and b0, bl ∈ B(λ). Take
b̃l ∈ B(∞) such that G−(b̃l).vλ = gbl . Write

π+i (cλfb0 ,gbl
).|0〉i =

∑
c∈Zl

≥0
iζ

b0,bl
c |c〉i (iζ

b0,bl
c ∈ Q(q)).

Then the coefficients iζ
b0,bl
c are Laurent polynomials in q with integer coefficients. Moreover,

when λ′ ∈ P+ tends to ∞ in the sense that 〈λ′, α∨i 〉 tends to ∞ for all i ∈ I, the coeffi-

cient iζ
vwλ′ ,b

(λ′)
l

c with G−(b̃l).vλ′ = gb(λ′)
l

converges to iζ
b̃l
c (See Proposition 5.9) in the complete

discrete valuation field Q((q)).
In fact, we have more detailed results as follows; set λi,b̃l

:= min{(sik+1 · · · silλ, αik ) +
3(sik+1 · · · silα,�ik ) −

∑k−1
s=1 Δis(ht wt b̃l)2|wt b̃l ≤ α ≤ 0, k = 1, . . . , l}. Recall Notation 2.1.

Suppose that λi,b̃l
≥ 0. Then

(iζ
b0,bl
c )<λi,b̃l

= 0 unless gb0 ∈ U−.vwλ, and

if G−(b̃0).vwλ = gb0 ∈ U−.vwλ (b̃0 ∈ B(∞), ε∗i1 (b̃0) = 0), we have

(iζ
b0,bl
c )<λi,b̃l

=

⎛⎜⎜⎜⎜⎜⎜⎝
⎛⎜⎜⎜⎜⎜⎜⎝

l∏
k=1

q
1
2 ck(ck−1)
ik

⎞⎟⎟⎟⎟⎟⎟⎠
∑
(♣)

d(cl),il
b̃l,τ

−1
il

(b̃l−1)
d(cl−1),il−1

b̃l−1,τ
−1
il−1

(b̃l−2)
· · · d(c1),i1

b̃1,τ
−1
i1

(b̃0)

⎞⎟⎟⎟⎟⎟⎟⎠
<λi,b̃l

,

where the summation (♣) runs over b1, . . . , bl−1 ∈ B(λ) with gbk = G−(b̃k).vsik+1 ···silλ
for some

b̃k ∈ B(∞) (k = 1, . . . , l − 1). Note that λi,b̃l
goes to∞ when λ tends to∞ for any fixed b̃l.

Proof. It follows from, for instance, Corollary 3.11 that coefficients iζ
b0,bl
c are Laurent

polynomials in q with integer coefficients. The next assertion follows from Proposition 5.9,
Lemma 5.18 and the latter half of the theorem. We compute π+i (cλfb0 ,gbl

).|0〉i as in the right
hand side of the equality in Lemma 5.19 and from the rightmost component. Then the
desired results follow by using Corollary 3.11, Corollary 3.12, Remark 3.13 and Lemma
5.19 repeatedly. �

The following is known as Soibelman’s tensor product theorem. This has been originally
proved in [25] (finite case), [21], [26] (symmetrizable Kac-Moody case). Note that the
quantized coordinate algebra in [21] is larger than ours. The irreducibility will be proved in
Proposition 5.30.

Corollary 5.21. Let w ∈ W. Then the isomorphism class of Vi (resp. V ′i ) as an Aq[g]+-
module does not depend on the choice of i ∈ I(w). Moreover, the Aq[g]+-module Vi (resp. V ′i )
is generated by |0〉i (resp. 〈0|i), and, for any i, j ∈ I(w), an isomorphism Vi → Vj (resp. V ′i →
V ′j ) of Aq[g]+-modules is given by |0〉i �→ |0〉j (resp. 〈0|i �→ 〈0|j).
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Definition 5.22. We will identify the Aq[g]+-modules Vi (resp. V ′i ) (i ∈ I(w)) via the
isomorphisms in Corollary 5.21 and write them as Vw (resp. V ′w). Denote by π+w (resp. π

′+
w )

the corresponding Q(q)-algebra homomorphism Aq[g]+ → EndQ(q)(Vw)(resp. EndQ(q)(V ′w))
and by |0〉w (resp. 〈0|w) the vector |0〉i (resp. 〈0|i).

Proof of Corollary 5.21. The statements for V ′i are obtained from those of Vi using the
involution ψ∗. Hence, we only prove the theorem for Vi.

Let V be an integrable U-module, f ∈ V∗ a weight vector with wt f = μ and v ∈ V .
Suppose that the right action of Ei and Fi on f is nilpotent for all i ∈ I. By Corollary 3.7,
there exist λ′ ∈ P+ and a right U-module homomorphism �′ : V(λ′)� ⊗V(w−1μ− λ′)� → V∗

such that �′( fwλ′ ⊗ fw(w−1μ−λ′)) = f . Then, by the argument similar to the beginning of the
proof of Proposition 3.10,

cV
f ,v =

∑
b∈B(λ′),b′∈B(w−1μ−λ′)

ab,b′cλ
′

fwλ′ ,gb
cw
−1μ−λ′

fw(w−1μ−λ′),gb′
for some ab,b′ ∈ Q(q).(5.1)

This summation is well-defined in U∗.
We may assume that −λ′′ := w−1μ − λ′ ∈ −P+. Then,

(π−i )(c−λ
′′

f−wλ′′ ,gb′ ).|0〉i(5.2)

=
∑

b1,...,bl−1∈B(−λ′′)
ι∗i1 (c

−λ′′
f−wλ′′ ,gb1

).|0〉i1 ⊗ · · · ⊗ ι∗ik (c−λ
′′

fbk−1 ,gbk
).|0〉ik ⊗ · · · ⊗ ι∗il(c−λ

′′
fbl−1 ,gb′ ).|0〉il

= ι∗i1 (c
−λ′′
f−wλ′′ ,v−si2

···sil
λ′′ ).|0〉i1 ⊗

∑
b2,...,bl−1∈B(−λ′′)

ι∗i2 (c
−λ′′
f−si2

···sil
λ′′ ,gb2

).|0〉i2 ⊗ · · · ⊗ ι∗il(c−λ
′′

fbl−1 ,gb′ ).|0〉il

· · ·
= δgb′ ,v−λ′′ ι

∗
i1 (c
−λ′′
f−wλ′′ ,v−si2

···sil
λ′′ ).|0〉i1 ⊗ · · · ⊗ ι∗ik (c−λ

′′
f−sik

···sil
λ′′ ,v−sik+1

···sil
λ′′ ).|0〉ik

⊗ · · · ⊗ ι∗il(c−λ
′′

f−sil
λ′′ ,v−λ′′ ).|0〉il

= δgb′ ,v−λ′′ (
l∏

k=1

(−qik )
〈sik+1 ···silλ

′′,α∨ik 〉)|0〉i(=: Dλ′′,w|0〉i),

here the second equality follows from Lemma 3.8 and the fact that the elements of −si1wλ
′′−

Z>0αi1 are not weights of V(−λ′′), and the last equality follows from ι∗ik (c
−λ′′
f−sik

···sil
λ′′ ,v−sik+1

···sil
λ′′

) =

c
〈−sik ···silλ

′′,α∨ik 〉
12 . See Definition 3.1 and 3.2. Note that Dλ′′,w does not depend on the choice

of i because
∑l

k=1〈sik+1 · · · silλ
′′, α∨ik〉 = 〈λ′′ − wλ′′,

∑
i∈I �∨i 〉 and

∑l
k=1(sik+1 · · · silλ

′′, αik ) =
(λ′′ − wλ′′,∑i∈I �i). Therefore, we have

((πi1 ⊗ · · · ⊗ πil) ◦ ι∗i ◦ Δ̂l)(cV
f ,v).|0〉i = Dλ′′,w

∑
b∈B(λ′)

ab,v−λ′′π
+
i (cλ

′
fwλ′ ,gb

).|0〉i.

Note that the right-hand side is a finite sum.
Hence the proof of the theorem is completed by showing that theQ(q)-linear isomorphism

Ψ
+,i
KOY : Vi → U+/U+(w)⊥, |c〉i → [Ec

i ]w satisfies

Ψ
+,i
KOY(π+i (C).|0〉i) = hw+(C).[1]w for all C ∈ w(hi)Aq[g],

(See Corollary 4.14.) where the Ǔ≥0-module structure on U+/U+(w)⊥ is given by
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Ei.[u]w = [Eiu]w and Kλ.[1]w = [1]w for i ∈ I and λ ∈ P.

Note that U+(w)⊥ is the left ideal of U+ by Corollary 5.7. Therefore, it suffices to show that
(a) (hw+)−1(Kλ).|0〉i(= cλfwλ,vλ .|0〉i) = |0〉i for all λ ∈ P+; therefore, the space

π+i (w(hi)Aq[g]).|0〉i has the w(hi)Aq[g]
w

-module structure.
(b) (hw+)−1(G+(b̃ω)).|0〉i = ∑

c∈Zl
≥0

iζ
b̃
c |c〉i for all b̃ ∈ B(∞) (See Proposition 5.9 and Re-

mark 5.10).
The statement (a) follows from the calculation similar to (5.2).

By the way, Ω̃(cλ
fλ,G−(b̃).vλ

) = K−λ ⊗ hw+(cλ
fwλ,G−(b̃).vλ

). See Proposition 4.11 and Corollary
4.14. Hence, by Proposition 4.17, there exist unique polynomials { fb̃,b̃′(x)}b̃,b̃′∈B(∞) in x =
(xi)i∈I with coefficients Z[q±1] such that

hw+(cλ
fwλ,G−(b̃).vλ

) =
∑

b̃′∈B(∞)
fb̃,b̃′(q

2〈λ,α∨i 〉
i )G+((b̃′)ω)Kλ,

where fb̃,b̃′(q
2〈λ,α∨i 〉
i ) denotes the element of Z[q±1] obtained by substituting q2〈λ,α∨i 〉

i for xi

(i ∈ I) in fb̃,b̃′(x).
By Proposition 4.17, the polynomials { fb̃,b̃′(x)}b̃,b̃′∈B(∞) satisfy the properties fb̃,b̃′(0) = δb̃,b̃′

and fb̃,b̃′(x) = 0 unless wt b̃ = wt b̃′. In particular, for any b̃ ∈ B(∞), the number of b̃′ with
fb̃,b̃′(x) � 0 is finite. Therefore, the calculation results of π+i (cλ

fwλ,G−(b̃).vλ
).|0〉i for various

λ ∈ P+ are uniformly described by using the polynomials { fb̃,b̃′(x)}b̃′∈B(∞) and the constant
term in this description corresponds to (hw+)−1(G+(b̃)).|0〉i. Hence, the statement (b) follows
from Theorem 5.20. �

In the proof of Corollary 5.21, we showed the following corollary. This is Kuniba-Okado-
Yamada and Tanisaki’s common structure theorem, which has originally been proved in
[13] (Finite and the longest element of W case) and [26] (Symmetrizable Kac-Moody and
arbitrary w ∈ W case). Incidentally, our formulation and convention are slightly different
from those of original papers. See also Remark 5.24.

Corollary 5.23. Let w ∈ W and i = (i1, . . . , il) ∈ I(w). We define the Ǔ≥0-module
(resp. Ǔ≤0-module) structure on U+/U+(w)⊥ (resp. U−/U−(w)⊥) by

Xi.[u]w = [Xiu]w for i ∈ I, X = E (resp. F) and Kλ.[1]w = [1]w for λ ∈ P.

Note that U±(w)⊥ is a left ideal of U± by Corollary 5.7.
Define the Q(q)-linear isomorphisms Ψ±,wKOY by

Ψ
+,w
KOY : Vw → U+/U+(w)⊥, |c〉i → [Ec

i ]w
Ψ
−,w
KOY : V ′w → U−/U−(w−1)⊥, 〈c|i �→ [Fc

i
]w−1 .

Recall Notation 5.16. Then, for C ∈ w(hi)Aq[g], C′ ∈ Aq[g]w
−1(hi) and Λ ∈ Vw, Ξ ∈ V ′w, we

have

Ψ
+,w
KOY(π+i (C).Λ) = hw+(C).Ψ+,wKOY(Λ) and Ψ−,wKOY(π

′+
i (C′).Ξ) = hw−(C′).Ψ−,wKOY(Ξ).

In particular, the maps Ψ±,wKOY do not depend on the choice of i ∈ I(w).
Moreover, for an integrable U-module V and weight vectors v ∈ V, f ∈ V∗ such that the

right action of Ei and Fi on f is nilpotent for all i ∈ I, we have
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• ((πi1 ⊗ · · · ⊗πil)◦ ι∗i ◦ Δ̂l)(cV
f ,v) acts on U+/U+(w)⊥ via Ψ+,wKOY as an operator of degree

w−1 wt f − wt v, and
• ((π′i1 ⊗ · · · ⊗ π′il) ◦ ι∗i ◦ Δ̂l)(cV

f ,v) acts on U−/U−(w−1)⊥ via Ψ−,wKOY as an operator of
degree wt f − wwt v.

Remark 5.24. In this setting, for i ∈ I,

hw+((1 − q2
i )−1c�i

fw�i ,Fi.v�i
(c�i

fw�i ,v�i
)−1) = Ei, and

hw−((1 − q2
i )−1c�i

f�i .Ei,vw−1�i
(c�i

f�i ,vw−1�i
)−1) = Fi.

Hence this corollary includes the statement of the Kuniba-Okado-Yamada conjecture [13,
Conjecture 1], which has originally been proved by Saito [23, Corollary 4.3.3] and Tanisaki
[26, Proposition 7.6] independently.

Definition 5.25. For w ∈ W, we have the decomposition into Q(q)-subspaces

Vw =
⊕

α∈Q+(Ψ
+,w
KOY)−1((U+/U+(w)⊥)α)(=:

⊕
α∈Q+(Vw)α),

V ′w =
⊕

α∈Q+(Ψ
−,w
KOY)−1((U−/U−(w−1)⊥)−α)(=:

⊕
α∈Q+(V

′
w)−α).

These decompositions are said to be the weight space decomposition. The weight spaces
of Vw and V ′w are simultaneous eigenspaces corresponding to the actions of the elements w

and w−1 respectively.

Corollary 5.26. Let w ∈ W. Then the isomorphism class of Vi (resp. V ′i ) as an Aq[g]−-
module does not depend on the choice of i ∈ I(w). Moreover, the Aq[g]−-module Vi (resp. V ′i )
is generated by |0〉i (resp. 〈0|i), and, for any i, j ∈ I(w), an isomorphism Vi → Vj (resp. V ′i →
V ′j ) of Aq[g]−-modules is given by |0〉i �→ |0〉j (resp. 〈0|i �→ 〈0|j).

Definition 5.27. We will identify the Aq[g]−-modules Vi (resp. V ′i ) (i ∈ I(w)) via the
isomorphisms in 5.26 and denote by π−w (resp. π

′−
w ) the corresponding Q(q)-algebra homo-

morphism Aq[g]− → EndQ(q)(Vw)(resp. EndQ(q)(V ′w)).

Proof of Corollary 5.26. The statements for V ′i are obtained from those of Vi using the
involution ψ∗. Hence, we only prove the theorem for Vi.

For an integrable U-module V and weight vectors v ∈ V, f ∈ V∗, there exist λ, λ′ ∈ P+
and a left U-module homomorphism �′ : V(−λ) ⊗ V(λ′) → V such that �′(v−λ ⊗ vλ′) = v by
Proposition 3.4. Then, by the argument similar to the beginning of the proof of Proposition
3.10, we have

cV
f ,v =

∑
b∈B(−λ),b′∈B(λ′)

ab,b′c−λfb,v−λc
λ′
fb′ ,vλ′ for some ab,b′ ∈ Q(q).

This summation is well-defined in U∗. Hence,

(ι∗i ◦ Δ̂l)(cV
f ,v) =

∑
b∈B(−λ),b′∈B(λ′)

ab,b′(ι∗i ◦ Δ̂l)(c−λfb,v−λ)(ι
∗
i ◦ Δ̂l)(cλ

′
fb′ ,vλ′ ).

The right-hand side is, in fact, a finite sum. By the calculation similar to (5.2), we obtain

((πi1 ⊗ · · · ⊗ πil) ◦ ι∗i ◦ Δ̂l)(cV
f ,v).|0〉i =

∑
b∈B(−λ)

ab,vwλ′π
−
i (c−λfb,v−λ).|0〉i.
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On the other hand, by Corollary 5.21, any element of Vi is of the form π+i (C).|0〉i (C ∈
Aq[g]+). Therefore, the Aq[g]−-module Vi is generated by |0〉i. The other statements follows
from Corollary 5.21 and the argument in the first half of the proof of Corollary 5.21. �

Before ending this subsection, we mention a bilinear from on Vw and prove the irre-
ducibility of Vw.

Definition 5.28. Let w ∈ W and i = (i1, . . . , il) ∈ I(w). Then we define the Q(q)-bilinear
form ( , )w : Vw × Vw → Q(q) by

(|m〉i, |m′〉i)w = (|m1〉i1 , |m′1〉i1 )i1 · · · (|ml〉il , |m′l〉il)il = δm,m′

l∏
s=1

ms∏
t=1

(1 − q2t
is

)−1.

Then this form satisfies (π+w(C).Λ,Λ′)w = (Λ, π−w((ψ ◦ S )∗(C)).Λ′)w for C ∈ Aq[g]+, Λ,Λ′ ∈
V ′w, and does not depend on the choice of i. Note that ψ ◦ S is a Q(q)-algebra involution of
U.

Corollary 5.29. Let w ∈ W. Define a Q(q)-bilinear form ( , )w on U+/U+(w)⊥ by
([X]w, [X′]w)w := (pw(X), pw(X′))pos where pw : U+ = U+(w) ⊕ U+(w)⊥ → U+(w) is the
projection. Then,

(Λ,Λ′)w = (Ψ+,wKOY(Λ),Ψ+,wKOY(Λ′))w for all Λ,Λ′ ∈ Vw.

Proof. This statement follows from the direct calculation of the form ( , )w on U+/U+(w)⊥

for PBW-type elements. (See Proposition 5.5.) �

Proposition 5.30. For w ∈ W, the Aq[g]+-modules Vw and V ′w are irreducible.

Proof. Suppose that there exists Aq[g]+-submodule V ′ such that 0 � V ′ � Vw. Then
V ′ =

⊕
α∈Q+(V

′ ∩ (Vw)α). Note that V ′ ∩ (Vw)0 = 0 because the Aq[g]+-module Vw is
generated by |0〉w. Therefore (|0〉w,V ′)w = 0.

Let 0 � Λ′ ∈ V ′. Since the form ( , )w is nondegenerate, there exists Λ ∈ Vw such that
(Λ,Λ′)w � 0. By Corollary 5.26, there exists C− ∈ Aq[g]− such that π−w(C−).|0〉w = Λ. Then
(Λ,Λ′)w = (|0〉w, π+w((ψ ◦ S )∗(C−)).Λ′)w = 0, which contradicts (Λ,Λ′)w � 0. �

As in the proof of Proposition 5.30, we also obtain the following proposition.

Proposition 5.31. For w ∈ W, the Aq[g]−-modules Vw and V ′w are irreducible.

5.3. The reducible Aq[g]+-modules Ṽw.
5.3. The reducible Aq[g]+-modules Ṽw. The Aq[g]+-module Ṽw := V ′

w−1 ⊗Vw is reducible
but has a reasonable structure, which is compatible with the embedding Ω̃.

Theorem 5.32. Let w ∈ W. As in Corollary 5.23, we regard U−/U−(w)⊥ ⊗ U+/U+(w)⊥

as a Ǔ≤0 ⊗ Ǔ≥0-module and, via Ω̃, an Aq[g]+


-module. See Proposition 4.11.
Then the Aq[g]+-module structure on Ṽw := V ′

w−1 ⊗ Vw can be extended to the Aq[g]+


-
module structure and, as an Aq[g]+


-module, Ṽw is isomorphic to U−/U−(w)⊥ ⊗U+/U+(w)⊥

where a corresponding isomorphism Ψ̃wKOY is given by 〈0|w−1 ⊗ |0〉w �→ [1]w ⊗ [1]w.
In particular, the Aq[g]+-module Ṽw is generated by 〈0|w−1 ⊗ |0〉w and decomposed into

the finite dimensional eigenspaces of the actions of  , and any two linearly independent
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eigenvectors generate different infinite dimensional submodules.
Moreover, for i, i′ ∈ I(w) (length l) and c, c′ ∈ Zl

≥0,

Ψ̃wKOY(〈c|i ⊗ |c′〉i′) = [Fc
i ]w ⊗ [Ec′

i′ ]w +
∑

Y∈U−,X∈U+ homogeneous
wt Y>wt Fc

i ,wt X<wt Ec′
i′

[Y]w ⊗ [X]w.(5.3)

Remark-Question 5.33. The summation in the right hand side of (5.3) is nontrivial, that
is, Ψ̃wKOY � Ψ

−,w−1

KOY ⊗ Ψ+,wKOY. Hence we have the nontrivial Q(q)-linear automorphism

Iw := (Ψ−,w
−1

KOY ⊗ Ψ+,wKOY) ◦ (Ψ̃wKOY)−1

on U−/U−(w)⊥ ⊗ U+/U+(w)⊥. We do not know whether the map Iw is obtained without
using representations of the quantized coordinate algebras, and has any significance in the
structure theory of the quantized enveloping algebras. (See also Subsection 6.1.)

Proof of Theorem 5.32. For λ ∈ P+, cλfλ,vλ .(〈0|w−1 ⊗ |0〉w) = 〈0|w−1 ⊗ |0〉w by the calculation
similar to (5.2). On the other hand, Ω̃(cλfλ,vλ) = K−λ ⊗ Kλ. Hence the actions of cλfλ,vλ’s
for λ ∈ P+ on (Aq[g]e(hi))(e(hi)Aq[g]).(〈0|w−1 ⊗ |0〉w) is invertible and, by Corollary 4.13, this
subspace has a Aq[g]+


-module structure.

Now, for homogeneous elements N± ∈ U±(w)⊥ and X± ∈ U±,

Ω̃−1(N− ⊗ X+) = cλfλ,vc
λ′
f ,vλ′ (c

λ′′
fλ′′ ,vλ′′ )

−1 and Ω̃−1(X− ⊗ N+) = cμf ′,vμc
μ′
fμ′ ,v′

(cμ
′′

fμ′′ ,vμ′′
)−1

for some λ, λ′, λ′′, μ, μ′, μ′′ ∈ P+, v ∈ V(λ)λ−wt X+ , f ∈ V(λ′)�λ′+wt N− , f ′ ∈ V(μ)�μ+wt X− and

v′ ∈ V(μ′)μ′−wt N+ with Ω̃(cλ
′

f ,vλ′
) = N−K−λ′ ⊗ Kλ′ and Ω̃(cμ

′
fμ′ ,v

) = K−μ′ ⊗ N+Kμ′ . Then, by
Corollary 5.23,

cλ
′

f ,vλ′ .(〈0|w−1 ⊗ |0〉w) = (cλ
′

f ,vwλ′ .〈0|w−1 ) ⊗ |0〉w = 0.

Similarly, cμ
′

fμ′ ,v′
.(〈0|w−1 ⊗ |0〉w) = 0. Therefore,

Ω̃−1(N− ⊗ X+).(〈0|w−1 ⊗ |0〉w) = Ω̃−1(X− ⊗ N+).(〈0|w−1 ⊗ |0〉w) = 0.

Hence, the map
⊕

λ∈P U−K−λ⊗U+Kλ → Aq[g]+

.(〈0|w−1⊗|0〉w) given by X̃ �→ Ω̃−1(X̃).(〈0|w−1⊗

|0〉w) (cf. Proposition 4.11) factors through
⊕

λ∈P U−K−λ ⊗ U+Kλ → U−/U−(w)⊥ ⊗ U+/
U+(w)⊥, X̃ �→ X̃.([1]w⊗[1]w). Let us denote by Φ̃ the induced homomorphism U−/U−(w)⊥⊗
U+/U+(w)⊥ → Aq[g]+


.(〈0|w−1 ⊗ |0〉w).

What is left is to show the equality

Φ̃([Fc
i ]w ⊗ [Ec′

i′ ]w) = 〈c|i ⊗ |c′〉i′ +
∑

Y∈U−,X∈U+ homogeneous
wt Y>wt Fc

i ,wt X<wt Ec′
i′

(Ψ−,w
−1

KOY )−1([Y]w) ⊗ (Ψ+,wKOY)−1([X]w),

for any c, c′ because this implies the injectivity of Φ̃, Aq[g]+

.(〈0|w−1 ⊗ |0〉w) = Ṽw and the

equality (5.3). We have

Φ̃([Fc
i ]w ⊗ [Ec′

i′ ]w) = Φ̃(Ω̃−1(Fc
i ⊗ Ec′

i′ ).([1]w ⊗ [1]w))

= Ω̃−1(Fc
i ⊗ Ec′

i′ ).(〈0|w−1 ⊗ |0〉w).
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There exist λ, λ′ ∈ P+, v ∈ V(λ)λ−wt Ec′
i′

and f ∈ V(λ′)�
λ′+wt Fc

i
such that Ω̃(cλfλ,v) = K−λ⊗Ec′

i′ Kλ,

Ω̃(cλ
′

f ,vλ′
) = Fc

i K−λ′ ⊗ Kλ′ . Then, Ω̃−1(Fc
i ⊗ Ec′

i′ ) = q(λ,wt Fc
i )cλfλ,vc

λ′
f ,vλ′

(cλ+λ
′

fλ+λ′ ,vλ+λ′
)−1. Hence, by

Corollary 5.23,

Ω̃−1(Fc
i ⊗ Ec′

i′ ).(〈0|i ⊗ |0〉i′)
= q(λ,wt Fc

i )cλfλ,v.(〈c|i ⊗ |0〉i′)

= q(λ,wt Fc
i )

⎛⎜⎜⎜⎜⎜⎜⎝(cλfλ,vwλ .〈c|i) ⊗ (cλfwλ,v.|0〉i′) +
∑

b∈B(λ),wt b�wλ

(cλfλ,gb
.〈c|i) ⊗ (cλfb,v.|0〉i′)

⎞⎟⎟⎟⎟⎟⎟⎠
= 〈c|i ⊗ |c′〉i′ +

∑
Y∈U−,X∈U+ homogeneous

wt X′<wt Ec′
i′

(Ψ−,w
−1

KOY )−1([Y]w) ⊗ (Ψ+,wKOY)−1([X]w).

The last equality follows from Corollary 5.23 and the inequality w−1(wt b) < λ for all b ∈
B(λ) with wt b � wλ.

On the other hand, Ω̃−1(Fc
i ⊗ Ec′

i′ ) = q−(λ′,wt Ec′
i′ )cλ

′
f ,vλ′

cλfλ,v(c
λ+λ′
fλ+λ′ ,vλ+λ′

)−1. Hence the similar
argument shows that

Ω̃−1(Fc
i ⊗ Ec′

i′ ).(〈0|i ⊗ |0〉i′)
= 〈c|i ⊗ |c′〉i′ +

∑
Y∈U−,X∈U+ homogeneous

wt Y>wt Fc
i

(Ψ−,w
−1

KOY )−1([Y]w) ⊗ (Ψ+,wKOY)−1([X]w).

These equalities completes the proof. �

Corollary 5.34. For w, w′ ∈ W with w ≤r w
′ (≤r is the weak right Bruhat order), the

Aq[g]+-modules V ′
w−1⊗Vw′ (resp. V ′

w
′−1⊗Vw) are generated by 〈0|w−1⊗|0〉w′ (resp. 〈0|w′−1⊗|0〉w).

Let w ∈ W. By Remark 5.17 and Theorem 5.32, we have the Aq[g]+-module homomor-
phism Γw : (Vw)ψ

∗ ⊗ Vw(= Ṽw)→ Q(q)(= Ve) given by |0〉w ⊗ |0〉w �→ 1(= |0〉∅).
Corollary 5.35. Let w ∈ W. For Λ,Λ′ ∈ Vw, we have Γw(Λ ⊗ Λ′) = (Λ,Λ′)w.

Proof. Let λ ∈ P+ and v, v′ ∈ V(λ). Then,

cλv∗,v′ ⊗ ε =
∑

b1,b2∈B(λ)
(cλv∗,gb1

⊗ cλfb1 ,gb2
)(ε ⊗ S ∗(cλfb2 ,v

′))

in (U ⊗ U)∗, where S ∗ : U∗ → U∗ is the Q(q)-algebra anti-involution given by F �→ F ◦ S .
Then, for Λ,Λ′ ∈ Vw,

Γw((π+w(cλ
v
′∗,v).Λ) ⊗ Λ′)(5.4)

= Γw(((π+w ◦ ψ∗)(cλv∗,v′).Λ) ⊗ Λ′)
=

∑
b1,b2∈B(λ)

Γw(((π+w ◦ ψ∗)(cλv∗,gb1
) ⊗ π+w(cλfb1 ,gb2

))(1 ⊗ π−w(S ∗(cλfb2 ,v
′))).(Λ ⊗ Λ′))

=
∑

b∈B(λ)

Γw(((π+w ◦ ψ∗) ⊗ π+w)(cλv∗,gb
).(Λ ⊗ π−w(S ∗(cλfb,v′)).Λ

′))

=
∑

b∈B(λ)

(v, gb)λ.Γw(Λ ⊗ π−w(S ∗(cλfb,v′)).Λ
′)
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= Γw(Λ ⊗ π−w((ψ ◦ S )∗(cλ
v
′∗,v)).Λ

′).

Moreover, for i ∈ I(w) and (0, . . . , 0) � m ∈ Zl
≥0, there exist λ ∈ P+ and weight vectors

f ∈ V(λ)�, v ∈ V(λ) with wt f � wt v such that ((π+w ◦ψ∗)⊗ π+w)(cλf ,v).(|0〉i ⊗ |0〉i) = |0〉i ⊗ |m〉i
by Theorem 5.32. Then,

Γw(|0〉i ⊗ |m〉i) = 〈 f , v〉Γw(|0〉i ⊗ |0〉i) = 0.(5.5)

By the properties (5.4), (5.5) and Γw(|0〉w ⊗ |0〉w) = 1, we obtain the corollary. �

6. Finite type case

6. Finite type case
In this section, we assume that g is of finite type. Denote by w0 the longest element of W

and by N its length.

6.1. Description of Iw0 .
6.1. Description of Iw0 . We investigate the map Iw0 . See Remark-Question 5.33 for the

definition of Iw0 .

Theorem 6.1. Let X ∈ U+, Y ∈ U− and i ∈ I(w0). Write X =
∑

d∈ZN
≥0

iζ
X
d Ed

i and Y =∑
c∈ZN

≥0
iζ

Y
c Fc

i (iζ
X
d , iζ

Y
c ∈ Q(q)).

For λ ∈ P+, we set

Iw0 (Ω̃(cλ(Y.vλ)∗,ω(X).vλ).(1 ⊗ 1)) =
∑

c,d∈ZN
≥0

iζ
λ,Y,X
c,d Fc

i ⊗ Ed
i .

When λ ∈ P+ tends to∞ in the sense that 〈λ, α∨i 〉 tends to∞ for all i ∈ I, iζ
λ,Y,X
c,d converges to

iζ
Y
c iζ

X
d in the complete discrete valuation field Q((q)) for any c, d ∈ ZN

≥0.

Proof. We need only consider the case X = G+(b̃ω1 ) and Y = G−(b̃2) for some b̃1, b̃2 ∈
B(∞).

For sufficiently large λ ∈ P+, we can write G−(b̃1).vλ = gb1 and G−(b̃2).vλ = gb2 for some
b1, b2 ∈ B(λ). Then,

cλg∗b2
,gb1
.(〈0|i ⊗ |0〉i) =

∑
b,b′∈B(λ)

(gb, gb′)λ(π
′+
w0

(cλ
g∗b2

,g∨b′
).〈0|i) ⊗ (π+w0

(cλfb,gb1
).|0〉i).

It is known that (gb, gb′)λ ∈ Z[q] ([4, Proposition 5.1.1]) for any b, b′ ∈ B(λ). Hence the
theorem is now obtained from Theorem 5.20. �

Example 6.2. For X ∈ U+, Y ∈ U−, we can compute the element whose image under the
map Iw0 is equal to Y ⊗ X by Theorem 6.1.

Let g = sl2. Let us compute the element H̃2,1 ∈ U− ⊗ U+ such that Iw0 (H̃2,1) = F(2) ⊗ E.
For n ∈ Z≥0, by Proposition 4.17,

Ω̃(cn�
(F(2).vn�)∗,F.vn�

)

= (1 − q2n)(1 − q2n−2)
(

1
q − q3 FK−(n−2)� ⊗ K(n−2)�+F(2)K−n� ⊗ (1 − q2n)EKn�

)
.

We have only to consider the terms in Ω̃(cn�
(F(2).vn�)∗,F.vn�

).(1 ⊗ 1) which do not depend on n.
Hence,
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H̃2,1 =
1

q − q3 F ⊗ 1 + F(2) ⊗ E.

6.2. Some representations of the Drinfeld double Aq[g] �� U
′cop.

6.2. Some representations of the Drinfeld double Aq[g] �� U
′cop. Let U′ be a variant

of the quantized enveloping algebra whose generators of its Cartan part are indexed by the
elements of Q (denoted by {Kα}α∈Q).

Definition 6.3. Define the Q(q)-algebra structure on the Q(q)-vector space Aq[g] ⊗U′ as
follows:

• Aq[g] → Aq[g] ⊗ U′, F �→ F ⊗ 1 and U′ → Aq[g] ⊗ U′, X �→ 1 ⊗ X is an injective
Q(q)-algebra homomorphism,
• (F ⊗ 1)(1 ⊗ X) = F ⊗ X for F ∈ Aq[g] and X ∈ U′,
• (1 ⊗ X)(F ⊗ 1) =

∑
(X)(X(1).F.S −1(X(3)))(1 ⊗ X(2)) for F ∈ Aq[g] and X ∈ U′ with

((1 ⊗ Δ) ◦ Δ)(X) =
∑

(X) X(1) ⊗ X(2) ⊗ X(3).
ThisQ(q)-algebra is called the Drinfeld double of Aq[g] and U

′cop, denoted by Aq[g] �� U
′cop.

(Here “cop” is just a symbol.) We abbreviate F ⊗ X to FX for F ∈ Aq[g] and X ∈ U′.

In the rest of this paper, we show that the Aq[g]-module structure on Ṽw comes from the
Aq[g] �� U

′cop-module structure in some cases.

Definition 6.4. Define the Hopf algebra automorphism tw : Ǔ → Ǔ by Ei �→ −q−1
i Ei,

Fi �→ −qiFi and Kλ �→ Kλ for i ∈ I and λ ∈ P. Note that tw = ω ◦ ψ ◦ S .

The following proposition essentially appears in the reference [12] (under the different
convention). We can check it by the direct calculation using Proposition 4.17.

Proposition 6.5. The map Ω̃ �� ((tw ⊗ id) ◦ Δ ◦ ω) : Aq[g] �� U
′cop �→ Ǔ ⊗ Ǔ, F ⊗ X �→

Ω̃(F)(tw ⊗ id)(Δ(ω(X))) (F ∈ Aq[g], X ∈ U′) is an injective Q(q)-algebra homomorphism.

Lemma 6.6. Let J be a subset of I and WJ the subgroup of W generated by {s j} j∈J. Write
the longest element of WJ as wJ,0. Then,∑

b̃∈B(∞)
ε∗j(b̃)=0 for all j∈J

Q(q)G−(b̃)∨ =
⋂
j∈J

Ker je′ = U−(w0wJ,0).

Proof. The first equality follows from the equality∑
b̃∈B(∞),ε∗i (b̃)=0

Q(q)G−(b̃)∨ = Ker ie′

for i ∈ I. Let us denote by U−J the Q(q)-subalgebra of U− generated by {F j} j∈J and Set
(U−J )+ := U−J ∩ Ker ε. Recall that ε is the counit of U. Then, the second equality follows
from ⋂

j∈J
Ker je′ = {Y ∈ U− | (Y,U−(U−J )+)neg = 0},

because the left-hand side includes U−(w0wJ,0) by Proposition 5.3 and the dimension of
each weight space of the right-hand side coincides with that of U−(w0wJ,0) by the existence
of PBW-bases and wJ,0(Δ− \ Δ−J ) = Δ− \ Δ−J (Δ− and Δ−J are the set of negative roots of g and
g((a jk) j,k∈J) respectively). �
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Let J ⊂ I. By Lemma 6.6, we have

U−(w0wJ,0)⊥ =
∑

j∈J U−F j and U+(w0wJ,0)⊥ =
∑

j∈J U+E j.

Write X+ = E and X− = F. Let M(0)− (resp. M(0)+) be a Verma Ǔ-module with highest
(resp. lowest) weight 0. (i.e. M(0)∓ := Ǔ/

∑
i∈I ǓX±i +

∑
λ∈P Ǔ(Kλ − 1).) The fixed highest

(resp. lowest) weight vector is denoted by m− (resp. m+).
Then

∑
j∈J U∓X∓j .m

∓ is a Ǔ-submodule of M(0)∓ and

U∓/U∓(w0wJ,0)⊥ → M(0)∓/
∑
j∈J

U∓X∓j .m
∓, [1]w0wJ,0 �→ m∓ mod

∑
j∈J

U∓X∓j .m
∓

gives an isomorphism of Ǔ�0-modules. Therefore the Ǔ�0-module structure on
U∓/U∓(w0wJ,0)⊥ gives rise to the Ǔ-module structure. Combining this fact with Theorem
5.32 and Proposition 6.5, we obtain the following theorem:

Theorem 6.7. Let J be a subset of I. Then the Aq[g]-module structure on Ṽw0wJ,0 can be
extended to the Aq[g] �� U

′cop-module structure.
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