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1. G-products

Let G be a subgroup of the full symmetric group S(m) on m objects. Then a
G-product on a based space (X, ¢) will mean a based map f: X”"=XX - X X—>X
satisfying

F(@y o, %,) = f(Xacry = Xn) ~ for all T€G.

Let i: X— X" denote the embedding i(x)=(x, ¢, :-,e). Two G-products
fi» for X™—X are equivalent if the composites f, 7 and f,¢ are (based) homotopic.

We consider the particular case X=S", and here equivalence of G-products
fis determined by the degree of fi. The latter is called the type of f and is an
integer. On S™ we study (equivalence classes of) G-products for G any p-Sylow
subgroup of S(p") with p an odd prime. The following result gives a complete
determination of such G-products on S™:

Theorem 1.1. Let G be a p-Sylow subgroup of S(p”) with p an odd prime.
For n=2t+1 S”™ admits a G-product of type q if and only if q is a multiple of p™.

Note it is well known that even dimensional spheres do not admit G-pro-
ducts (for any subgroup G of S(p”)). G-products on any space X are in 1-1
correspondence with maps X”/G—X where X™/G is the space of G-orbits with
the quotient topology. Furthermore, if G, and G, are conjugate subgroups
of S(m), X™|G, and X™|G, are homeomorphic. Thus in the proof of Theorem
1.1 we may select G to be the r-fold Wreath product of the cyclic group of order
p Z, with itself. The corresponding orbit space X™/G is just the usual 7**
iterated p-fold cyclic product of X.

The proof of the ‘only if” half of Theorem 1.1 given in paragraph 2 is a minor
modification of Landweber’s proof for G=S(m). Sections 3-5 are devoted to
the proof of remaining half of 1.1 and the procedure follows in outline that of [17].
Suspension-order considerations enter in a crucial way; in particular we require
a result of Mimura, Nishida and Toda on the mod p decomposability of ELy(p),
the suspension of the lens space L3(p) [8].
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2. Application of equivariant K-theory

Let G be the subgroup of the symmetric group S(p) generated by the p-cycle
(1, 2, -+, p). G"is cyclic of order p and a p-Sylow subgroup of S(p). Suppose
inductively that the subgroup G” of S(p") has been defined. Partition the ordered
set {1,2, ---,p"*"} into p ordered subsets S,={1, ---, p"}, =+, S,={(p—1)p"+
1, «,p"""} and let G} be the subgroup of S(p"*") isomorphic to G” via the
order-preserving identification of the sets {1, 2, ---, p"} and S,={(k—1)p"+1, -,
kp’}. Finally let T&S(p"*") be the permutation of order p which permutes the
subsets S,, -:-, S, cyclically, sending the 7*# element of S, to the #** element of
Sg+ (or S;if k=p). G"*'is then defined to be the subgroup of S(p"**) generated
by all the subgroups G}, k=1, 2, -+, p, and the element 7.

By definition G” is the r-fold Wreath product of G*(=Z,) with itself. G”
satisfies a short exact sequence of groups

@.1) 1G>G~ 2,1

From an easy counting argument (see [10]) we have that the order |G”| of G”
is pN where N(r)=1+p+p*+--+p "' and so G” is a p-Sylow subgroup of
S(2")-

Lemma 2.1. The number of p"-cycles in G is (p—1)MT7pNT>~" where

M(r)=p""" and N(t)=1-p+p*+-++p "

Proof. For any p"-cycle T€.S(p”) 7?=77...7 is a product of p disjoint p"~*
cycles 7’=m7,---7,. From the exactness of (2.1) it follows that such a p”-cycle
T belongs to G” exactly when 7, in 7?=7 71,.--7, is a p" *-cycle in G7 ' (after
possibly reordering the factors). So we can proceed by induction on 7.

For r=1 there are obviously (p—1) p-cycles. Assume the number of p”7*-
cycles in G"™' is (p—1)MT V. pNT-D-"=D By the above remark the number
of p”-cycles in G” is the number of products of p disjoint p”*-cycles, one from
each Gj, times the number of p"-cycles whose p** power gives such a product.
This number is ((p—1)MT~D. pNT=D)P.(p"~)P~1 where the last factor enters
as follows: given such a product 7,7,---7, and any 7 with ?=77,-7, we
may write 7 with initial entry 1. We can also assume that 7; consists of the
(kp”~'+4-1)* entries of T for k=0, 1, ---, p—1 and so 7, contains the entry 1.
With 1 as initial entry of 7, it follows that the (kp” "'+ 1)* entries of T are uniquely
determined. Further for =1 7, only determines the (kp” '+i)" entries of 7
module the p”~* different possible initial entries. Thus the p”* different ways
of describing each of 7,, 7,, ---, 7, (via different initial entries) determine (p"~")*"*
different 7€ G” with ™?=7,7,...7,. As ((p—1)MT D pNT= D). (p" 1271 =
(p—1)M™. pN, the induction is complete.

Lemma 2.1 is all that is required to adapt Landweber’s application of
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equivariant K-theory to the study of G"-maps. A brief resumé of his procedure
follows. For any G S(m) let P: G S(m)—R™ be the usual permutation
representation of G. P splits as Q@R where Q acts on the hyperplane
{x&R™|Zx;=0} and R is the trivial 1-dimensional representation acting on the
diagonal {x&R™|x,=x all 7, j}. Via the generalized Hopf construction Land-
weber obtains from a G-map f: S"X -+ X S"—=S8" (n=2t+1) an equivariant map

& Z((n+1)QcDC™) — Z(QcDC™)

where Q¢ is the complexification of Q and ZW is the one-point compactification
of the G-representation W. Since g maps the fixed point set to the fixed point
set, there is a commutative diagram of maps

3(CH) —— Z((t+1)QcBC* )
(2.2) g g
E(Ct+l) - E(QCEBCt+1)

An easy calculation shows that deg (g')=m-type(f). Hence to obtain the ‘only
if’ part of 1.1. we must show that p"“**|deg (¢g’) for G=G"C S(p").

For any finite group G let K; denote the complex equivariant K-theory
functor. Then K(point)=R(G), the complex representation ring. Further for
complex G-modules W=W,@ W, there is an isomorphism

Aw,
KW, — Ko(W, W)

defined by multiplication by a certain class A y,, € KW, which restricts to A _,W,=
(=1 M W,eR(G)=Ks{0}. In particular for W,={0} we have that K;W is a
free R(G)-module on the one generator Ay,. Applying this information to (2.2)
we obtain the commutative diagram
AL
R(G) < R(G)
@] |e*
R(G) <—T R(G)

giving the equation

(2.3) g*(1)ngy! = deg(g)-na,

Statement (ii) below is needed in the application of this equation. Its
proof depends on (i)—of which it is a converse.

(i) (Atiyah [1]) The S(m) representation A_,Q. as a class function
vanishes on composites (i.e., products of cycles) and assumes the value m on
any m-cycle.
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(i) (Landweber [7]) If a=R(S(m)), as a class function, vanishes on com-
posites, then ¢ is a multiple of A_, Q.
Both statements extend easily with G” in place of S(p”). In particular the
G” representation ‘A_, O/’ is just the composite G"C .S(p")— C, i.e., inclusion
followed by the S(p”) representation A_, Q.. Hence ‘A_, Q. also vanishes on
composites (in G”) and assumes the value p” on any p”-cycle, giving the desired
extension of (i). Similarly using Lemma 2.1 we can prove: If a=R(G")
vanishes on composites and assumes the same value on p”-cycles, then « is a
multiple of A_,Qc and so p”"|A_,Oq(a) for any p"-cycle o in G". In fact for 1
the principal character of G”, we know that the inner product

1
(1) = g Sa)

is integral. 'The only nonzero terms occur for x a p”-cycle and on each of these

a(x) assumes the same value. |G"|=pN" and there are (p—1)M™. pN="
p’-cycles in G7, so for x any p”-cycle a(x)-(p—1)M/p” is an integer and so
P lax).

Now equation (2.3) evaluated on any p"-cycle o becomes g*(1)(a)-(p") =
deg (g)p” and so g*(1)(c)- p"*=deg(g’), hence all that remains to show is that
£*(1) vanishes on composites. Landweber proves this for g*(1) viewed as an
S(m) representation, making use of naturality and a calculation of the Adams
operation Jr*. His proof (namely Lemmas 4.4, 4.5 and the final paragraph of
[7]) carries over without change for g*(1) considered as a G"-representation.

Remarks. 1. For r=1 (i.e., the cyclic product CP?S™) a separate proof
that p* divides the type of any map CP?S"—S" (n=2t+1) can be given along
the lines of [16] using Liao’s computation of H*(CP?S™; Z) [8]. Such a
procedure should also work for all #>1 (and for p=2 as well), given a strong will
to evaluate the higher differentials in the coefficient K-theory spectral sequence
for CP2S™.

2. If in fact one succeeds in the higher differentials approach of remark 1,
it then becomes reasonable to ask if these differentials are related to the repre-
sentation theory of the groups G”.

3. Of course the argument in this paragraph works equally well for the
prime 2 and so proves that the type of any map CPZS™— S” (n=2¢-+1) must be
a multiple of 2%, Just as in the case =1, however, we expect some improve-
ment of this result using real K-theory instead of complex K-theory.

3. Geometry

The p-fold cyclic product CP?X of a based space (X, e) is the based quotient
space (CP? X, [e, -, e]) where CP? X is the orbit space X?/G"* under the action
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of the cyclic subgroup G'CS(p) of order p. The r** iterated p-fold cyclic
product CP2X of X is defined inductively as CP: X=CP?(CP?_, X) for r>2.
One verifies easily that CP2X is homeomorphic to the orbit space X?”/G”, where
G” is the r-fold Wreath product of G* with itself (recall G” is a p-Sylow subgroup

of S(p")).
Here we develop the geometry of CP?S™ analogous to that of the m-fold

symmetric product SP”S" of S” [17] in order to construct maps CP?S"—S".
Via the cyclic product functor we obtain maps for each { CP}S"—CP%_,S™
which under composition provide the desired map CP2S"—S" meeting the
requirements of Theorem 1.1.
Let D" denote the zn-disc in R” and S™* its boundary (n— 1)-sphere 0D".
For each T G" there is a permutation homeomorphism 4.: (D")? —(D")?. Set
n=(D")? X (8", 0<I<p. Then X%,= U h.Ay ;, T running over G, is

a G'-invariant subspace of Aj (=(D")? and so the quotlent Xn,=Xr |G is
defined. Similarly for Bj;l—(S” Y ix e}, 0<I<p, Yi,= Uh B, is a G-

invariant subspace of B} ;=(S™)? and so the Y ,=¥?",/G" is also defined.
Lemma 3.1. X3, is homeomorphic to the cone CXp =X} 1 < I/ X7 1 x {0}.

Proof. The map X3} ,XI—Xjp, given by ([x,, --+, X,], )= [tx,, -+, txp)
induces a topological map

(3.1) a: CX%, — XI,
sending X7} , X {1} onto the subspace X3 ,C X",

A relatlve homeomorphism j: (D*, S™~ l)—>(S", e) induces a relative hoemo-
morphism

(3.2) h: (X350, Xp1) = (Y50, Y31).
From Lemma 3.1 and (3.2) we obtain

Lemma 3.2. Y,,=CP?S" is homeomorphz'c to the adjunction space
Y31UCX3 , with attaching map given by h| X7,

Let W"‘“C(S”“‘)’ be the subspace {x=(x,, +--, x,)e(S" ") | x;=e for some 7}
and set Z" =DM X Wt C(D™)?P ! X (S™ 1) and Z”,',’, the image of Z; . under
the canonical the projection

(DPPIX(S™7) = X5
The surjective map (D")?~/x(D"') - X}, ,, 1<I<p, given by the composite

1@y L, oy sy x,

sends 0((D™)?~)x (D" ') to X}, ;41 and (D™)?7!x 3((D*")!) to Z3 , and defines a
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relative homeomorphism between the pairs ((D*)?~/X(D""*)?, 0((D™)*~*)x (D" "))
and (X3, X}, ,,1UZ},,). Similarly the map (D")?~*x (8" ')’ X3 , is surjective
and defines a relative homeomorphism between the pairs ((D™)?~! X (S*Y),
o((D™)?*~'x (S"") and (X3 ;, X5 :41). Thus we obtain

Lemma 3.3. Let 1<I<p. Then

(1) X3y is homeomorphic to the adjunction space
(X542 UZ3 ) U(D™)?P X (D*Y) 5 and
(i) Xy, is also homeomorphic to the adjunction space
Xy s UDM2 I (S 1)

(The attaching maps are described above.)

Recall that the join X*Y of X and Y is the subspace XX CY UCX X Y of
the product CXX CY. The map of pairs

c: (C(X+Y), X+Y) > (CXXCY, XxY)

defined by

(:[(.x', [y> t])’ u] = [[x7 y]> [.y! tu]] for (x) [y’ t])EXXCY
c[([x, 2], y), u] = [[x, tu], [y, u]] ~ for ([x, 7], y) ECXX Y

is a homeomorphism whose restriction to (X *Y)x {1} is the identity map. As
a consequence of Lemma 3.3 we have

Lemma 3.4. Let 1<I<p. Then
(1) X2 (X0 1ay UZD ) E(SP~ D 1§11y o G0
(i) X7, XD . ~E(S™=DY)\ E(Snb-D71 A StDl) o §uh-D\/ §no~1

Proof. (i) is immediate from 3.3(i) and the homeomorphism ¢. The second
homeomorphism of (i) is well known. Similarly (ii) follows from 3.3 (ii) and the
following two facts: (1) (CXXY, XXY) and (EXXY, exY) are relatively
homeomorphic and (2) EXX Y/exY and EXVEX AY) have the same
homotopy type.

For I=p—1 3.3 (i) becomes X}, ,_,=(X}p ,UZ} ,_1)Ue™" !, As Xp ,NZ5 1
=Y373, collapsing Z} ,_, in X7 ,_, gives a relative homeomorphism X} ,_,/Z% ,
=(Xp,/ Yy )Ue* !, But X} ,=Y,3' and by Lemma 3.2 Y33/ Vi '=EX}7,
whence we obtain

(3.3) Xy p-1/Z3 1 =EX33 Ue™™!
From this formula one can deduce the following result.

Proposition 3.5. X3, .,/Z ., has the homotopy type of a CW complex
of the form S™ 'xK for some finite CW complex K. In particular, for n>2
Xy p-1/Z 7y p—1 twice desuspends up to homotopy type.
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We give only the idea of the proof. First show that X33' is homeomorphic
to a space of the form S” *+K’ (essentially already done in Toda [15]). Then
show that the attaching map of (3.3) factors as fg, g a homotopy equivalence and
f a map of the form E(id+f’): E(S**+L')— E(S* *+K’).

Recall that to construct a map g from an adjunction space X U ,CA extend-
ing a given map @: X— Y what is needed is a nullhomotopy N,: € ~@f of the
composite @f.

xu,c4a-t,y

(3.4) J
a-Lx ”

For then the extension g is defined by g| X=¢ and g|CA=N,. This idea is
already sufficient to construct maps SP?S”— S” on the symmetric square of S*,
since by Theorem 2.3 of [4] we have SP?S”"=S5"{J , CX and so a nullhomotopy
E~ef provides a map g as in (3.4). In particular type (g)=degree (@) and so
any map @: S*—.S” of degree ¢ such that E~¢f produces a map g: SP*S”— S”
of type gq.

A generalization of this procedure for the construction of maps SP™S”— S™*
on the m-fold symmetric product of S” is given in [17]. Almost without modifi-
cation this generalization carries over to the case of cyclic products. We sum-
marize the gist of this generalization for cyclic products, omitting the details
which the reader can recover from [17]. By restriction the attaching map
h: Xy ,— Y}, of (3.2) defines maps &;: Xp o, =Yy s, hi: Xp i UZp i1 —
Y} »—¢—1 and a commutative diagram of maps.

. hp "
P,l P,l
T 4
xy,uzy; e
1
" Y® 2
b2 hp—z ‘P'
(3.5) I
t h, !
X553 Y502
I?l

X’L.p_luz’;’ﬁ—Z

!

X'fo,p-x h Y’;,'p_,=S"
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where the vertical maps are the obvious inclusions. The procedure is now to
find a map @,: Y3 ,;=S8"—S” of degree ¢ such that @k, is nullhomotopic, for
then the geometry of this situation enables one to construct further maps
@;: Yy .- — S™ such that ¢, h; is nullhomotopic (and also the intermediate com-
posites @, ;_,~€) and so arrive at a map CP?S”— S” of type ¢. 'This geometry
is given below in statements (i)’ and (ii)’, which are analogues of statements (i)
and (ii) on page 541 of [17]. Set C;=X},., and Di=X} , ,UZ} i1
Lemma 3.1 (i) for /=p—i—1 gives immediately

(iY  Cipn=D,U(D")Ix (D" Y =D, U C(S™® D15 Sn=1i-1)

Further X} ,_ ,NZ}p ,_;s1=Zp ,—i+2 SO we need to express Zp ,_;41 as an adjunc-
tion space obtained from Zj,_,,.. The discussion preceding Lemma 3.3 is
relevant here and shows that the obvious map (D”)!"' X (S*"*)?~# - Z} ,_, .1 sends
(D) X (S* )P~ H)=(0(D™)F ") x (S™"*)*™% to Zjy ,—,+2 and induces a relative
homeomorphism between pairs. Hence
Zy o101 2Ly 2 U (D) 72X (8™
2312 UC(S™ D )X (S

It then follows easily that
(1) D;=C; U C(S"¢ b1 x (Sr et

(1) and (ii)’ provide the geometry needed to generalize the proof of Lemma 3.1
of [17] to the diagram (3.5) for CP?S™. 'Thus we obtain

Lemma 3.6. If ¢: S"—S” isamap of degree q such that fh: X, , ,—S"
is nullhomotopic, then the above construction provides a map g: CP?S"— S” of
type q.

4. Lens spaces and suspension-order

Let X be abased CW complex X. The order of the class (gx=[EX, EX]
of the identity map of EX is called the suspension-order of X (Toda [14]) or the
characteristic of X (Barratt [2]). It is a homotopy type invariant. The sus-
pension-order of E~' X 3"'~E* P*, the (2¢t—1)* suspension of real projective
2t-space, plays an essential role in the construction of maps SP?S”— .S” of least
positive type (n=2¢+1). Its computation is given in [14]. In [17] a similar
computation is made for a related suspension complex for maps SP*S*—S*. In
our case of maps CP?S"— S"we require the suspension-order of E*~'L§{*~V(p),
where L3(p) denotes the 2n-skeleton of the lens space L*(p)=S>""'/Z,.

Recall L*(p) has a cell structure given by L*(p)=S'Uée’U---Ue"* and
integral cohomology
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Z, =2, 4, --,2n
H{(LYp); Z)=1{ Z =0, 2n+1
0 other ¢

and so the integral cohomology of Lg(p) is given by

Z, 1=2,4, -, 2n
Hi(Ly(p); Z) = Z =0
0 other 7

Lemma 4.1. For each I=1, 2, ---, (p—1)/2 the pair of spaces Xy o and
E"Ly(p), r=(n(p—1)/2)—1, have the same homotopy type.

Proof. E™Ly(p) is the n+2r skeleton of E”L’(p) and by Lemma 3.3 (ii)
X35 2 is the pn—21 skeleton of X} ,. Thus to prove Lemma 4.1 it suffices to
produce a cellular map f: X3 ,— E"L’(p) such that the restriction of f to the
pn—2I skeleton of X3, (as a map into E”Ly(p)) is a homotopy equivalence for
each /=1, 2, ..+, (p—1)/2. As both (X} ,)?"*P=X7 ,, and E” Ly(p) are simply
connected it is enough to require that f induce isomorphisms of all integral
cohomology groups in dimensions < pn—2Il. From [15] or [18] we have that
X7, 1 is homeomorphic to a join S* %Y, Y a finite CW complex for which
there exists a cellular map f’: Y — L°(p) inducing isomorphisms of all mod p
cohomology groups. For (X} ,)?"%» and L°(p)***~*» reduction from integral to
mod p cohomology is an isomorphism in all positive even dimensions. This
implies that f” also induces isomorphisms on integral cohomology groups. The
result follows.

To calculate the suspension-order of E*~'L{»~D(p) we follow a suggestion
of Toda, making use of [9] as follows.

Proposition 4.2. The suspension-order of Lyj(p), n=s(p—1)+r, 0<r<
p—1, s p° if r=0 and is p°*+* if r>0.

Proof. Proposition 9.6 of [9] asserts that EL"(p) is mod p decomposable
into a wedge of p—1 spaces. The same proof establishes a like result for
ELy(p). Thus ELZ7Y(p) is mod p decomposable into a (p—1)-fold wedge of

p-1
Moore spaces V M?Z. In fact, as reduction mod p in the cohomology of

EL37Y(p) is an isomorphism in positive even dimensions, any p-equivalence
p-1
EL3Y(p)— Vv MZ is a homotopy equivalence. Theorems 4.4 and 1.2 of [14]

imply that the suspension-order of Lj(p), 1 <n<p—1, is a divisor of p. From
Kambe [5] KU(L3(p)) contains an element of order p, so by Theorem 1.1 of [14]
the proposition is true for s=0, 1 <r<p—1 and s=1, r=0.
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Assume it is true for s=k, 0<r<<p—1 and s=k+1,r=0. Set n=(k+1)-
(p—1)+7r and m=k(p—1)+4r, 1<r<p—1. Then the proof of Proposition 9.6
[9] provides a cellular map of pairs *: (L3(p), L&(p))—(L3(p), L7(p)) satisfying
condition D, of paragraph 9 [9]. This map induces a map of quotient spaces
La(p)/L3(p)— Lo(p)/Ly(p) which also satisfies condition D ,, and so by Theorem
9.3 [9] E(L3(p)/L3(p)) is p-equivalent (and hence homotopy equivalent) to a
(p—1)-fold wedge of Moore spaces. Now repeating the argument, i.e. [14] and
[5] plus the induction assumption for ELF(p), we obtain the result that the sus-
pension order of Ly(p) is p*** if r>0, or if r=p—1, i.e., m=(k+2)(p—1). This
completes the induction.

5. Proof of Theorem 1.1

Let H,: [E*K, S*™+*; p] —[E*K, S**™+; p] be the mod p Hopf invariant,
where K is a finite CW complex and [E*K, L; p] denotes the p-primary com-
ponent of the group of homotopy classes of maps E2K—L. For f,: S¥— S*
a map of degree ¢ there is a homorphism r,: [EK, S¥]— [EK, S*] defined by
Valg]=[feog]. In [17] the following generalizations of results in paragraph 4
of [4] were obtained:

Lemma 5.1. Suppose H'(E*K; Z)=0 for all i>pn—(p—1), n=2t+1
and gH?*~*~(E*K; Z)=0 for some integer q. Then Ker H, contains the sub-
groups g[E* K, S**'; p] and \r [E* K, S*+*; p].

Lemma 5.2. Let r=kq’ and assume [EK, S*?~'; p]=0 in addition to the
hypotheses of 5.1. The +r, acts on [E*K, S***; p] as multiplication by r.

The proof of 1.1 is given in two steps.

Step 1: r=1. S'isan abelian topological group whose group multiplication
S*X X 8'— 8" defines a map CP?S'— S* of type 1. For n=3 X}, , and
E°L37(p) have the same homotopy type and E°LZ~}(p) has the homotopy type of

the wedge X=XV M Zi. Thus the attaching map X3, ;—S® can be viewed,

i=2
up to homotopy, as a map X —S°. To apply the construction of paragraph 3 we
need only show that the composite f,op: X — S* (deg (f,)=p) is nullhomotopic.
However, this is clearly the case for f o restricted to each M3:*if i<p. For
i=p the effect of yr, on [S*?, S°; p]=~Z, is multiplication by p (see (13.13) of
[13]) and so f,op| M2 is also nullhomotopic. This implies the existence of a
map CP?S*— S° of type p.

If n=2t41>5, then t>2 and so we may apply 5.2. Since dim X2’} =
p(2t4+1)—(p—1), then for all i>p(2t+1)—(p—1) Hi(Xp -5 Z)=0. Also
pPHI(X} 13 Z)=p-Z,=0 for j=p(2t+1)—(p—1). Finally H**(E X2, Z,)
=0 and H**"(E'X2;%; Z)=0 so by the Steenrod Classification Theorem

»,p—1)>
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[4, p. 460] we have that [E~' X2, S*7'; p]=0. So by 5.2 +r[@]=p'[#]
which is zero in [X20%, S**+'; p]— as p’ is also the suspension-order of
E~' X2 Y. So by paragraph 3 we obtain a map CP?S"— S” (n=2t+1) of
type p.

Step 2: Let f: CP?S”—S” be a map of type p* where n=2¢t+1. We
claim that the composite CP2_, fo---oCP? fof: CP2S”— S* has type (p*) =p".
Here CP?g is the map CP? X — CP?Y induced from g: X —Y via the covariant
functor CP?. The proof of this claim requires a closer look at a generator of
H™(CP3?S"; Z) and its relation to H*((CP}_,S")?; Z).

Let us H*(K; Z) be a generator of infinite order. If uw,==zFu where
m;: K?— K is the ** projection, then Zu,=u,+--+u,€ H*K?; Z) is p*[u]
where p: K?— CP?K is the usual quotient map and [«] is the class defined by
Su;. For K=S" we take uc H*(S™; Z) to be a generator and [u] is then a
generator of infinite order of H*(CP?S8"; Z). By induction the class [u],=
[[:++[#]::-]] (s brackets) is a generator of infinite order of H*(CP3S"; Z) satisfying

p’,"[u]szfj [u,_.];, where p,: (CP?_,S*)?— CP%S™. For any map g: CP?S"—
S” the induced maps CP%g: CP},,S*— CP}S" satisfy the commutative diagram
&L
H*CP2_, 8" =—— H"*(CP2_,S™?*
(CPrg)| |cPragy
H"CP3S* —— H"(CP3_,S™)?
p¥

Commutativity of this diagram and induction on s gives (CP2g)*[u],_,=q[u],
where g=type of g. Thus the type of the composite CP}_, fo---oCP?fof is
(p*)"=p"* and the proof of Theorem 1.1 is complete.
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