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Preface

Up to the present, most networks are dedicated to specific purposes like telephony, TV dis-
tribution, circuit-switched or packetized data transfer. The Broadband Integrated Services
Digital Network (B-ISDN) concept allows us to handle such a kind of transfer services in
a common network interface. The International Telecommunication Union Telecommuni-
cation (ITU-T) standardization sector has recommended the Asynchronous Transfer Mode
(ATM) as the ground on which B-ISDN is to be built.

ATM technique contributes to traffic transmission of a wide range of bit rates, from
the order of kbit/s up to about 155Mbit/s or 622Mbit/s by dividing such traffic into small
fixed-size cells of 53 octets (bytes) in length, and those cells may be statistically multiplexed
onto one virtual channel (VC) / virtual path (VP). Although the statistical multiplexing
may achieve efficient utilization of ATM network resource, it should cause cell loss due to
congestion in any network elements, e.g., ATM switches.

The first objective of this dissertation is to investigate some control schemes to reactively
avoid congestion for Available Bit Rate (ABR) traffic, which is sensitive to cell loss. In
Chapter 2, we focus on reactive feedback congestion control for the system which models the
relation between sources and congested node. By using the network model, we provide an
approximate analysis to evaluate the performance of the cell loss probability and the average
waiting time in the system. Numerical results show that the reactive congestion control
are very effective in avoiding congestion and in achieving the statistical gain. Furthermore,
the binary congestion control algorithm with cell push-out scheme is shown to provide
the best performance among the control algorithms treated in Chapter 2. In Chapter 3,
we analyze the link-by-link backpressure congestion control by extending the approach,
developed in Chapter 2, where we deal with the relation between the congested node and
its upstream nodes instead of sources. It has been noted that, at the upstream node,
cells not forwarded to the congested node are adversely affected due to head-of-line (HOL)
blocking by backpressure. From numerical results, we observe that backpressure control
with the cell push-out scheme can overcome this drawback and further improve the loss

performance in terms of cells transmitted to the congested node than by plain backpressure
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control, without increasing delay so much.

Even if the above congestion control is applied to the system, cell loss will occur. In
a higher layer over ATM, a packet is discarded when one or mode cells are lost in that
packet, and the destination node then requires its source to retransmit the corrupted packet.
Therefore, once one of cells constituting a packet is lost, its subsequent cells of the corrupted
packet result in wasting network resources. Thus, selectively discarding those cells will
enable us to efficiently utilize network resources.

The second objective is to investigate the effectiveness of selective cell discard schemes
as another congestion control in Chapter 4. To do so, we propose the exact analysis of the
packet loss probability in the system applying these schemes without the retransmission of
lost packets. We find from numerical results that Tail Dropping (TD) and Early Packet
Discard (EPD) as selective cell discard schemes can improve packet loss probability, and TD
achieves performance comparative to that of EPD with less complexity of implementation.

Supposing the case that congestion causes the loss of cells from Constant Bit Rate (CBR)
traffic. This traffic is sensitive to delay as well as cell loss. As a way of recovering from
loss, Forward Error Correction (FEC), which does not require any retransmission of lost
cells, may be used for such delay-sensitive traffic.

The third objective of this dissertation is to evaluate the performance of FEC as error
control in Chapter 5. FEC adds redundant cells to data ones, all of which are organized
into a group called a block, and allows receivers to correct up to some lost cells without
retransmission. We exactly analyze the distribution of the number of cells lost within a
block and examine the benefits due to FEC by means of the analysis. Numerical results
show that using a block of large size improves the block loss probability significantly,
however, it can cause the receiver to wait longer until the last cell within a block comes
up, and that the possible block size thus depends on some requirement in terms of delay
time in each application.

Finally, the author would like to hope that the research in this dissertation will be helpful
for further study in this field.
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Chapter 1

Introduction

1.1 B-ISDN

Up to the present, most networks are dedicated to specific purposes like telephony, TV
distribution, circuit-switched or packetized data transfer [HAND 95]. Using pre-existing
networks for new applications may lead to characteristic drawbacks, as such networks
are not usually tailored to the needs of services that were unknown when networks were
implemented. So data transfer over the telephone network is limited by a lack of bandwidth,
flexibility and quality of analogue voice transmission equipment. Telephone networks were
engineered for a constant bandwidth service, and using them for variable bit rate data
traffic requires costly adaptation.

In 1984, the Plenary Assembly of the CCITT (International Telegraph and Telephone
Consultative Committee, which has become the International Telecommunication Union
Telecommunication standardization sector, ITU-T, as of the beginning of 1993) adopted the
I series recommendations dealing with Integrated Services Digital Network (ISDN) matters.
The CCITT stated that an ISDN is a network, in general evolving from a telephony IDN,
that provides end-to-end digital connectivity to support a wide range of services, including
voice and non-voice services, to which users have access by a limit set of standard multi-
purpose user-network interfaces [[TUC 84]. One of ISDN standard interfaces was defined
and called basic access, comprising two 64 kbit/s B channel and a 16 kbit/s signalling
D channel. Another type of interface, the primary rate access, with a gross bit rate of
about 1.5 Mbit/s or 2 Mbit/s, offers the flexibility to allocate high-speed H channels or
mixture of B channels, H channels and a 64 kbit /s signalling channel.

This original ISDN is based on the digitized telephone network [ITUC 84] which is char-
acterized by the 64 kbit/s channel. The 64 kbit/s ISDN is basically a circnit switched

network, but it can offer access to packet-switched services. ISDNs are being implemented
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in this decade. Their benefits for the user and network provider include:

e common user-network interface for access to a variety of services
e enhanced (out-of-band) signalling capabilities
e service integration

e provision of new and improved services

ISDNs can offer users an interface with capacity of up to about 2 Mbit/s. However,
connection of Local Area Networks (LANSs) or transmission of moving images with high
resolution may require considerably higher bit rate. Consequently, the conception and
realization of a broadband ISDN (B-ISDN) was desirable.

ITU-T Recommendation 1.113 [ITUTI 113] defines ‘broadband’ as ‘a service or system
requiring transmission channels capable of supporting rates greater than the primary rate’.
Armbriister and Rothamel [ARMB 90] tried to compile technical characteristics for major
B-ISDN applications. The results are given in Table 1.1.

Table 1.1: Characteristics of broadband services

Service Bit rate (Mbit/s) | Burstiness
Data transmission 1.5 to 130 1-50
Document transfer / retrieval 1.5 to 45 1-20
Video-conference / video telephony 1.5 to 130 1-5
TV distribution 30 to 130 1
HDTYV distribution 130 1

Burstiness = peak bit rate/average bit rate

From this table, it is found that the bit rate available to a broadband user is up to
hundreds of Mbit/s. The higher bit rate on 64 kbit/s based ISDN was realized by mixing
B channel, H channel and D channel. However, This could not manage a bit rate gradually
existing from 64 kbit/s telephony to hundreds of Mbit/s HDTV distribution. Furthermore,
channel structures are fixed at subscription time and not dynamically changed. This dead-
lock was finally overcome by adopting an interface model based on a complete breakdown
of its payload capacity into small pieces called cells, each of which can serve any purpose.
They may be employed to carry information relating to any type of connections: this

technique is referred to as the Asynchronous Transfer Mode (ATM).
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1.2 ATM

1.2.1 B-ISDN based on ATM

The asynchronous transfer mode (ATM) is considered the ground on which B-ISDN is to
be built [ITUT 121]. The term transfer comprises both transmission and switching aspects,
and a transfer mode is thus a specific way of transmitting and switching information in a
network.

In ATM, all information to be transferred is packed into fixed-size slots called cells.
These cells have a 48 octet information field and a 5 octet header (see Fig. 1.1). Whereas
the information field is available for the user, the header field carries information that
pertains to the ATM layer functionality itself, mainly the identification of cells by means
of a label. ATM uses a label field inside each cell header to define and recognize individual
communications. In this respect, ATM resembles conventional packet transfer modes. Like
packet switching techniques, ATM can provide a communication with a bit rate individually
tailored to the actual need, including time-variant bit rates. In ATM based B-ISDN, a bit
rate of about 155 Mbit/s or 622 Mbit/s will be typically offered to the user across the

broadband user-network interface.

Header Information field
5 octets 48 octets

Figure 1.1: ATM cell structure

The term asynchronous refers to the fact that, in the context of multiplexed transmission,
cells allocated to the same connection may exhibit an irregular recurrence pattern as they
are filled according to the actual demand. The multiplexing and switching of cells are
independent of the actual application. Thus, the same piece of equipments can handle a
low bit rate connection as well as high bit rate connection, do it of stream or burst nature.
Dynamic bandwidth allocation on demand with a fine degree of granularity is provided.
The flexibility of the ATM-based B-ISDN network access resulting from the cell transport
concept strongly supports the idea of a unique interface which can be employed by a variety
of customers with quite different service needs.

ATM combines advantageous features of both connection- and packet-oriented tech-

niques. The former requires only low overhead and processing, and, once a connection
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is established, the transfer delay of the information is low and constant. The latter is much
more flexible in terms of the bit rate assigned to individual (virtual) connections. ATM is a
connection-oriented, hardware-controlled, low-overhead concept of virtual channels which

have no flow control or error recovery.

1.2.2 ATM Layer Function

/ Management Plane

Control
Plane

User Plane

Higher Layers | Higher Layers

ATM Adaptation Layer,AAL

ATM Layer /

Physical Layer

Figure 1.2: B-ISDN protocol reference model

Figure 1.2 shows the B-ISDN protocol reference model. Functions of each plane and
layer in Fig. 1.2 are defined in [ITUI 321]. I will only explain the function of ATM layer
based on cell header description in the remainder of this section and also show that of
ATM Adaptation Layer (AAL) in Section 1.3 in order to clarify the motivation of this
dissertation.

The ATM layer is the one above the physical layer. Its characteristic features are in-
dependent of the physical medium. Figure 1.3 depicts the cell header structure. Four
functions of this layer have been identified as follows [HAND 95).

e In the transmit direction, cells from individual Virtual Channel (VC) and Virtual
Path (VP) are multiplexed into one resulting cell stream by the cell multiplexing
function. The composite stream is normally a non-continuous cell flow. At the
receiving side, the cell demultiplexing function splits the arriving cell stream into

individual cell flows appropriate to the VC or VP.

The ATM layer has two hierarchical levels; virtual channel level and virtual path level,

and both are defined in [ITUI 113]:
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8 7 6 5 4 3 2 1 i

GFC/VPI VPI 1
VPI - VCI 2
VClI 3
VCI PTI CLP | 4
HEC 5

[octet]

Figure 1.3: Cell header structure

Virtual channel: ‘A concept used to describe unidirectional transport of ATM cells associ-
ated by a common unique identifier value.” This identifier is called the virtual channel
identifier (VCI) and is part of the cell header. The VCI is assigned in a field of 16 bits
of the cell header for routing.
Virtual path: ‘A concept used to describe unidirectional transport of cells belonging to
virtual channels that are associated by a common identifier value.” This identifier is called
the virtual path identifier (VPI) and is part of the cell header. The VPI field at the B-
ISDN UNI(User Network Interface) consists of 8 bits while that at NNI(Network Network
Interface) comprises the first 12 bits of the cell header, thus providing enhanced routing
capabilities.

A transmission path may comprise several VPs, and each VP may carry several VCs.

The VP concept allows the grouping of several VCs.

e VPI and VCI translation are performed at ATM switching nodes and /or at cross-
connect nodes. Within a VP node, the value of the VPI field of each incoming cell
is translated into a new VPI value for the outgoing cell. The value of the VPI and

VI are translated into a new value at a VC switch.

e The cell header generation/extraction function is applied at the termination
points of the ATM layer. In the transmit direction, after receiving the cell information
field from the AAL, the cell header generation adds the appropriate ATM cell header
except for the Header Error Control (HEC). In the opposite direction, the cell
header extraction function removes the cell header. Only the cell information field is
passed to the AAL.
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e The GFC(Generic Flow Control) function is only defined at the B-ISDN UNIL
GFC supports control of the ATM traffic flow in a customer network. It can be used
to alleviate short-term overload conditions at the UNI. The GFC field in the cell

header consists of 4 bits.

Three header bits are used for the payload type identification (PTI). The payload
of user information cells contains service adaptation functions. The left bit of PTI is
used to distinguish between user cells and F5 cells which support OAM(Operation and
Management) of VCCs(Virtual Channel Connection). The center bit is allocated to the
ATM-layer-user-to-ATM-layer-user (AUU) indication which is used by AAL type 5
(see Section 1.3). The right bit is used for the congestion indication (CI) bit which
may be modified by any congested network element to inform the end-user about its state
(see Section 1.4).

The cell loss priority (CLP) field counsists of one bit which is used explicitly to indi-
cate the cell loss priority. If the value of the CLP bit is ‘1’, the cell is subject to discard,
depending on the network conditions. However, the agreed quality of service (QOS) pa-
rameters will not be violated. In the other case (CLP = ‘0’), the cell has high priority and
therefore sufficient network resources have to be allocated to it. The CLP bit may be set
by the user or the service provider (also see Section 1.4).

The HEC field is part of the cell header, but it is not used by the ATM layer. The HEC
sequence is processed by the physical layer and is specified in ITU-T Recommendation
1.432 [TTUT 432].

1.3 AAL : ATM Adaptation Layer

The AAL is between the ATM layer and higher layers. Its basic function is the enhanced
adaptation of services provided by the ATM layers to the requirements of the higher layer
[ITUI 362]. AAL functions are organized in two sublayers: segmentation and reassem-
bly (SAR) sublayer and convergence sublayer (CS). The essential functions of the
SAR sublayer are, at the transmitting side, segmentation of higher layer PDUs (Protocol
Data Units) into a suitable size for the information field of the ATM cell and, at the re-
ceiving side, reassembly of the particular information fields into higher layer PDUs. The
CS is service dependent.

In order to minimize the number of AAL protocols, ITU-T proposed a service classi-
fication specific to the AAL. This classification was made with respect to the following

parameters:
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e timing relation between source and destination (required or not required)
e bit rate (constant or variable)

e connection mode (connection-oriented or connectionless)

Class A | ClassB | ClassC | Class D
Timing relation Required Not required
Bit rate Constant Variable
_ . . Connec-
Connection mode Connection oriented tionless

Figure 1.4: Service classification for AAL

Figure 1.4 depicts the AAL classes, and several AAL protocol types are defined in follow-
ing subsections. Fach type consists of a specific SAR sublayer and CS. This classification
fits the AAL service classes. However, no strict relationship between the AAL service
classes and the AAL protocol types is requested. Other combination of the described SAR

and CS protocols may be used to support specific services.

1.3.1 AAL Type 1

Constant Bit Rate (CBR) services (class A) use AAL type 1 because it receives/delivers
data with a constant bit rate from/to the layer above. Timing information is also
transferred between source and destination. Indication of lost or errored information is

sent to the higher layer if these failures can not be recovered within the AAL.

SAR sublayer

The SAR-PDU consists of 48 octets and its format is shown in Fig. 1.5. The first octet
includes the Protocol Control Information (PCI) and all other octets are available for the
SAR-PDU payload. The PCI is subdivided into a 4 bit sequence number (SN) and & 4
bit sequence number protection (SNP) field. The SN consists of a convergence sublayer
indication (C) bit and a 3 bit sequence count (SC) field. The SNP field contains a 3 bit
CRC which protects the SN field and an even parity bit. The SC value of the SN makes it

possible to detect the loss or misinsertion of cells.
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4 bits 4bits 47 octets
SN SNP SAR-PDU payload

C| SC | CRC|P

|
1 SAR-PDU header

@ ->
1 |

| SAR-PDU
o

Y

Figure 1.5: SAR-PDU format for AAL type 1

Convergence Sublayer

The function of the CS depends strongly on the service to be supported. Some of these

functions are listed in the following.

e Source clock frequency recovery using the synchronous residual time stamp method

(SRTS). For details of this method see [ITUI 363].
o Transfer of structure information between source and destination.

e Forward Error Correction (FEC) may be used to ensure high quality for some
video and audio applications. This may be combined with octet interleaving to give
more secure protection against errors. I will introduce this method described in
[ITUI 363] at Section 1.5.

1.3.2 AAL Type 2

AAL type 2 is proposed for Variable Bit Rate (VBR) services with a timing relation
between sources and destination (class B, for example, VBR audio or video). This type is
not well defined yet and the services and functions can be anticipated. It might also be

possible that AAL type 1 is enhanced to provide AAL type 2 functions.

1.3.3 AAL Type 3/4

The name of this AAL reflects its development: as the service classes were specified, sep-
arate AALs were allocated for class C and class D services, namely AAL type 3 and AAL

type 4. The AAL 3 was intended to provide framing service for connection-oriented data



1.3. AAL : ATM Adaptation Layer 9

protocols like X. 25, and the AAL 4 was intended to provide that for connectionless pro-
tocols like ITP. The AAL is used for connection oriented as well as for connectionless data
communication. However, the AAL itself does not perform all functions required by a con-
nectionless service, since functions like routing and network addressing are performed on
the higher layer or the network one. Therefore, both types have merged, thereby supporting

both service classes.

SAR sublayer

Figure 1.6 illustrates the SAR-PDU format. In general, CS-PDUs are of variable length.
When accepting such a PDU, the SAR sublayer generates SAR-PDUs containing up to 44
octets of CS-PDU data. The CS-PDU is preserved by the SAR sublayer. This requires
a segment type (ST) indication. The ST indication identifies a SAR-PDU as being
beginning of message (BOM), continuation of message (COM), end of message
(EOM) or single-segment message (SSM).

Multiplexing of multiple CS-PDUs on a single VCI/VPI is supported by a 10 bit multi-
plexing identifier (MID). The use of the MID field allows the multiplexing of 2'° AAL-
user-to-A AL-user connection on a single user-to-user ATM layer connection for connection-
oriented data communication. For connectionless data communication, the MID field allows
interleaving SAR-PDUs up to 2!° CS-PDUs on the same semi-permanent ATM layer VC.

Last segment and single one SAR-PDUs may contain less payload octets than the maxi-
mum of 44, and thus also need an indication of the number of valid octets in a 6 bit length
indicator (LI) field.

2 bits 4 bits 10 bits 44 octets 6 bits 10 bits
ST | SN | MID | SAR-PDU payload LI }CRC
I SAR-PDU

|
: jAR-PDU header trailor
: SAR-PDU

[«

 J

A 4

Figure 1.6: SAR-PDU format for AAL type 3/4
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1.3.4 AAL Type 5

AAL type 5 will be applied to VBR sources without a timing relation between source
and destination. It provides services similar to AAL type 3/4 and will mainly be used
for data applications. The reason for defining this additional AAL type was its reduced
overhead (i.e., SAR-PDU payload field contains only 44 octets out of a 48 octet SAR-PDU
for AAL type 3/4 traffic). Its function and service mode are identical to those for AAL type
3/4. However, one essential difference is that AAL type 5 dose not support a multiplexing
function, and thus there is no MID field.

SAR sublayer

The SAR sublayer accepts service data unit (SDU) which is of an integer multiple
of 48 octets from the CS. No additional overhead is added to the received SDUs at the
SAR sublayer. Only segmentation and, in the reverse direction, reassembling functions
are performed. For the recognition of the beginning and end of a SAR-SDU (which is
correspond to CS-PDU), AAL type 5 makes use of the AUU parameter, which is part of
the PT field in the ATM header (cf. section 1.2). An AUU parameter value of ‘1’ indicates
the end of a SAR-SDU, while a value of ‘0’ indicates the beginning or continuation of a
SAR-SDU. Thus a ST field provided in AAL type 3/4 is not required.

1.4 Traffic Control and Congestion Control in ATM
Networks

According to ITU-T Recommendation 1.371 [ITUT 371], the primary role of traffic control
in B-ISDN is to protect the network and the user in order to achieve predefined network
performance objectives in terms of quality of services (QOS) such as Cell Loss Ratio
(CLR), Cell Transfer Delay (CTD) and Cell Delay Variation (CDV). Traffic control refers to
the set of actions taken by the network to avoid congestion. However, congestion may occur
because of misfunctioning of traffic control functions caused by unpredictable statistical
fluctuations of traffic flows or of network failures, possibly leading to excessive cell losses or
unacceptable end-to-end cell transfer delays. Therefore, functions referred to as congestion
control ones are intended to react network congestion in order to minimize its intensity,
spread and duration. Furthermore, an additional role of traffic control is to utilize network

resources efficiently.
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1.4.1 Traffic Control Functions

In [ITUI 371], the following six functions are defined in detail as traffic control functions

in ATM networks. Here, I will briefly introduce each function.

Connection Admission Control, CAC

CAC represents the set of actions taken by the network at call set-up phase in order to
accept or reject an ATM connection. A connection request for a given call is accepted
only when sufficient resources are available to carry the new connection through the whole
network at its requested QOS while maintaining the agreed QOS of already established

connections in the network.

Usage /Network Parameter Control, UPC/NPC

UPC/NPC are performed at the user-network interface (UNI) and the network-network
interface (NNI), respectively, and represent the set of actions taken by the network to
monitor and control traffic on an ATM connection in terms of cell traffic volume and cell
routing validity. This function is also called ‘police function’. The main purpose is to

enforce the compliance of every ATM connection to its negotiated traffic contract.

Network Resource Management

One tool of network resource management which can be employed for traffic control is the
virtual path technique. By grouping several virtual channels together into a virtual path,
CAC and UPC/NPC can be simplified as only aggregated traffic of an entire virtual path
has to be handled.

Priority Control

ATM cells have an explicit cell loss priority (CLP) bit in the header as previously mentioned
in Section 1.2, and at least two different ATM priority classes can be distinguished. Kréner
[KRON 90] describes different buffering mechanisms for switching/multiplexing systems

with two cell loss priorities:

e Common buffer with pushout mechanism: Cells of both priorities share a common
buffer. If the buffer is full and a high-priority cell arrives, a cell with low priority (if
available) will be pushed out and lost.
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e Partial buffer sharing: Low-priority cells can only access the buffer if the queue length
of the buffer is less than a given threshold ( < total buffer capacity). High-priority

cells can access the whole buffer.

e Buffer separation: Different buffers are used for the two priorities. This mechanism
is simple to implement but cell sequence integrity can only be maintained if a single

priority is assigned to each connection.

Traffic Shaping

Traffic shaping alters the traffic characteristics of a stream of cells on a VPC or VCC in order
to reduce the peak rate, limit the burst length or reduce the cell delay variation by suitably
spacing cells in time. It must maintain the cell sequence integrity of an ATM connection.
It is also used in conjunction with suitable UPC functions, provided the additional delay

remains within the acceptable QOS negotiated at call set-up.

.. Fast Resource Management

Fast resource management is a tool that enables the immediate allocation of necessary
capacity, such as bit rate or buffer space, to individual burst-type connections for the
duration of a burst. Indication of a burst by the user and allocation acknowledgement by

the network could be signalled in-band via specific ATM layer messages.

1.4.2 Congestion Control Functions

The following two functions are simply described as congestion control functions in ATM

networks, and however, these specifications may be for further study [TTUI 363].

Selective Cell Discard

A congested network elements may selectively discard cells explicitly identified as belonging
to a non-compliant ATM connection and/or those cells with CLP = 1 cell loss priority. This
is to primarily protect, as long as possible, high priority CLP = 0 flows.

Explicit Forward Congestion Indication

A network element in a congested state may set an explicit forward congestion indication
(CI) in the cell header as described in Section 1.2. At the receiving end, the customer

equipment may use this indication to implement protocols which adaptively lower the cell
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rate of the connection during congestion. I will refer to this scheme as Forward Explicit
Congestion Notification, (FECN) in contrast to Backward - ECN (BECN), which

will be presented in the following subsection.

1.4.3 ABR Traffic Control Mechanism

The Constant Bit Rate (CBR) and Variable Bit Rate (VBR) bearer capabilities
have been defined by the ATM Forum for connections requiring specified ATM layer Quality
of Service (QOS) commitments as regards CLR, CTD and CDV. These QOS guarantees
can be delivered by the network by means of a bandwidth resource allocation process,
executed at connection set-up time and denoted as the CAC function.

However, the traffic generated by data applications is highly unpredictable and of an
extremely bursty nature (see Table 1.1), i.e., a highly variable packet generation rate and
with varying packet sizes. It follows that the framework of a fixed static traffic contract as
defined for connections using the CBR or VBR bearer capability is not ideally suited for
this type of applications. Since data applications are rather sensitive to cell loss but can
tolerate substantial variations in delay, there is a need for the network to inform the user
via feedback of an impending exhaustion of resources which could ultimately result in cell
loss. Therefore, additional ATM layer traflic management facilities are necessary in order
to effectively transport traflic from such sources so that network operators can make the
most of any unused link capacity without affecting the performance of the CBR and VBR
connections. To this end, the ATM Forum and also the I'TU-T are defining a novel ATM
layer bearer capability, referred to as the Available Bit Rate (ABR) one [PRYC 95].
On the other hand, the bearer capability, whose connection is not sensitive to cell loss as
well as delay, is specified as Unspecified Bit Rate (UBR) one. ABR or UBR are usually
specified in the traffic contract when the ATM network is providing best-effort service.
Thus, these two classes of traffic are referred to as best-effort traffic [STU 95]. Therefore,
AAL type 3/4 and type 5 traffic may correspond with best-effort one.

The ATM Forum adopted a rate based approach [BONO 95|, as opposed to a credit
based approach with buffer allocation [KUNG 95], with closed loop traffic control mech-
anism for providing an end-to-end ABR bearer capability. This ABR traffic control mecha-
nism will allow the Source End System (SES) to dynamically adjust its cell sending rate
based on feedback control information received from the network, indicating its availability
status of bandwidth resources.

To obtain this information, the ABR connection’s SES injects Resource Management

(RM) cells into its information cell stream on a regular basis, in order to probe the network,
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i.e., the RM cells will actually fulfil the role of network bandwidth scouts. For an ABR
traffic control mechanism that operates on a pure end-to-end basis, these RM cells are
then returned by the Destination End System (DES). Thus, for the ABR information
flow from SES to DES, there exists two RM cell flows: one in the forward direction from
SES to DES and another in the backward direction from DES to SES.

Moreover, the adopted rate based policy based on these RM cell flows also provides the
option to safely create separately controlled ABR segments. The introduction of the con-
cept of a virtual destination and of a virtual source allows the information control
loop to be segmented at any convenient point along the end-to-end path. For any ABR
connection, an intermediate network may therefore create its own independently and in-
ternally controlled segment by terminating the loop. Furthermore, it is possible to create
a link-by-link closed loop rate control mechanism.

Some kinds of ABR traffic control schemes are listed as follows.

Binary feedback information

If the SES receives the backward RM cell with Congestion Indication (CI) = 0, namely,
no congestion experienced, then it increases its sending cell rate. Otherwise, i.e., when it
receives the RM cell with CI = 1 (congestion experienced in the forward path) or no

receiving of that, it reduces the sending rate; it is a kind of positive feedback control

[YANG 95].

Explicit rate feedback information

In interleaving the RM cell at the SES, it is supposed to initially write the cell rate into
the Explicit Rate (ER) field in the RM cell. The value in ER field could be rewritten
to reduce (not increase) by intermediate switches in accordance with their available rate.
When the backward RM cell is received by originating SES, the cell rate value advertised
in the ER field specifies an explicit upper bound at which the SES may submit its cells to
the network, since this value represents the bottleneck rate of the ABR connection on its

end-to-end path.

Intelligent marking

CI bits and the ER field are in the RM cell, and thus intelligent marking selectively employs
binary feedback or explicit rate feedback for achieving an ABR fairness requirement.
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Enhanced proportional rate control algorithm (EPRCA)
EPRCA may be similar to binary feedback, except for the followings:

e The RM cell insertion frequency proportional to the number of data cells, NV,,,, sent

to the network.
e Additive increase approach when the SES increases its cell rate

e Multiplicative decrease approach if the SES reduces its cell rate

Backward explicit congestion notification (BECN)

The intermediate switch that receives a forward RM cell with a current cell rate larger
than the rate it can support, may reduce the ER parameter. Beside continuing the RM cell
forward, the switch may at the moment also generate an RM cell back towards the SES with
CI = 1. Thus, BECN based feedback control operates on the time scale of the round-trip
propagation delay between SES and congested point, not DES as in using FECN.

1.5 Error Control for AAL Type 1 Traffic

As described in Section 1.2, although ATM deals with no error control and it relies on
higher layer protocol based on end-to-end control, Forward Error Correction (FEC)
may be used to ensure high quality for some video and audio application [ITUT 363].

This correction method combines FEC and octet interleaving, from which CS-PDU struc-
ture is defined. FEC uses the Reed-Solomon (124,128) code which is able to correct up to
2 errored symbols (octets) or 4 erasures in the block of 128 octets. An erasure represents an
errored octet whose location in the block is known. The specific polynomials to be used for
Reed-Solomon code are for further study. In the transmitting CS, 4 octet Read-Solomon
code is appended to 124 octets of incoming data from the upper layer. The resulting 128
octet long blocks are then forwarded to the octet interleaver. Figure 1.7 shows a format of
the interleaving matrix.

The octet interleaver is organized as a matrix of 128 columns and 47 rows. The interleaver
is used as follows; at the input, incoming 128 octets long blocks are stored row by row (one
block corresponding to one row); at the output, octets are read out column by column.
The matrix has 128 x 47 = 6016 octets, corresponding to 128 SAR-PDU payload. These
128 SAR-PDU payloads constitute one CS-PDU.

In this process, the loss of one SAR-PDU payload in the matrix implies one erasure in

each row of the matrix. Frasures correspond to dummy cell payloads inserted in the cell
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Figure 1.7: Format of the interleave matrix

flow when a cell loss has been detected. Misinserted cells which have been detected are
merely discarded in the CS.

For the synchronous of the CS-PDU, the CS indicator bit of the SAR-PDU header (see
Section 1.3) is set to 1 for the first SAR-PDU payload of the CS-PDU.

Within any CS-PDU matrix, this method can perform the following corrections:

e 4 cell losses ; or

o 2 cell losses and 1 errored octet in each row ; or

e 2 errored octets in each row if there is no cell loss.

The overhead of this method is 3.1%, and the delay is 128 cells.
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1.6 Overview of the Dissertation

So far, I have introduced a general view of ATM technique, for realizing broadband-
ISDN(B-ISDN) in Section 1.1, especially ATM layer functions (in Section 1.2) and AAL
ones which are dependent on each service type such as voice on circuit emulation mode,
constant and variable bit rate audio, video, data transfer and so on in Section 1.3.

Again, ATM-based B-ISDN (hereafter, I will call this ATM network in brief) handles
the transfer of small fixed-size cells on ATM layer. ATM enables us to transmit traffic of a
wide range of bit rates, from the order of kbit/s to hundreds of Mbits/s, in unique network
interface. Therefore, in ATM networks, it is expected that the statistical multiplexing
of cells from different service classes of higher layer may achieve efficiently utilization of
network resources (i.e., bandwidth and the buffer of switch). On the other hand, it may
cause cell loss even at any places such as UNI, NNI, intermediate ATM switch or cross-
connect point along end-to-end connection. Cell loss is considered as one of main problems
or drawbacks in ATM networks. Therefore, traffic control function is absolutely required in
ATM network to avoid congestion as presented in ITU-T Recommendation 1.371 [ITUT 371],
and I have described the summary of traffic control functions in Section 1.4.

It is considered that CAC and UPC are fundamental traffic control functions to pre-
ventively avoid congestion. These control functions are based on network contracts and
declared parameters of traffic from users at the call set-up time. However, user traffic
has highly correlated nature (namely high burstiness, see Table 1.1) and may have un-
predictable statistical fluctuation during established connection phase, that is, short-term
congestion may still occur. In order to relieve such congestion and to minimize its intensity,
spread and duration, congestion control function is also recommended in [ITUI 371]. Its
specification is not clarified for whole AAL service class, but only for available bit rate
(ABR) class, and it has been summarized in Section 1.4, in which it is required to apply
not only preventive (or, open-loop [YANG 95, OHSA 95]) control such as CAC and UPC,
but also rate-based, closed-loop reactive control.

To this end, first in Chapter 2, T will focus on reactive congestion control scheme based
on BECN as shown in Section 1.4 for ABR traffic in ATM networks. For this purpose,
I treat the two-stage queueing network where the output from the multiple sources in the
first stage is multiplexed at the switching node, called server, in the second stage with some
propagation delay between two stages. It thus can be assumed that the server becomes
the bottle-neck or congested node in ATM networks. In this model, the cell transmission
rate at each source can be adjusted to the queue length in the server because each sources

can be equipped with buffers. For the cell arrival processes at each source, I employ the
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two-state Markov Modulated Bernoulli Process (MMBP) which enables us to treat bursty
traflic such as data. By using this model, I provide an approximate analysis to examine
the impact of propagation delay, buffer size, and traffic characteristics such as average
arrival rate and burstiness on the cell loss probability and the average waiting time
of reactive congestion control. Furthermore, I will propose the cell push-out scheme, in
which the cell transmission also depends on its own queue length. This scheme forces each
source to push out its head-of-line (HOL) cell to the server when there is no space in its
buffer for newly arriving cell to improve the overall cell loss performance in the system. It
is noted that this cell push-out scheme must be distinguished from pushout mechanism as

priority control defined in Section 1.4.

ECN based reactive congestion control operates on the time scale of the round-trip prop-
agation delay of ATM connection. Therefore, in ATM wide area network (WAN),
the feedback delay of congestion information or the RM cell becomes so large that it may
degrade the performance in terms of the cell loss probability as well as the average wait-
ing time in intermediate switches. Thus, link-by-link backpressure (or BP in short)
congestion control is expected to improve the performance in ATM WAN environment.
Link-by-link control would be optionally realized for controlling ABR traffic as mentioned
in Section 1.4. Therefore, in Chapter 3, I will investigate the performance of link-by-link BP
control. I analyze the BP control by applying the analytical approach, developed in Chap-
ter 2, where I deal with the relation between the congested server and its upstream nodes
instead of sources. The multiplexed cell stream of congested server and other congestion
free servers must be dealt with at each upstream node, MMBP is also intended to model
the superposition of these traffic [HEFF 86]. As mentioned in [JAIN 92], the BP control
would make cells not traveling the congested server adversely affected in terms of cell loss
performance by the HOL-blocking due to BP. Therefore, I will also examine how the cell
push-out scheme efficiently relieves the HOL-blocking and how it successfully enables cell

not transmitting the congested server to travel its upstream node without blocked.

In Chapter 4, I will focus on another congestion control, selective cell discard control
based on the burst or packet level. The packet of the ATM upper layer is divided into one
or more cells; and which are transmitted in ATM networks. If a cell gets lost within ATM
networks, the AAL layer of destination can not reassemble the packet to which the cell
belongs, and the transport-layer requires the source to retransmit the packet. Therefore,
once one of cells constituting a packet is lost, its subsequent cells in the packet are not worth
relaying within the ATM network. Thus, the network resources could be utilized efficiently
in a way to selectively discard such cells at the multiplexing node or the ATM switch. In

applying this scheme to ABR traffic, the intermediate ATM switch or cross-connect point
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should identify the end cell of the upper layer packet. As mentioned in Section 1.4, AAL
3/4 protocol has this information in the header of AAL layer PDU whereas it is filled in
the ATM layer header in case of AAL 5 traffic. Therefore, this scheme could be applied to
AAL 5 traffic. In order to evaluate the effectiveness of this scheme, I should keep track of
the packets from which cells have been lost. Therefore, I will propose the exact analysis of
the packet loss probability on the system which is applied selective cell discard schemes
by the following assumptions: the distribution of the packet length from AAL 5 traffic is
geometric one and sources are homogeneous in terms of traffic characteristics.

In conventional networks, as a way to recover from loss, ARQs (Automatic Repeat
Requests) have prevailed, which rely on sources to retransmit the packet when they are
informed of cell loss happening within the networks by the receiver. However, as mentioned
in Section 1.5, FEC (Forward Error Correction) may be used to ensure high quality
for some video and audio application on AAL type 1 connection. This FEC scheme is
based on octet interleaving with Reed-Solomon coding. On the other hand, the Reed-
Solomon erasure (RSE) code developed in [ANTH 90] has been implemented by the
device operating at 1 Gbit/s because its less complexity compared with the conventional
Reed-Solomon code. This makes FEC combined with cell interleaving possible, and
enhances the capability of recovery from cell loss. Thus, in Chapter 5, I will evaluate
the performance of FEC with cell interleaving. In FEC scheme based on RSE code, the
FEC encoder produces some redundant cells, say 7 cells, every predetermined number
of data cells, say p cells. Those redundant cells together with data cells form a group
called a block. In this case, the receiver can correct up to r cells among cells lost in
a block without retransmission. Accordingly, the block loss probability is a primary
performance measure instead of the individual cell loss probability. Further, the cell loss
distribution in a block would be highly correlated since cell generation processes from
some kind of sources have bursty nature. Therefore, we will provide an exact analysis of
the distribution of the number of cells lost in a block, and obtain the block loss probability
from the distribution. It is assumed the interrupted Bernoulli process (IBP), which
is a subset of MMBP, as cell arrival process of sources in order to deal with bursty traffic.

In Chapter 6, some concluding remarks and suggestions for future research are given in
terms of studies in this dissertation.

The results discussed in Chapter 2 are mainly taken from [KAWA 95a], Chapter 3 from
[KAWA 95b, KAWA 95¢], Chapter 4 from [KAWA 96] and Chapter 5 from [KAWA 94].
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Chapter 2

Performance Analysis of Reactive
Congestion Control

2.1 Introduction

In packet sWitching networks, congestion control methods are mainly divided into two cate-
gories: preventive control and reactive controlHABI 91]. In conventional packet switching
networks, reactive controls are generally adopted in which the source node recognizes net-
work congestion by means of the feedback information sent from the destination node or
intermediate ones. Then, the source node limits the packet injection into the network by
some appropriate method. However, in high speed networks of today, propagation delay of
such congestion information are no longer negligible compared to the packet transmission
times. This sort of congestion control policy results in severe performance degradation
for real-time applications during the congestion period, which is greater than round-trip
propagation delay. Therefore, preventive controls are now being recognized as an attrac-
tive way of treating congestion problems in high speed networks. For example, in ATM
networks, congestion is prevented by limiting the number of connections on each link in
connection admission control (CAC) and usage parameter control (UPC), which ensure
required quality of service (QOS) for the established connections (see, e.g., [GILB 91]).
However, it often happens that users do not have enough information related to the
characteristics of their traffic before transmitting it, as mentioned in [GERS 91]. It is
therefore desirable that the CAC is performed based upon simple parameters associated
with incoming traffic. Gersht and Lee [GERS 91] have proposed congestion control at
two levels, VC level and cell level. In their mechanism, the simple CAC at VC level
successfully prevents congestion in combination with reactive congestion control at cell
level, which is applied only to nonreal-time traffic. Abould-Magd and Henry [ABOU 92]

21
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and Newman [NEWM 93] have shown by means of simulations that reactive congestion
control, referred to as Explicit Congestion Notification (ECN) mechanism, is effective in
ATM networks in allowing an efficient use of network resources while maintaining adequate
QOS. In particular, Newman [NEWM 93] has focused on ATM LANs and shown that
a backward ECN mechanism is very eflective in achieving high link utilization in ATM
LANSs of up to at least 50 km. The analytical approach for reactive congestion control
was developed by Wang and Sengupta [WANG 91], in which propagation delay between
sources and a congested node is taken into account, and packets are assumed to be always
transmitted in available slots from each source according to a Poisson distribution.

The main objective of this Chapter is to provide insights into the benefits gained by
using the reactive control algorithm and its limitations. For this purpose, we treat the
two-stage queueing network where the output from the multiple sources in the first stage is
multiplexed at the switching node, called server, in the second stage with some propagation
delay between two stages. In this model, the cell transmission rate at each source can be
adjusted according to the queue length in the server because each source is equipped with
buffers. For the cell arrival processes at each source, we employ the two-state Markov
Modulated Bernoulli Process (MMBP) which is intended to model the superposition of
bursty traffic [HEFF 86]. By using this model, we provide an approximate analysis to
examine the impact of propagation delay, buffer size, and traffic characteristics such as
average arrival rate and burstiness on the performance of some reactive congestion control
algorithms. In particular, we are interested in ATM LANs in which propagation delay is
very low, and reactive congestion controls are thus expected to be very effective.

Our modeling intends to treat the following case of practical interest; the ECN is sent
along the forward path to the destination, referred to as the forward ECN, and each source
stops/begins to transmit its cells according to the ECN. The backward ECN mechanism
can be also treated in which the latency experienced by the ECN is smaller than in the
forward ECN mechanism. ! Another type of congestion control which we will treat is that
each source controls its cell transmission depending on its own queue length as well as the
ECN. More specifically, the latter mechanism forces each source to push out its head-of-line
cell to the server when there is no space in its own buffer for a newly arriving cell. If at
most one cell arrives at a source per slot, cell loss does not occur at the source in this case.
Furthermore, the pushed-out cells from some sources can enter the server buffer if there is
any space in the buffer, whereas these cells, in turn, increase the server queue, causing the

sources to stop their cell transmission for a longer duration. Accordingly, this should lead to

1Qur analytical approach can be applied to a more general case where the ECN contains the queue length
of the congested node so that each source varies its cell transmission rate according to such information.
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performance improvement with respect to cell loss at the cost of some additional waiting
time incurred in the buffer, along with an appropriate ECN-based congestion control.
Within an acceptable waiting time, performance improvement can actually be obtained,
which will be shown in our numerical examples.

The remainder of this Chapter is organized as follows. In Section 2.2, we describe our
analytical model. Section 2.3 provides an approximate analysis for deriving the cell loss
probability and the average waiting time under reactive congestion controls considered
in this Chapter. Numerical results and discussions are given in Section 2.4. Section 2.5

presents concluding remarks.

2.2  Analytical Model

In this section, we describe our model for analyzing the reactive congestion control algo-
rithms. Our queueing system consists of two-stage queues with finite capacity in series, as
illustrated in Fig. 2.1. In the first stage, there are R sources in parallel. S;; denotes the
J-th source in the first stage, which has a cell buffer of K, in length. Cells transmitted
from these sources are multiplexed at the server S, in the second stage, which is equipped
with a buffer of B in length.

We consider a discrete time queueing system with time slot being equal to a cell trans-
mission time on the output link. It is assumed that cells arrive at each source S;; according
to a two-state Markov-Modulated Bernoulli Process (MMBP), which is characterized by a
set of parameters, (A1, Agj, 715, 725). It has two states, state 1 and state 2. At each slot,
the process changes its state from state 1 to state 2 with probability 715, and from state 2
to state 1 with probability r9;. The mean number of cells arriving at the j-th source per
slot is Ay; during state 1 and A,; during state 2, respectively. Thus, the average arrival

rate at the j-th source queue is given by

725 1 .
A= Ayj + Ay; (1<j<R). 2.1
? 15 1 7oy Y T15 + 195 5 (1< <B) (2.1)

Suppose that Ai; > Ay;. In addition to the average arrival rate, we define the burstiness, 3;,
which is commonly used to represent how the arrival traffic is bursty, and the burst-length,

Ly,, as follows,

A Ay

A
IBJ—A]" -

Ly,

J

% (1<j<R). (2.2)

We introduce the probability matrix of state transition and that of cell arrival for each
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Figure 2.1: Analytical model for reactive congestion control
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MMBP at source queues, T'; and a, j, respectively, as follows,

1— T1j T1j CLU('I,) 0 .
o - < j<R). .

T] ( T9j 1 — T, ) y Qg ( 0 a/2j(7/.) (1 =7 > R) (2 3)
Each element, a;;(1) (I = 1,2), in the above matrix a; ; corresponds to the probability that

the number of 7 cells arrive at the j-th source queue at each slot when MMBP is in state

[, and is given by

where Ny; is the maximum number of cells arriving at each slot at the j-th source when it
is in state [.

We introduce a control function «;(b) for each source Sj;, which is a function of the
queue length, b, of the server, and takes values ranging from 0 to 1. At each slot, by using
«;(b) as a probability of transmitting a cell, the j-th source determines whether it transfers
the cell in its buffer to the server or not. Apparently, as the number of cells at the server
becomes large, i.e., when the server is congested, the cells should be held momentarily in
the sources to relieve congestion at the server quickly. In this case, the transmission rate
at each one of the sources should be decreased. However, if the transmission rate is kept
low at sources even after congestion is relieved at the server, cell loss at sources would
unnecessarily happen.

Furthermore, we take into account propagation delay between the source and the server;
let 7;; be cell propagation delay from the j-th source to the server, and 7,; be delay
experienced by the congestion notification from the server to the j-th source, as illustrated
in Fig. 2.2-(a). Namely, the j-th source transmits its cell to the server according to the
state of the server queue at the 7 ;-th slot preceding the current slot. The state of the
server at the current slot thus depends on the state of the j-th source at the 7y ;-th slot
behind the current slot. As a result, it is very hard to carry out an exact analysis of this
system on a slot basis. 2

We set 77, and 73 ; to the same value, 7, for all the sources. A block of consecutive
27 + 1 slots will be called a super-slot (see Fig.2.2-(b)). Furthermore, we use the following

model which makes the analysis tractable, and then obtain the cell loss and the average

ZWang and Sengupta [WANG 91] proposed a sophisticated approach for analyzing a similar system by
taking into account propagation delay between sources and the server as mentioned in Section 2.1. It is
also of interest to investigate a manner to apply their approach to the system considered here. Since we are
in particular interested in ATM LANs with very low propagation delay, we derive here an exact analysis
of the system under no propagation delay, and then approximately analyze the system based upon the
analysis under some propagation delay.
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Figure 2.2: Behavior of cell transmission and outline of super-slot
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waiting time characteristics at an arbitrary slot by using the steady state probability at
the beginning of the super-slot. It is worth noting that the following model is the exact
one when 7 is equal to 0.

1) The server receives cells transmitted during a super-slot from each source only at the
end of the super-slot. Since cells transmitted at the i-th slot ( = 0,1...,27) of a super-slot
arrive at the server in 27 ——21' slots, the average delay time of cells transmitted from sources
to the server is equal to Z‘%—ﬁ?, resulting in 7.

2) Each source is assumed to receive the information of congestion notification from the
server only at the beginning of a super-siot with no delay. The value of the control function
a;(b) is changed only at the beginning of a super-slot, and is kept fixed all over the super-
slot. Since the feedback delay at the i-th slot of a super-slot is actually equal to 2 slzots,
2ot

the average feedback delay time per super-slot from the server to sources becomes Sz

This is also equal to .

2.3 Derivation of Steady State Probability of Buffer
Contents

The state of our system can be completely described by a set of 1) the queue length,
D,, of the server, 2) the queue length, D;;, of each source, and 3) the MMBP state, Sj,
of each source. Since it forms a Markov chain on a super-slot basis, we can derive the
steady state probability at the beginning of a super-slot, P(b, k1, s1,- -, kg, Sg) 2 Pr(D, =
b,Diy = k1,5, = sy, -+, D1z = kg, Sg = sgr), by using the transition probability matrix Q

obtained below for this process, and then also derive the overall system cell loss probability.

2.3.1 Transition Probability Matrix for System State, )

In order to derive @, we below obtain the following matrices: 1) the transition probability
matrix per slot, Gy ;(z), of the j-th source, 2) the transition probability matrix per slot,
Gy (y), of all the sources, and 3) the transition probability matrix per super-slot, Ly,

concerning the server.

Transition Probability Matrix for Each Source

To represent the transition probability matrix per slot for each source, we assume that the

events on each source at a slot occur in the following sequence,
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1. At the beginning of a slot, each source decides whether it transmits its head-of-line
(HOL) cell according to «;(h). The value of «;(b) at the beginning of a super-slot
is assumed to be used throughout that super-slot as mentioned earlier. If the j-th

source can transmit a cell at the slot, it starts to send the HOL cell to the server.

2. New cells arrive at the sources and are stored in their buffers. If the j-th source
contains k; cells at the beginning of a slot, it can store at most K; —k; +1 new cells.
When more than K; —k; +1 cells arrive, some of them will be lost. If there is no cell
in the buffer at the beginning of a slot, the source immediately starts to send one of

the newly arriving cells. 3
3. The source finishes sending the HOL cell at the end of a slot.

Let Gy (z) denote the transition matrix associated with the j-th source on the condition
that the server contains b cells in the buffer. Its (k,[)-block element corresponds to the
probability that the number of z cells are transmitted from the j-th source to the server,
and that the number of cells, D;;, at the j-th source is changed from & to . As mentioned
in Section 2.2, each source transmits its HOL cell to the server with probability a;(b),
which will be specified for each control algorithm in Section 2.4.

As mentioned in Section 1, we deal with two congestion control mechanisms, discipline
A and discipline B, which are different in the buffer management at the sources. Gy j(z)
is obtained below for these two disciplines.

1) discipline A (basic one)
Whether the HOL cell is transmitted or not depends only on a;(b). Gy () takes the

following form under this discipline.

a..T. o0
(Tfliﬁf)_) a,;T; -+ ag; ;T Zi:KJ- a; ;T
002] @ T; -+ aw;—2;T; TPk, a:iT;
Gi;(0) = (1—a4(b)) x : : : :
i s ao; T'; 22y 6T
0[2] e 0[2] ay ;T

3Some assumptions other than this one (cut-through assumption) can be used. This one is chosen only
as one of available assumptions.
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. . < . . .
a,;T; a;T; --- ak; ;i T;  YZk41 i3T5
. . oo .. .
ao;T; a,;T; --- ag, 1;T; Yk, aiT;

Go;(1) = a(b) x| 0[2]

: o ag Ty aq;T; oo a; ;T
0[2] ‘e 0[2] ay,; T Y ai Ty
(0<b<B, 1<j<R), (2.5)

where 0[m] represents a zero matrix of dimension m X m.

2) discipline B (pushout discipline)

When cell arrivals cause buffer overflow at the j-th source, the HOL cell is pushed out to
the server regardless of the value of &;(b), thereby enabling one of the new cells to enter the
source buffer. Thus, the transition matrix G ;(z) under discipline B is different from that
under discipline A only in the rightmost column, which is related to the case where the
buffer of the j-th source becomes fully occupied. Under this discipline, we obtain Gy j(z)

as

T
wtwy el o ax Ty kT
021  aoT; -+ g 25Ty ag;-1,;T;
G,;(0) = (1—ay(b)) x : : : :
PP a’O,jTj alijj
0[2] e e 0[2] ;T
oo a; ;T
a:]_,jTj azvaj e aKj ,]T] Zi:Kj+1 _a_JJ(b—)i
o Qi1
aoijj al,jTj et aKj—l,jTj Zi:Kj a;(b)
0[2 : :
Gis(1) = o) x| OB o
ag,; T a;T; pDas o:;(b)
o @il
o - 02 e Ty TR, gt
(0<b<B, 1<j<R). (2.6)

Transition Probability Matrix of Cells Transmission of All Sources

We introduce G(y) which represents the probability that the number of y cells are trans-
mitted at a slot from the sources to the server in total, and it can be expressed by the

Kronecker product of cell arrival matrices from the sources, i.e.,
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Gy(y) = D, Ghri(z1)®---®Gyr(zr) (0<y<R). (2.7)
Zf:l =y )

Transition Probability Matrix Concerning the Queue Length of Server per
Super-slot

To obtain the probability matrix which denotes the transition per super-slot with respect
to the queue length of the server, we assume the events on the server at a slot occur in the

following sequence,

1. The server begins to forward its HOL cell.

2. Cells arrive from each source. If the server contains b cells at the beginning of the
slot, it can store at most B — b + 1 cells of arriving cells. If the server contains no
cells at the beginning of a slot, it immediately begins to forward one of the arriving

cells.

3. The server finishes forwarding the cell at the end of a slot.

In what follows, we obtain the transition matrix L;j, which represents the transition of
the number of cells stored at the server from b to b’ at the beginning of two consecutive
super-slots.

For this purpose, we temporarily define the matrix M (z), whose elements represent
the probabilities that the server queue length is equal to z at the end of the ¢-th slot in a
super-slot, given that it is equal to b at the beginning of the super-slot. Ly is related to

this matrix as follows.
A
Lb,b’ = Mb’QT(bI). (28)

Suppose that z + 1 — b cells arrive at the server at the 0-th slot, which includes b cells
at the beginning of the 0-th slot. One of the b cells will be transmitted, and z cells will be
kept at the server at the end of the 0-th slot. Therefore, we have M o(z) at the end of the
0-th slot in a super-slot as follows.

Z}:on(j“b), ifz=0and b<1
Mo(z) =< Gp(z+1-0), ifl<z<B-1 . (2.9)
YEPPG(B+j—b), fz=B
In a similar manner, we obtain the following relation between M, (z) and My, 1(y).
S oSO My, (5 — 1)Gali), ifz=0
My, (z) = { SEERO AL (241 - 9)Gy(3), ifl<z<B-1
ROy B My, (B —0)Gy(i), ifz=B
(1<t<2r). (2.10)
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We can obtain M ,.(b') by using Eq.(2.9) and Eq.(2.10) iteratively.

2.3.2 Derivation of Steady State Probability

Using the matrix Ly, the whole transition probability matrix @ can be built as follows;

LO,O LO,l e LO,B
L L ... L
Q= o 7 (2.11)
LB,O LB,l oot LB,B
Note that the dimension of @ is given by
(B+1)gx (B+1)g, (¢22%FK,+1)---(Kr+1)). (2.12)

Consequently, we can obtain the steady state probability vector by solving the following

equation;
PQ=P, Pe((B+1)) =1, (2.13)

where e(m) represents a column vector of dimension m, whose elements are all equal to 1,

and

P = [PO""7Pb7"'7PB]7
Pb - ["7P(b7k17317"'7kR73R)7'"]7 }
0<k<K; s,=1,2 (0<j<R), (2.14)

whose elements are ordered appropriately in accordance with the configuration of the tran-
sition matrices.

It may be difficult to directly solve Eq. (2.13) since the number of states grows explosively
as the size of buffer capacity at sources and/or the server becomes large (See Eq.(2.12)).
We thus employ the computational algorithm proposed in [STEW 89|, by which the com-
putational cost is determined by the buffer size of the source queue and independent of

that of the server queue. *

*The dimension of the sub-matrices L; ; is a function of the source buffer size, but is not a function of
the server buffer size. In addition, if propagation delay and the number of sources are relatively small, many
of the sub-matrices L, ; become 0 ones when |t — j| is relatively large. Furthermore, the computational
scheme in [STEW 89] enables us to obtain the solution to Eq.(2.13) only by means of non-zero sub-matrices.
Therefore, the computational cost becomes less expensive as propagation delay becomes lower; that is, this
computational scheme is very effective in ATM LANs we have focused on here.
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2.3.3 Derivation of Cell Loss Probabilities

In this subsection, we will derive the cell loss probability at an arbitrary slot by using the
steady state probability at the beginning of a super-slot, which has been obtained in the
previous section. It is noted that no cell loss occurs at sources under discipline B, if at

most one cell arrives at each source at a slot.

Average Number of Lost Cells at the Source Queue

Using the steady state probability vector P derived in the previous subsection, we first
obtain the average number of lost cells, [, j+, at the -th slot of a super-slot at the j-th
source, and then get the average number of lost cells, Rjoss 5, at an arbitrary slot.
In order to obtain Ry, j+, we define the state probability at the beginning of a super-slot
on the condition that the queue length D, of the server is equal to b, as follows;
mp0(k1, 51, , kR, SR) 2 Pr(Dy = k1,81 =81, -+, D1gr = kg, Sg = sg|Dy = b)
= P(b, k1,51, -, kr,sr)/ Pr(Dy = b), (2.15)

and introduce its vector representation,
A
Hb,() — [' Ty 7rb,0(k17 81,777, kR) SR)) o ] (216)

Note that Pr(Ds; = b) = P,e(g) in which ¢ indicates the dimension of vector P,. The
conditional state probability vector, at the beginning of the ¢-th slot of a super-slot, IT;,,

can be given in terms of Il as
;= I,,Gy, (1 <t¢<27), (2.17)

where Gy 2 S F , Gs(3), in which Gy(4) is given in Eq.(2.7).
Noting that a;(b) at the beginning of a super-slot is used over it, we can derive Ry 54

for the j-th source controlling its traffic under discipline A as follows;

Rlossl,j,t = Z PT(DQ - b)’ﬂ—b,t(kla 1577 kR7 SR)

X {aj(b) ZJ asj,j(i) [Z + kj - (KJ + 1)]

=K 42—k
N, ;
-] D ag @+ k- Kj)} : (2.18)
i=K;+1-k;
where o represents all combinations of (b, ky,51,---, kg, sg) for b, k; and s; that satisfy

0<b<B,0<k <K,and s; =1,2 (1 <1 < R). In the above equation, the first (the



2.3. Derivation of Steady State Probability of Buffer Contents 33

second) term in the braces corresponds to the case where the j-th source is (not) permitted
to transmit its cell.

On the other hand, under discipline B (namely, HOL cell pushout scheme), the j-th
source transmits its HOL cell regardless of the value of «;(b) when newly arriving cells

cause buffer overflow. Thus Ry, j; is simply given under discipline B by

N, j

Ripss1j = Z Pr(Dy = b)mys(k1, 81, - kg, Sr) Z asj,j(z') [t+ki — (K;+1)].

o i=K;+2—k;

(2.19)
Finally, we can obtain Ry, as follows;

27

— Ross j
Rlossl,j = 'Z_‘L’O_M (220)

2r +1
Average Number of Lost Cells at the Server Queue

We obtain below the average number of lost cells, Rj,s50., at the t-th slot of a super-slot
at the server queue. Suppose that the queue length of the server is equal to z at the end
of the ¢ — 1-st slot; its associated probability matrix is My, 1(x). At the ¢-th slot, y cells
arrive at the server from all the sources with probability Gy(y). In this case, one of the
x cells is transmitted, and B + 1 — z of the y cells are then stored in the server buffer.
However, other z + y — (B + 1) cells are lost. Accordingly, we have Rjyss2; given by

B R
Db -B42-R 2y—Bi2b

P,Gy(y)e(q) {b+y~ (B+1)}
ift=0,

Rloss bt = 4 2.21
2t Yo Ef:BJerR 25:B+2—a: ( )
PyMy, 1(2)Gi(y)e(q) {z+y — (B+1)}
\ if1<t<2r
The average number of lost cells at each slot at the server, Rj,.,9, is given by
2T
o R 0S8Ss
RlossQ = _Ll__.?_i (222)

27 +1

Overall system cell loss probability

By using Egs. (2.20) and (2.22), we finally obtain the overall system cell loss probability as

YI ) Rioss1j + Rioss

Z?:l Aj ’
where A, is the arrival rate of the arriving traffic at the j-th source, which has been defined
in Eq.(2.1).

(2.23)

‘PZOSS -
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2.3.4 Average Waiting Time

Let P,,, :(k;) and P,,;(b") denote the probability that the queue length at the j-th source
and the server are equal to k; and ', respectively, at the ¢-th slot of a super-slot. By using
M, (V') given by Eq.(2.10) and 7411 (k1, 81, -+, kg, Sg) given by Eq.(2.17), we obtain these

probabilities as follows.

Pslj,t(kj) - ZPT(DZ = b)ﬂ—b,t+1(k17317 tT '7kj}3j, o '7kR75R) (1 S ] S R)7

Ukj
B
P (') = 3 PyMy(b)e(q), (2.24)
b=0
where oy, represents all combinations of (b,ky,s1,- -, kj_1,5i-1, 55, ki+1, Sj+1, - - KRy SR)

for b, k; and s; that satisfly 0 < b < B, 0 <k < K; (i =1,---,7—1,7+1,---,R) and
si = 1,2 (1 <1 < R). Note that mpz,1(k1, 51, -, kg, sg) is the state probability at the
beginning of the ¢ + 1-st slot, and that it can be regarded as the state probability at the
end of the #-th slot as well. Hence, we have the average queue length at the j-th source

and the server, denoted by Lg1; and L, 5, as follows.

T Kj
E?:o ijzo ijSU,t(kj)

L,,;, = 1<5<R
9,13 o + 1 ( 7= )7
27 B / !
il _o V' Py, 4(b
Lq 2 — Zt_O Zb’—o Zat( ) . (2‘25>
' 2r+1
By using Little’s formula, we obtain the total average waiting time at the j-th source and
the server.
L,+; L
W= —2— 4 22 (2.26)

= .
Aj - Rlossl,j Ei:]_ (Az - Rlossl,i) - RlossZ

2.4 Numerical Results and Discussions

In this section, we investigate the effectiveness of reactive congestion control schemes by
means of numerical results, which can be obtained by using our analytical method presented
in the previous section. We can study various types of reactive congestion control schemes

in a way to determine «;(b) appropriately according to their schemes.

2.4.1 Numerical Parameters

The numerical results presented here are obtair.cd under the following conditions.
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e source nodes
Sources are homogeneous in terms of the input traffic characteristics, buffer size and
the function o;(b). Namely, for any j such that 1 < j < R,

(A1j7A2j7T1j>7'2j) = (/\1,/\27T177"2)7 Aj = A,
ﬁ]zﬂ» Lbj :Lb7 Nlj:M7 (Z:1>2)7
K; =K, «;b)=ab).

Now, we define the total arrival rate at the server, Ay, and that becomes equal to

RA.

o cell arrival model
The Interrupted Bernoulli Process (I BP) is used as a cell arrival process to sources
for simplicity of discussion although the analytical model can treat more general
processes, MMBP. Namely, A7 = 1, N, = 0 and Xy = 0, ie., a cell arrives with

probability A; during state 1, and no cell arrives during state 2.

We will show the sensitivity of the cell loss probability to the reactive congestion control
algorithms. For this purpose, we consider a rather simple algorithm, in which cases «(b)
takes only two values, i.e., 0 and 1. Namely, each source can emit its HOL cell until the
queue length of the server, b, exceeds some threshold denoted by H. This type of control
is below referred to as the binary control, BC for short. The binary control is of practical
interest from an implementation point of view because the ECN sent by the server is a

simple binary information, i.e., choking or relieving signal (or cell).

1 b<H-1

BCL: O‘(b):{o H<b<B

BC2: a combination of BC1 and pushout discipline (discipline B, see Section II)

Numerical results in the case without any congestion control are also provided just for

comparison; this case is denoted by NC (No control).

2.4.2 Numerical Results

First, we verify the accuracy of our analysis by comparing numerical results with sim-
ulation ones, and next discuss the optimum threshold H,, at which the overall cell loss
probability, P, is minimized under BC1 and BC2. Finally, we investigate the effective-

ness of the reactive congestion control schemes.



36 Chapter 2. Performance Analysis of Reactive Congestion Control
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Figure 2.3: Cell loss probability as a function of H: comparison between analysis and

sirnulation
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Optimum threshold H,,

Figure 2.3 illustrates the cell loss probability as a function of the threshold H. We fix the
buffer size of the server B = 10, that of each source K = 5, the number of sources R = 2,
and propagation delay 7 = 1. With regard to input traflic characteristics of each source,
we fix the input rate A = 0.3, the burstiness § = 2, and the burst-length L, = 10; the
total arrival rate at the server Ay is thus set to 0.6. In this figure, a comparison between
analytical results and simulation ones is also shown.

We first see from this figure that analytical results agree with simulation ones very well
over a wide range of H. Furthermore, the optimum threshold which minimizes P, 18 equal
to 8 in BC1 from the analytical result. If H is set to a value smaller than 8, it may happen
that sources are not allowed to transmit their HOL cells to the server in spite of the fact
that the server queue has some space to store arriving cells. This results in increasing cell
loss at sources. On the other hand, if H is larger than 8, more cells from each source will be
dropped at the server queue. First, focusing on cell loss in the server, we will consider the
condition on the optimum threshold. Since one-way propagation delay is 7 slots, sources
keep sending cells to the server during (27 + 1) slots even after the server sends a choking
signal (or cell (see Fig.2.2)). As a result, at most (27 + 1) x R cells arrive at the server in
this period, while the server can forward 27 + 1 cells in the same period. The server should
thus send the ECN signal to each source when its queue length exceeds B — (2r+1)(R—1)
in order to prevent cell loss at the server. Finally, the optimum threshold for the server
is B+1— (27 +1)(R — 1) or less. On the contrary, larger H is better for the sources
because they are less frequently prevented from sending cells. The optimum threshold thus
depends on the cell loss performance at both the server and the sources. When cell loss at

the server is dominant in the total cell loss, the optimum threshold can be given as follows:
Hy,=B+1— 27 +1)(R-1), in caseof BCl. (2.27)

By using this H},, Pjess is improved about one order of magnitude compared with that
under NC.

Suppose that, under BC2, the binary control with pushout scheme, the server sends
the chbking signal when its queue length exceeds H, given in the above equation. For
example, cell loss will occur if all R sources send their cells during 27 + 1 slots until they
receive the choking signal and two cells or more are further pushed out in the following
slot. In addition, it is noted that the sources push out their HOL cells to the server only
when 1) their buffers are filled up, and ii) newly cells arrive at them. Thus, a sequence
of these events will happen with very small probability. In fact, BC2 drastically reduces

the cell loss probability about two orders of magnitude compared with NC. Moreover, BC2
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successfully minimizes P, over a wide range of H. If H is set to a value smaller than
H;,, for BC1, the pushout occurs more often on each source, and it will be more likely
that pushed-out cells enter the server buffer because of the larger space remained at the
server. Therefore, we can expect that P, is almost the same value as that in the case of
H = H,. However, when a value smaller than 27 + 1 is chosen as H, the server queue
can become empty after relieving cells are transferred to sources. As a result, the server
utilization decreases, thereby increasing the cell loss probability as shown in Fig. 2.3(see
the cases of H =1, 2). Therefore, the range of optimum threshold of BC2 can be given as

follows;
271+ 1< Hppy <B+1-—(2r+1)(R—1), in case of BC2 (2.28)

It is worth noting that a wider range of the optimum threshold H,, is available under
BC2 than under BC1. Therefore, the threshold can be determined based upon a rather
rough estimation on propagation delay between the server and the sources. This is a
very desirable feature because it is often very difficult for the server to know exactly the
propagation delay.

We investigate the impact of the source buffer size K in Fig. 2.4, where we set the
parameters as in Fig. 2.3 except for Aqy, which is set to 0.5. It is shown that both BC1 and
BC2 reduce the cell loss probability with larger K, and that BC2 is further superior to BC1
in terms of cell loss performance. We observe that the range of the optimum threshold in
BC2 does not vary with K, while the optimum threshold H,,; in BC1 is larger than H, ;pt
given in Eq. (2.27) when K is small. This implies that H,, in BC1 can be affected by the
buffer size K.

The impact of the propagation delay

Figure 2.5 shows the cell loss probability as a function of one-way propagation delay 7.
In this figure, H is chosen in a manner to minimize P, in BC1 and BC2; the resulting
P is denoted by Pi,ss(H,pt), in what follows. Other parameters are set as in Fig. 2.3
except for 7. The comparison between analytical and simulation results are also shown.
The analytical results there agree with the simulation ones very well, as in Fig. 2.3. When
7 is larger than 2, there exists no H satisfying Eq. (2.27) and inequality (2.28). In such
cases, BC1 is not effective in reducing the cell loss probability, while BC2 is still effective
there.

Figure 2.6 illustrates the impact of the server buffer size B in NC and BC2. We see from
this figure that we can gain almost the same improvement in terms of cell loss reduction

for various values of B, when H,, given in inequality (2.28) is available.
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The impact of the traffic characteristics

Figure 2.7 shows the sensitivity of Py,s(Hop) to the total arrival rate at the server Agy.
Under BC1, the optimum threshold H,y, is larger than H,, given in Eq. (2.27) when Au
is large. The improvement due to the congestion control such as BC1 and BC2 becomes
larger as A,y decreases. Supposing that the quality of service (QOS) in terms of the cell
loss probability is less than 1078, we see that, under BC2, the maximum amount of traffic
that the server can accommodate increases up to about 0.57 from 0.44, while that under
BC1 increases up to 0.52.

We show the sensitivity of Pyss(Hop) to the input traffic burstiness 8 in Fig. 2.8. From

Egs. (2.1) and (2.2), 3 is obtained as follows;
B _/E 1+ T9

f=F =" (2.29)

Keeping A,y constant, we vary 8 by changing A; and either r; or 7,5, both of which denote
the phase transition probabilities of the input traffic. In this figure, ON-fized (OFF-fized)
denotes the case where r (r1) is varied. In the case of ON-fixed, the cell loss probability
increases monotonously as f becomes larger. On the other hand, in the case of OFF-fixed,
there is a plateau in terms of P,,; it is noted that the average ON period decreases here
as ( increases.

We also present the sensitivity of Pp,e(Hop:) to the burst-length Ly in Fig. 2.9. Again,
from this figure, it is shown that BC2 improves the performance over a wide range of L.
Suppose here that the QOS with regard to P, is less than 107¢. BC2 can accept the
input traffic of the burst-length which is four times as long as that allowed by NC.

So far, we have focused on the situation where there are only two sources in the system.
Figure 2.10 depicts the cell loss probability in cases with three and four sources. This
figure demonstrates that the reactive control will work well even in a system consisting of
a larger number of sources; i.e., the effectiveness of the control algorithms is less sensitive
to the number of sources given a total traffic rate. However, it is worth noting that, from
inequality (2.28), the range of the optimum threshold H,, depends on the number of

sources R.

Average waiting time

Figure 2.11 shows the total average waiting time spent at the source and the server. Cells
are kept waiting in the buffer for a longer duration under congestion control than under no
congestion control. The average waiting time is larger in BC2 than in BC1 because pushed-

out cells entering the server increases the server queue length; this additional waiting time
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in BC2 is traded for cell loss improvement, as shown in several figures. We see that the
average waiting time is kept within an acceptable level for nonreal-time applications over

a wide range of Ayy.

2.5 Conclusions

An analytical model has been developed to provide insights into the benefits obtained
through reactive congestion control and its limitations in ATM LANs with relatively low
propagation delay. Our model is exact in cases without propagation delay, and is approxi-
mate in cases of non-zero propagation delay. Asillustrated in Fig. 2.1, our analytical model
consists of several sources and the server, which represents a congested node. The MMBP
is employed as a cell arrival process at the source, which enables us to handle bursty traffic.

By the use of our model, we carried out an approximate analysis of two types of reactive
congestion control algorithms. Numerical results agree with simulation ones, and indicate
that a significant reduction in cell loss probability can be achieved with the reactive con-
gestion control, in particular, when propagation delay and utilization are rather low, like
in ATM LANs. The results obtained here are summarized below.

1. The binary congestion control algorithm combined with pushout discipline (BC2)
provides better performance than the binary control (BC1).

2. We can determine the optimum threshold, H,p, of the queue length in a congested
node that minimizes the overall cell loss probability, P,ss, quantitatively, under both
BC1 and BC2. Under BC2, it is a function of the number of sources R and propaga-
tion delay 7, and can be determined based upon a rather rough estimation of R and
7. As a result, we see that BC2 is better than BC1 in that it is easier to determine
H,p: under BC2 than under BCI.

3. The statistical gain can be increased by the reactive congestion control algorithms
over a wide range of the amount of offered traffic, the burstiness and the burst-length.
For example, in the case treated in Fig. 2.7, BC2 successfully increases the maximum
amount of traffic that can be accommodated by the server up to about 0.57 from 0.44

under no congestion control, keeping the cell loss probability less than 1075,

4. The reactive control is effective even in a system with a large number of sources.



Chapter 3

Performance Analysis of
Backpressure Congestion Control

3.1 Introduction

Recently, ATM switching technology has been studied and developed as a way of realizing
B-ISDN which can support multimedia traffic including voice, video and data. In the ATM
network, information is divided into short, fixed length cells. Within the network, cells are
switched in a statistical multiplexing manner like a conventional packet switched network
to facilitate network resources efficiently. Therefore, cell loss occurs due to congestion at
intermediate nodes in the network unless some appropriate congestion control scheme is
employed.

In the ATM network, the preventive congestion control is an effective way to prevent
congestion, which is implemented by Connection Admission Control (CAC) and Usage Pa-
rameter Control (UPC). By CAC, the number of connections on each link is limited based
upon the traffic descriptbrs of the incoming traffic and the required QOS (Quality of Ser-
vice) parameters. Once the connection is admitted by CAC, the cell stream from the user
is monitored by UPC to decide whether the incoming traffic is conformed to the declared
traffic parameters or not. However, it is often the case that users cannot have enough
information with regard to its traffic descriptors before transmitting its own traffic. Thus,
it would be insufficient to only apply preventive congestion control for relieving conges-
tion, and another device for congestion control is required; that is the reactive congestion
control [GERS 91, NEWM 93, IKE 94]. The reactive control together with preventive one
can avoid short-term congestion at the cell level as shown in [GERS 91]. Examples of reac-
tive control schemes proposed for ATM networks are the Explicit Congestion Notification
(ECN) schemes and the link-by-link backpressure (or BP in short) control [IKE 94].

49
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In this paper, we pay our attention to BP control because of its following desirable
property. In BP method, the congested node informs the upstream nodes of its congestion
status to choke/relieve cell transmission. The feedback delay of congestion information is
therefore ameliorated, and BP control method becomes useful in ATM WAN [VICK 94].
On the contrary, as mentioned in [JAIN 92|, the BP control can bring the whole network
to congestion and make cells not traveling the congested node adversely affected if the
overload is of long duration whereas it works well in short-lived congestion. Furthermore,
in [KOLA 94}, Kolarov and Ramamurthy have compared the performance of the combined
method of FECN/BECN and BP with that in each case of FECN, BECN and BP. They
showed that the combination of ECN and BP can offer the superior performance, but
also suggested that the Head-Of-Line (HOL) blocking caused by BP leads to significant
performance degradation in WAN.

We will analyze the BP control by applying the approach developed in Chapter 2 con-
sisting of nodes in two stages. Nevertheless, we can examine the fundamental properties
related with the BP control through the analysis as mentioned later. In particular, the
cell push-out scheme is focused on as a possible way to overcome the drawback of the BP
control mentioned above. Even if a node is prohibited from transmitting a cell by the
BP signal from its downstream congested node, the cell push-out scheme allows the (up-
stream) node to send its cell when its queue length reaches some predetermined threshold.
By means of the analysis, we examine how the cell push-out scheme efficiently relieves
the HOL-blocking effect due to the BP control, and how it successfully enables cells not
transmitting a congested node to travel its upstream nodes without blocked.

The remainder of the paper is organized as follows. In Section 3.2, we describe our ana-
lytical model and explain the cell push-out scheme considered in this Chapter. Section 3.3
provides an analysis for deriving the cell loss probability and the average waiting time.
We also give numerical results and discussions in Section 3.4, and Section 3.5 presents

concluding remarks.

3.2 Analytical Model

In this section, our queueing model for analyzing the backpressure (BP) congestion con-
trol method is described. We consider a discrete time queueing system with time slot being
equal to a ATM cell transmission time. Our model consists of two-stage queues with finite
capacity in series, as illustrated in Fig. 3.1. We intend to model the upstream nodes by
queues in the first stage and the congested node by one of queues in the second stage. Other

queues in the second stage are downstream nodes which do not experience congestion. In
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Figure 3.1: Analytical model for back-pressure congestion control
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the first stage, there are R nodes in parallel, which will be called nodes for simplicity. An
incoming cell at each node is transmitted to one of the nodes in the second stage, which
will be referred to as the server. We will introduce our analytical model followed by our
BP control methods in Subsection 3.2.1. In Subsection 3.2.2, the cell push-out scheme is

also taken into account, which is our main subject of the current paper.

3.2.1 Assumption

We consider that the upstream nodes are requested to stop cell transmission when con-
gestion occurs at the congested server (see Fig. 3.1). In what follows, we will refer to this
node as a congested server, which is equipped with a buffer of B in length. On the other
hand, at the other servers, the congestion does not take place. Therefore, the congestion
notification is never received from those servers.

It is assumed that the j-th (1 < j < R) node has a cell buffer of K; in length and
cells arrive at each node according to a two-state Markov-Modulated Bernoulli Process
(MMBP), which is characterized by a set of parameters, (A;j, Agj, 71j,72;). In the I-th
(I =1,2) state of MMBP, Nj; cells or less arrive according to a Bernoulli Process at each

slot. Thus, the average arrival rate at the j-th node queue is given by

7235 714 .
Aj=—""—AN;+——Ay; (1<j<R). 3.1)
J le+T2j J 7‘1j+7’2j i ( ) (
The cell stored at the head of the j-th node queue is transmitted to the congested
server with probability ¢; and other servers with probability 1 — §;. We take into account

propagation delays, denoted by 7, between the j-th node and the congested server.

3.2.2 Definition of Control Scheme

As shown in Fig. 3.1, we introduce a control function a;(k;,b) for the j-th node, which
is a function of both the queue length, b, of the congested server and that, k;, of its own
buffer length, and takes values ranging from 0 to 1. At each slot, by using «;(k;,b) as a
probability of transmitting a cell, the j-th node determines whether it transfers the cell in

its buffer or not. We define «;(k;,b) in compliance with some control schemes as follows.

Back-Pressure Control (BP1)

Each node can emit its HOL cell until the queue length of the congested server, b, exceeds
some threshold value (denoted by H,), i.e.,
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1, if 0<b< H
aj(kj,b)=aj(b):{ 0. if Hb<b<% '

?

The value of Hp can be determined to completely avoid cell loss at the congested server

as shown in Chapter 2, and is given by the following equation:
H,=B+1-2r+1)(R-1), (3.2)

where B, R and 7 are the buffer size of the congested server, the number of the nodes
sharing the congested server, the propagation delay between each node and the congested

server, respectively.

Back-Pressure with Push-out (BP2)

If the congestion lasts a rather long duration at the node, the BP causes following
problems [JAIN 92]:

1. It may bring the whole network to a standstill.
2. Cells which do not go through the congested servers are adversely affected.

In order to overcome the above weaknesses of the BP control, we introduce the cell push-
out mechanism. The j-th node, which cannot transfer its HOL cell due to the backpressure
signal from the congested node, can push it out whenever the queue length of itself exceeds
some threshold value, Hy;, and accept newly arriving cells. See Fig. 3.2. We should
note here that the previously proposed push-out schemes (see, e.g., [HEBU 90, CHAN 94,
LEME 94]) are a sort of space priority mechanisms regarding a quene management method
for two priority classes. On the other hand, the push-out mechanism, in this paper, is used
as a means of avoiding the performance degradation caused by the HOL blocking of cells

in the upstream nodes. In this context, the control function a;(k;,b) is defined as follows;

1, if0<b < Hyor (Hy, <kj <Kjand cells arrive)
aj(k;,b) =< 0, THy,<b<Band {{(0<k; < Hy,) or
(Hi; < k; < K, and no cells arrive)}

No Control (NC)

Numerical results in the case without any congestion control are also provided for compar-

ison purposes.
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Figure 3.2: Push-out scheme in the analysis
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3.3 Steady State Probability

3.3.1 Definition of State Probability

The state of our system can be completely described by a set of 1) the queue length, D5, of
the congested server, 2) the queue length, D1, of each node, and 3) the MMBP state, Sj, of
each node. Therefore, we can derive the steady state probability P(b, ky, s1,- -, kg, Sg) =
Pr(Dy = b,Dy; = k1,51 = s1,---,D1g = kg, Sr = sgr) by using the transition probability
matrix Q. The matrix can be obtained by following the analytic approach presented in

Chapter 2, which is summarized in the below.

1. Define the transition probability matrix per slot, Gy j(z), of the j-th node, when
the j-th node transmits z cells to the congested server on the condition that the

congested server contains b cells in its buffer.

2. Derive the transition probability matrix G(y), when y cells are forwarded from whole

sources to the congested server, by the convolution of Gy 1(z), Gy2(2), ..., G r(z).

3. Construct the matrix Ly, which is concerning the transition of the queue length of

the congested server.
4. Finally obtain @ by using Ly as submatrices.

In this Chapter, since we assume that some of cells arriving at each node are not transmitted
to the congested server but to other servers, derivation of Gy j(x) in Step 1 is different from
the one in Chapter 2 while others are all the same. Therefore, in the remainder of this
subsection, we will present the matrix Gy ;(z).

First, we obtain the transition matrix Gy ;(x), when the j-th node transmits z cells, on
the condition that the congested server contains b cells in the buffer. Here, we introduce

the probability matrix, T';, of state transition and that, a; ;, of cell arrival for each MMBP

)j,
at the 7-th node queue, respectively, as follows,

j — Ty a24(%)

= (1 ) e (0, ). asizm (33)
T 1 k 0

Fach element, a;;(7) (I = 1,2) in the above matrix a; ;, corresponds to the probability that
the number of 7 cells arrive at the j-th node at each slot when MMBP is in state I, and is

given by
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7 Np;—1
. Ny; Alj) ( Alj) Y :
a;@) = V(28] [1- 2L 1<j<R). 3.4
s0=(")(5) (1-5) " asi<n 6.9
Thus G4 ;(z) is given by the following equation.
a, ;T 00
oarody 913l ax;-1;L5  LiZk; @igT;
012]  ao;T; -+ ax;—2;T; Yok, 10T
G;;,0) = A, - : : ,
: e ay ;T Y2y @i T;
0[2] e e 0[2) ao;T; )
a;T; ay;T; ax, ;i Ti Xk, 1 05T
ao,;T; a1;T ax,—1;T; Y2k, ai;T;
G;;(1) = A; - 0[2 ' :
. ao,jTj al,jTj 222 ai,jTj
0[2] ... 0[2] ao,jTj Z;’il a,-,jTj
(3.5)

(0<b<B, 1<j<R)

Ap ; denotes the cell transmission matrix of the j-th node, and Ay ; is the matrix associated
with the event that no cell is transmitted at the j-th node. Those are derived in the

following form,

;(0,b)I2] 0[2] “e- 0[2]
A, 0 oy(LHIL2 -
: - - 0[2]
02] 0[2] (K, b)I[2]
A, = I2(K;+1)] - Ay, (0<b<B,1<j<R) (3.6)
where, I|m] and O[m] represent a unit and zero matrix, respectively.
Therefore, we can obtain Gy ;(z) as follows,
Gb,j (0) = GZ,j(O) + (1 - 6j)GZ,j(1),
(3.7)

Gi;(1) = 6;Gy;(1) (0<b<B,1<j<R).

Then, the steady state probability can be obtained by applying an analytical approach

in Chapter 2.
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3.3.2 Derivation of Performance Measure

As shown in Chapter 2, performance measures can be derived by means of the steady state
probability; 1) the average number of lost cells per slot at the j-th node, Ry 4, and at
the congested server, Rjyss2, and 2) the average queue length at the j-th node, L, 1;, and

at the congested server, L,>. Then we can define the following performance measures of

interest.

1. The cell loss probability
~ In terms of cells transmitted to the congested server via the j-th node:

Rlossl 7 Rloss?
Pl o = J . 3.8

~ In terms of cells sent toward other servers via the j-th node:

R 0ss1,]
Ploss,j,o — lA 'l’j . (39)
J

2. The average waiting time
~ In terms of cells transmitted to the congested server via the j-th node:

Lo Ly
Wi = e L : 3.10
” AJ - Rlo-”lyj Ezn;l 61 (Az _ Rlossl,i) - RlossQ ( )
~ In terms of cells sent toward other servers via the 7-th node:
L,+;
W, = LY 3.11
” Aj - Rlossl,j ( )

3.4 Numerical Results and Discussions

In this section, we evaluate the performance of backpressure control and investigate the
effectiveness of introduction of the cell push-out scheme using the analysis presented in the

previous section.
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3.4.1 System Configuration Considered for Numerical Results

We examine a system consisting of two nodes, i.e., R = 2, and both nodes are homogeneous

with respect to the following parameters; for 7 such that y =1, 2,

o the buffer size, K; = K, and the threshold for the cell push-out scheme, Hy, = Hy,
e the control function, a;(k;,b) = a(k,b),

e the MMBP parameters,
(A1, Aoj,m14,725) = (A1, Ag, 11, 72) and the maximum number of cells arriving at each

slot in the [-th (I = 1,2) state of MMBP, N;; = N,.

More specifically, as a stochastic model for an input traffic at the nodes, we exploit
an interrupted Bernoulli process (IBP), in which there exist two states, i.e., ON state
and OFF state, and cells are generated only during ON state. In numerical examples,
the averages of ON and OFF duration are equally set at 10[cells], and N cells or less
are generated with probability A; at each slot during ON state. Namely, we will use
(A =X,A; =0,7, =0.1,75 = 0.1), N; = N and N, = 0. We also set the average arrival
rate at each node queue A; to A, which is equal to A1/2 from Eq. (3.1).

3.4.2 Impact of the Threshold, H;, for the Cell Push-out : the
Case where 61 = 6, =6

In this subsection, we investigate the impact of the threshold Hjy for the cell push-out
scheme on the cell loss probability in the following system under BP2; that is, each node
and the congested server are equipped with a buffer of 8 cells, K = 8, and 10 cells, B = 10,
respectively, and the propagation delay between them is equal to one cell, 7 = 1. Therefore,
from Eq. (3.2), the threshold for the backpressure, H;, becomes equal to 8. Furthermore,
it is here assumed that the transfer rate, ¢;, is the same at both nodes, in which §; refers
to the ratio of the amount of the traffic transmitted to the congested server to the total
amount of the traffic arriving at the j-th node. Since §, = 6, = §, we rewrite the cell loss

probabilities considered here as follows;

Ploss,l,c - Boss,Z,c - -PlOSS,C)

Ploss,l,o = })loss,Z,o - PlOS.S‘,O‘

Figure 3.3 shows the cell loss probability in case of BP2 as a function of the threshold
Hy, for the cell push-out, and also shows both of the cell loss probabilities under NC and
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BP1 for comparison. We fix the transfer rate § at 0.9, and the cell arrival rate at the
congested server at 0.5, which is denoted by A, and is given by 26A. Furthermore, we set
the maximum number N of cells arriving at the node to 2.

In case of NC, the loss probability of cells transmitted to the congested server, P,
is about 107*, and that toward other servers, Py 0, is about 1078, Under BP1, both
Pioss c and Py, are equal to 3 X 107%; namely, BP1 degrades the performance in terms of
cells going to other servers whereas it improves Pyy,s.. Comparing with the performance
of BP1, we see from Fig. 3.3 that the use of the cell push-out scheme (BP2) is very
effective in improving both Pi,ss. and Piss, over a wide range of Hy. Therefore, it is
seen from this figure that the cell push-out scheme 1) avoids congestion efficiently, and 2)
has less influence on traffic not traveling the congested intermediate node than the plain
backpressure control.

In Fig. 3.4, we examine the impact of the threshold H, for the backpressure control under
BP2. For this purpose, the cell loss probabilities for H, = 6,7,8 and 9 are shown there.
It is noted that H, = 8 is given by Eq. (3.2). As shown in the figure, Py, decreases
as Hy increases. This is due to the fact that a larger value of Hj less frequently affects
cells stored in the upstream nodes. On the other hand, P, significantly degrades when
Hy, = 9 while there are not remarkable differences among Py, . for other values of Hy.
We observe that Eq. (3.2) gives an appropriate threshold for the backpressure control even
under BP2. Thus, in what follows, we will exploit H; given by Eq. (3.2) as the threshold
for the backpressure control.

Table 3.1 shows the impact of the maximum number N of cells arriving at each slot in
the node on P55, in case of BP2. N can be regarded as the number of connections going
through the node. It is shown in this table that, when K = 8, I} minimizing Fj,s . 18
equal to 6, 5 and 5 for N = 2,3 and 5, respectively. Furthermore, when K is increased
from 8 to 10, Hy minimizing Fl,ss,. becomes 6 for N = 5. Although it is rather difficult
to obtain the optimum threshold minimizing P, . as a function of K and N, we see from

these results that H} given by the following equation offers a good performance.
H; =K - N. (3.12)

This equation indicates that the cell push-out should be performed when the remaining
buffer capacity becomes IV or less. The impact of 6 on Py is shown in Table 3.2. As ¢
decreases, Hj; minimizing P, . also decreases and becomes more different from H} given
by Eq. (3.12). We see, however, that H} given by Eq. (3.12) can achieve a good performance

similar to the best one.
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Figure 3.4: Impact of the threshold for back-pressure control, H,
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Table 3.1: Impact of the maximum number N of cells arriving at the node

Chapter 3. Performance Analysis of Backpressure Congestion Control

Ploss c 1n case of BC2
H,| N=2 | N=3 N =5
1 1.37e-05 | 1.68e-05 | 2.09e-05 | 5.72e-05
2 4.58e-06 6.81e-06 1.05e-05 2.41e-05
3 || 1.46e-06 | 2.79¢-06 | 5.82e-06 | 9.37e-06
4 5.08e-07 1.45e-06 4.21e-06 3.87e-06
5 | 2.51e-07 |1.15e-06|3.98e-06 | 1.99¢-06
6 || 2.47e-07 | 1.34e-06 4.54e-06 | 1.50e-06
7 || 4.29e-07 | 2.00e-06 | 5.89e-06 | 1.62e-06
8 1.01e-06 3.40e-06 8.37e-06 2.16e-06
9 (K =8,B = 10) 3.21e-06
10 (K =10,B =8) — | 5.07e-06
(R=2,6=09, Ay =05, 7 =1)
Table 3.2: Impact of the transfer rate 6
Pyss.c in case of BC2
H,| 6=0.6 6=0.7 6=0.8 6=10.9
3 || 3.74e-05 | 3.68e-06 | 1.87e-06 1.46e-06
4 |1 3.70e-05| 2.74e-06 8.52e-07 5.08e-07
5 || 3.76e-05 | 2.63e-06 |5.93e-07| 2.51e-07
6 3.91e-05 3.04e-06 6.80e-07 | 2.47e-07

(R=2, N=2, Ayy=05, T=1, K =8,B = 10)
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From theses discussions, we will employ H} given by Eq. (3.12) as the threshold for the

cell push-out scheme from now on.

3.4.3 Impact of Arrival Rate and the Buffer Size on the Effec-
tiveness of BP2 |

Figure 3.5 shows the sensitivity of both the cell loss probability and the average waiting
time to the total arrival rate, Ay, at the congested server. From Fig. 3.5-(a), Pioss in BP2
is improved about one order of magnitude over a wide rage of A,y compared with that in
BP1. Both Py, and Floss,o in BP2 approach P, in NC as Ay decreases. This is due
to the fact that cells pushed out from the nodes can enter the congested server more often
for a smaller value of A,;. Under BP2, cells pushed out result in the increase of the queue
length of the buffer at the congested server, while they contribute to the decrease of cell
loss as we have seen in several figures so far. Namely, the improvement on the cell loss
performance is achieved at the cost of additional delay in the buffer under BP2. However,
we see from Fig. 3.5-(b) that the average waiting times, W, and W, in BP2 do not degrade
so much compared with that in BP1.

We investigate the impact of the buffer size K of the nodes on the cell loss probability in
Fig. 3.6. It is seen that, under NC, P, . is almost insensitive to K. Under both BP1 and
BP2, P, . is almost the same as P, ,. In addition, the figure shows that BP2 offers a
better performance than BP1. For example, suppose that the required quality of service
(QOS) in terms of P must be less than 107%. Under BP2 each node equipped with
a buffer of only 7 cells guarantees this QOS, whereas each node needs a buffer of 10 cells
under BP1.

3.4.4 The Effectiveness of BP1 and BP2 in Case where 6; # 6,

In this subsection, we consider the situation where &; # 85; 8, is relatively small while 6,
is always set to 1. In this context, the loss probability of cells arriving at node 2 is focused
on to investigate the effectiveness of both the plain backpredsure control (BP1) and that
with the cell push-out scheme (BP2).

Figure 3.7 represents the cell loss probability as a function of the transfer rate &, at node
2. Both the buffer size of the nodes and that of the congested node are 5 cells: K = 5 and
B = 5. We set the average arrival rate at each node A to 0.2; A,y at the congested server
thus becomes equal to 0.2(1 + &). In case of NC, as §, increases, Py becomes larger
while P, is kept constant. Under BP1, Py, . can be larger than that in NC when §,

is small. This is due to a way to determine the threshold for the backpressure control, Hj.
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As shown in Eq. (3.2), Hj is determined in such a way to completely avoid cell loss at the
congested buffer even in the worst case where R cells arrive there in each slot during 27 +1
slots of the roundtrip propagation delay. Therefore, when 8, is small, H given by Eq. (3.2)
is very pessimistic; i.e., it happens very often that the buffer at the congested node is not
filled with cells. Moreover, most of cells at the node are destined for other servers in this
case, but can not be forwarded due to the backpressure from the congested server. This
causes these nodes to be congested as well. On the other hand, in case of BP2, since the
cell push-out successfully relieves the HOL blocking due to the backpressure, the cell loss
probability can be kept close to Fls5, in NC over a wide range of 85 as shown in Fig. 3.7.

Define 85 as the maximum of transfer rate for which BP1 does not work well to improve
Piyss .. For example, in Fig. 3.7, 63 is approximately equal to 0.23. We show 65 of BP1
as a function of the arrival rate at the node A for a few values of K and B in Fig. 3.8.
The figure shows that 6 becomes larger with A. Namely, the plain backpressure control
can not avoid congestion when the amount of traffic arriving at the node is large, and it
will in turn cause congestion to rapidly spread all over the network. In addition, we can
observe that 65 can be reduced by increasing the buffer size K of the node whereas 65 does
not depend on B. Furthermore, it should be noted that 65 of BP2 is always equal to 0.
Thus, the backpressure control with the cell push-out scheme can improves the cell loss

performance regardless of any parameters considered here.

3.5 Conclusions

We have evaluated the performance of backpressure control by means of analytical ap-
proach in the two-stage queueing model consisting of the congested node and its upstream
nodes. Numerical results show that the plain backpressure control scheme (BP1) adversely
influences the cells not traveling the congested server. Through the analysis, it is shown
that the backpressure control combined with the cell push-out scheme (BP2) can overcome
this drawback and further improve the loss performance in terms of cells transmitted to
the congested server. We also suggested an appropriate threshold of the queue in order
to push out cells. In addition, BP2 is considered to be effective in WANs because of its
ability to efficiently relieve the HOL blocking due to BP1.

The case considered here is a limited one in that a system consists of only two-stage
nodes. The investigation on the property of the backpressure in a multistage network is of

practical interest, and remains as future work.



Chapter 4

Performance Evaluation of Selective
Cell Discard Schemes

4.1 Introduction

The Asynchronous Transfer Mode (ATM) has been adopted as a way to accommodate
various traffic from multimedia in B-ISDN. In ATM networks, user information is trans-
mitted on cells that consist of 48-byte payload and 5-byte header. On the other hand,
the transport-layer located above the ATM-layer handles the transmission based on the
packet which is composed of one or more cells. The function of the transport-layer is to
manage end-to-end communication and to perform the error control and traffic control
using packets. If a cell gets lost within the network, the destination can not reassemble
the packet to which the cell belongs, and requires the source to retransmit the packet.
Therefore, once one of cells constituting a packet is lost, its subsequent cells in the packet
are not worth relaying within the network. Thus, the network resources could be utilized
efficiently in a way to selectively discard such cells at the multiplexing node or the ATM
switch [ARMI 95, ROMA 95, NORI 94, KAMA 95].

The ATM Adaptation layer (AAL) which is the upper layer of ATM transforms a packet
received from the transport-layer into cells at the source node and vice versa at the destina-
tion node. AALS5, one of AAL protocols, appends the trailer behind the packet and directly
divides the packet into each 48-byte payload of ATM-layer. Furthermore, the ATM-layer-
user-to-ATM-later-user (AUU) parameter is provided in the payload type indication (PTT)
field of the ATM cell header, and it indicates whether the cell is at the end of a packet or
not; if AUU is set to 1, then the cell is so. As a result, the node can recognize the last
cell of a packet only by observing the header of cells in case of AAL5, without checking its
payload.

69
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There is mainly two types of selective cell discard schemes: tail dropping (TD, or partial
packet discard (PPD) in [ROMA 95]) and early packet discard (EPD). TD requires the
node to discard all subsequent cells from a packet if one cell has been dropped. On the
other hand, in applying EPD, the node drops entire packets when its queue length reaches
a threshold level. We will call this as EPD1. Romanow and Floyd [ROMA 95| compare
the performance of TD with that of EPD1 in regard to throughput, and suggest that
EPD1 achieves higher throughput than TD. Furthermore, in [NORI 94], by extending
EPD method, in which the node sets up variable thresholds depending on the number of
accepted packets, the better performance is obtained than by EPD1. It will be referred
to as KPD2 in this paper.

The above studies were carried out by simulation and it was supposed that the packet
length is fixed. In order to analytically evaluate the performance, we must keep track of
the packets from which cells have been lost. Such a kind of analyses have been proposed
(e.g. see [CIDO 93]). However, it becomes hard to treat the case where the packet size
is relatively large since the number of states kept in the analysis grows explosively. Ka-
mal [KAMA 95] deals with a tractable model for the tagged-source to only analyze TD
by supposing that the packet length follows geometric distribution in terms of cells, i.e.
the number of states is independent of the packet length. However, this analysis is an
approximate one in terms of modeling other sources. In this Chapter, we propose the exact
analysis of TD by the following assumptions: the distribution of the packet length from
AALS traffic is geometric one and sources are homogeneous in terms of traffic character-
istics. Furthermore, we extend the analysis to treat the cases of both EPD1 and EPD2.
Thus, we extensively investigate the impact of the buffer size, the number of sources and
traffic characteristics on the effectiveness of selective cell discard schemes.

The remainder of this paper is organized as follows. In section 4.2, we describe our
analytical model and explain the selective cell discard scheme in detail. In section 4.3, we
define the states of each sources, and derive the steady state probability and the packet loss
probability in TD, EPD1 and EPD2, respectively. Section 4.4 provides the numerical
results to investigate the influence of traffic characteristics on the packet loss probability.

Finally, section 4.5 provides concluding remarks.

4.2 Model and Selective Cell Discard Schemes

4.2.1 Model Description

We consider a discrete-time queueing system with time slot being equal to a cell trans-
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mission time. In our model, there are R sources transmitting their cells to a multiplexing
node or a switch with an output buffer of B cells as illustrated in Fig. 4.1. We suppose
that sources are homogeneous in terms of traffic characteristics. Each source generates cells
according to an interrupted Bernoulli process (IBP), which is characterized by a parameter
set of (Aopn,a, ). IBP has two states: on-state and off-state. In each slot, the process
changes its state from on to off with probability «, and from off to on with probability
B. In on-state, one cell arrives in each slot with probability Aop, while no cell arrives in
off-state. Thus, the average arrival rate of each source is given by

A= aiﬁ/\on. (4.1)
As shown in [KUMA 96], the burst length of IBP, which indicates the number of cells

generating in an on-period, follows a geometric distribution with parameter (1 — g), where

T T =)0 = don)

It follows that the average burst length is equal to 1/¢. Furthermore, we assume that a

(4.2)

burst consists of one packet exactly; the distribution of the packet length is a geometric

one with parameter (1 — ¢) and the average packet length L, is given by 1/q.

4.2.2 Selective Cell Discard Schemes
Tail Dropping, TD

As previously mentioned, once one of cells constituting a packet is lost, its subsequent
cells of the corrupted packet result in wasting network resources. Thus, under TD, the
switch discards such cells instead of relaying them even if the buffer can accommodate
them [ARMI 95, ROMA 95, NORI 94, KAMA 95]. This prevents those cells from wasting

network resources, and will contribute to reducing the number of corrupted packets.

Early Packet Discard, EPD

EPD enforces a switch to drop entire packets prior to its buffer overflow. If the first cell of
a packet arrives at a switch when the number of cells in the buffer is more than or equal to
some threshold, the first cell is discarded as well as its subsequent cells. Consequently, that
packet will be dropped entirely. In addition, once a cell of an accepted packet is lost due
to buffer overflow, its subsequent cells are also dropped as in TD. Two kinds of EPDs are
considered. One is EPD based upon a fixed threshold (EPD1) [ROMA 95|, and the other
(EPD2) is based upon a variable threshold which is a function of the number of ongoing
packets which were already accepted [NORI 94].
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4.3 Analysis

In this section, we will derive the steady state probability and the packet loss probability
in the system where TD, EPD1 or EPD2 is applied in the node.

First, for this purpose, we define the states of each source as shown in Fig. 4.2 :
e off : the source does not generate a packet.
e on : the source is transmitting a packet and no cells have been lost.

e on* : the source is transmitting a packet, and one or more cells have already discarded

in the packet.

Since sources are homogeneous, we can completely describe the state of our system at the
tth slot by a set of 1) the queue length D(¢) of the multiplexing node, 2) the number Sop (¢)
of sources in on-state and 3) the number Sy« (t) of sources in on*-state. The system state
{D(¥), Son(t), Son+(t);t =0,1,2,...} forms a discrete-time Markov chain with finite states.
Note that when Son(t) = 7 and Sop-(t) = k, the number of sources in off-state at the tth
slot is given by R — j — k, where R denotes the number of sources in our system. Here, we
define S as the state space for (Son(t), Son<(t)), i.e., S = {(4,k)|0 < 1,k,7+k < R}. A
state (7, k) is labeled using the following one-to-one mapping function M (3, k) [KANG 93]:

MG, k)= (2R~ j+3) + k. (4.3)

Therefore, S can be equivalently represented by the state space S* = {0,---, M, — 1},
where M, = (R+1)(R+ 2)/2.

4.3.1 Analysis of TD

We assume that phase state transitions of IBP occur just after cell generations from each
source. We first define the cell arrival probability at the multiplexing node and the transi-

tion probability of the number of sources in each state, in turn.

Cell arrival probability at the node

We define anjry(z) as the probability that z cells arrive at the multiplexing node from
sources being in on-state when Sopn(¢) = 7 and Sop-(¢) = k. Note that cells generating at

the source being in on*-state are dropped and can not enter the buffer of the node. Thus,
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Figure 4.1: Multiplexer model to discard corrupted packets
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the probability is independent of Sop«(t), and is given as follows.

anGry (@) 2 Pr{N(t) = z|Son(t) = j, Son-(t) = k}

— (i ) AZ (1= Aon)? 72 (4.4)

The related matrix representation, a(z), takes the following form.

a(z) = diaglao(z), - - -, ampp)(z), -, an,—1 ()] (4.5)

Transition probability of the number of sources being in each state

We obtain below the transition probability of the number of sources being in each state
under the condition that y cells are lost in a slot. Let L(t) denote a random variable
which represents the number of cells lost due to buffer overflow at the ¢th slot. Figure 4.3
illustrates the transition diagram in the case of L(#) = y. Defining the following probability,

er(s e mmny (4) = Pr{Son(t + 1) = m, Son-(t + 1) = n|L(t) = y, Son(t) = j, Son-(t) = k},
(4.6)

we derive it by means of the transition diagram shown in Fig. 4.3 as follows.

Suppose that cells from y sources are lost due to buffer overflow, z sources among those y
sources change their states to on*-state, and, on the other hand, y — z sources change their
states to off-state because lost cells are the last ones of packets. Furthermore, p sources
being in on-state are assumed to keep their states. Table 4.1 shows the transition of the
number of sources in this case. The rightmost column (the bottom row) there represents the
number of sources in each state before (after) the transition. We thus have car(j k), m(m,n)(¥)

as

Znnin(y,n) ( k )ak——n+z(1 _ a)n—z

z=max(0,n—k) \k—n+z
yomin(m-y) (I )2 (1 — ap (V)ar3(1 — o)

nmn () = Smmeasimm Uy)ar | AT oo (4.7
(BT R)B( - gy ke iy <
0 ify > 7.
Furthermore, we define ¢(y) as
€0,0 (Zl) s €O, M (1) () T Co,M, (v)
C(y) = CM(j,k)sO(y) T CMG k) M ) (y) T CM M, (y) . (4'8)

emo(y) oo CMS,M(m,n)(y) ey, ()
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Figure 4.3: Transition diagram of the number of sources in each state, focused on that in
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Table 4.1: Transition of the number of sources in each state for TD

Son(t +1) | Sonr(t + 1) | Soa(t + 1)
Son(t) p z J-Z-p J
Son*(?) : n-z k-n+z k
See(t) | m-p - R-j-k-m+p | R-j-k
m n R-m-n R

Table 4.2: Transition of the number of sources in case where b > H for EPD1

Son(t + 1) | Seur(t+1) | Ser(t+1)

Son (t) m 4 j—m-Z .]
Son () - p k-p k
Sor(t) - n-z-p | R-j-k-n+z+p | R-j-k

m n R-m-n R
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Steady state probability of our system

We define the system state probability at the #th slot as
P,(b,M(5,k)) = Pr{D(t) = b, Son(t) = J, Son«(t) = k}, (4.9)
and introduce its vector representation,

Pt = [Pt,())'")Pt,lh"')Pt,B]’
Pt,b = ["',Pt<b,M(j,k)),"'] OSM(],]{:)SMS“‘l

Letting A(z,y) denote the transition matrix whose elements represent the probabilities

that z cells arrive given that y cells out of those x ones get lost at the node, we have
Az,y) = a(z)-e(y). (4.10)

Further, we define the followings.
R
A, = A(z,0), A, = A(i,i—z). (4.11)

As a result, Py is related to P,y as follows.

PoAy + SV P, Ay 5y if 0<SH < B-2,
Py =4 PioAp 1+ SP Py Agy if ¥ =B-1, (4.12)
P, Ag if ¥ =B.

The transition probability matrix, Q, of the TD system thus becomes

Ay A, --- A3 Ap ., A, Ap
Ay A, -+ Ap 3 Ap, A, O[Mj]
O[Ms] AO e AB—4 AB*S AB*Q 0[[\/[5}

0 : - : : : , (4.13)
: e e AO A1 A—Q O[Ms]

L e Ay AL O[M]
O[Ms] cee e .. O[Ms] T{) O[Ms]

where O[M] represents a zero matrix of dimension M x M. Furthermore, the steady state

probability of the system is given by

o(b, M, ) = Jimm Pu(b, MG B)), (4.14)
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and its vector is represented by

r = [m(]’...’mb’...’mB],
ry; = lim P,,.
t—o00 ?

Consequently, we can obtain & by solving the following equation:
c=2Q, z-e(M,(B+1))=1, (4.15)

where e(m) represents a column vector of dimension m, whose elements are all equal to 1.
It may be difficult to directly solve Eq. (4.15) since the number of states grows explosively
as the buffer size B becomes large. The algorithm proposed in [TAKI 93] enables us to

calculate « even for a large B.

Derivation of Packet loss probability

Figure 4.3 is very helpful in deriving the packet loss probability. First, a packet generation
corresponds to a transition of the state from off-state to on-state in Fig. 4.3. Next, when
the packet is (not) successfully relayed, the state of the source finally returns to off-state
from on-state (on*-state). Consequently, the packet loss probability is given by a ratio of
the mean number of sources which change their states from on*-state to off-state to the
mean number of sources which do from off-state to on-state in a slot.

First, let K denote the mean number of sources which changes their states to off-state
with packet loss in a slot. There exist two related transitions from on*-state to off-state
in Fig. 4.3. One of them in fact comes to off-state directly from on-state. This transition
corresponds to a phenomenon that only the last cell of a packet is discarded and the state
changes into off-state at the following slot. The mean number of sources which take this
transition in a slot is denoted by J'. We also denote the mean number of sources which

change their states from on*-state to off-state in a slot by K’. Thus, K’ and J’ are given

as follows:
B R Rk
K' = CMZZZksz], k),
b=0 k=1 j=
R—

J = azz Xj: b+l— B)l‘(b,M(],k})aM(J,k)(l)

b=03=1 k=0 1=B—-b+1

As a result, K becomes

K=K +.J. (4.16)



4.3. Analysis 79

Next, let I denote the mean number of packets generating in a slot. Note that there is a
possibility that a source generates no packet during on-state. Let F4 denote the probability
of no packet generation in an on-period of IBP. Thus, letting I’ denote the mean number

of sources which change their states from off-state, we have
I=(1-PR)I, (4.17)

where I’ and P, are given by

B R R—

o= B3 S ia(bh, M(j, R —i— 5),

b=01=1 j=0
a1l = An)
T— (1= a)(1—Aom)

all — @) (1 — Agp)tt =

r

Il
<)

Po—_—

2

Finally, by using K and I, we obtain the packet loss probability, Fe:

Ploss = (4'18)

S

4.3.2 Analysis of EPD1

Next, we provide the analysis of EPD1. Under this scheme, the node discards an entire
packet if the first coming cell of the packet arrives there when the number of cells in its
buffer is more than or equal to a threshold H.

The transition probability associated with the number of sources being in each state,
derived in 4.3.1 under TD, is the same as that given by Eq. (4.7) except in the case of
D(t) =b > H: the transition diagram is presented in Fig. 4.4. In that case, the transition
probability (corresponding to cus(j k), m(m,n)(¥)) is denoted by (b, M(myn)(y). Transitions
from off-state to on-state there do not occur, but transitions from off-state to on*-state
do, differently from them in the case of TD. Noting this feature, we obtain the transitions
related t0 Cis(; 1) a(m,n)(¥) 25 shown in Table 4.2. We hence have

() = a)mad=m=y TR (1) (1~ a)as -

m z

min{k,n—2z) E\ k- -
Crti o), M(mmy(Y) = " Zpmmax(0,5-+n——2) <P>Of 1 —a (4.19)
o (IR g - gkl iy <o,

0 ify>j5—m.
and its matrix representation as follows:

Goly) - (W)
C*(y) — . o . (4.20)

o) 0 o (W)
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Figure 4.4: Transition diagram of the number of sources for EPD
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Derivation of packet loss probability

When D(t) = b > H, the probability matrix corresponding to A(z,y) becomes
* A *k
A'(z,y) = afz)-c(y). (4.21)

The relation between P;p and Py can be obtained in a similar way of 4.3.1 as follows.

(( PioAy + Y PyAp s + S0 n PisAl s
if 0<b <B-2,
P,.,Axs_ H-1p A, 5 P, A*
Py =4 100 ifB 2/1%f1 tbAp—bs+ 2y PrpAp (4.22)
P.oAgs
{ if ¥ =8,

where A, and A, are given in Eq. (4.11), and
R
AL = A*(z,0), AL =) A*(i,i—z). (4.23)

Hence, the transition matrix @ for EPD1 is given by

Ay, A -+ Ap.s Ap_ Ap 1 Ap
Ay, A -+ Aps Ap_, Ap 1 O[M]
O[Ms] AO e AB74 AB——3 ABAZ O[Ms]
: Ap_(g-3 Ap_m-2 Ap_(m-1 O[M|]
S ) . - , 4.24
Q LAY g Ay Aem O[M] (4.24)
Aj A] A, o[M]
Do e - A; A7 0[M;]
O[M;] --- -~ e 0[M,] Ag O[M,]

and the steady state probability vector, , is obtained from Eq. (4.15).

We derive the packet loss probability, P s, for EPD1 in the same way as that for TD
(namely, by using Eq. (4.18)) except for the following: when D(¢) = b > H, a source may
generate no packet after its transition from off-state to on*-state until it returns to off-state.
The mean number of sources which take such a transition in a slot is denoted by I”. We
then have

B R R—:

I"=8P S S iz(b, M(j, R — i — 5)). (4.25)

b—=H 1=1 j=0
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Note that on average, I” sources does not generate no packets among sources which change
their states from on*-state to off-state in a slot. Thus, in EPD1, K in Eq. (4.18) should

be rewritten as
Kz(K'—I")-{—J', (4.26)

while I in Eq. (4.18) is the same as that in Eq. (4.17).

4.3.3 Analysis of EPD2

In EPD2, the threshold at the tth slot depends on the number Spu(t) of accepted packets,
and is determined in a way to prevent cells of already accepted packets from getting lost
due to buffer overflow. Since a number of cells in an accepted packet have already left
the node, each accepted packet may actually require the buffer capacity of less than the
average packet length L, (cells).

From these reasons, Noritake et al. in [NORI 94] have introduced a parameter § (0 <
6 < 1), which will be called as the acceptance coeflicient, and the threshold H; (0 < 7 < R)

depending on Sop = 7 as follows
H; 2 B-6jL,. (4.27)

Thus a newly arriving packet is more likely to be discarded as more packets have been
already accepted, since 0 < Hp < --- < H; < B. Note also that § should be determined
in such a way to provide low packet loss probability; this will be discussed later based on
numerical results.

The transition probability matrix corresponding to Eq.(4.20) depends on the current
value of the threshold. Let ¢,(y) denote the conditional transition probability matrix,
given newly arriving packets are discarded if r packets or more are already accepted. We

then have

Co,0 (y) st Co,M, (y)
co=| LT (29
erooy) o+ Cuom(Y)

where

CMj oy My (Y)  (glven in Eq. (4.7)) ifj <r

CM 1y My (9) = { c}*w(j,k)’M(m’n)(y) (given in Eq. (4.19)) ifj>r -~ (4.29)

Let A,(x,y) denote the transition probability matrix when z cells arrive and y cells get

lost due to buffer overflow on the same condition as that of ¢,(y). A,(z,y) is given by

A.(z,y) = a(z) - e:(y), (4.30)
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and we define the followings.

Ar,a: = Ar(xy O), Arq; - Z AT('l7Z — 1,')

Note that A,, and A, (0 < r < R) are constructed to represent the transition when
the queue length D(t) of the node satisfies H, < D(t) < H, ; (1 <7 < R) or D(t) > H,
(r = 0). For example, all the transition probabilities from states with D(¢) = b (H, < b <
H,_;) to states with D(t+1) =¥ < B—2is represented by A,y 41. Note also that when
the queue length D(t) is less than Hpg, all the transitions are governed by Ay, or 71_;,;.
We shall explain this fact. First of all, when D(¢t) < Hpg, any of newly arriving packets
are not discarded due to EPD. On the other hand, Ag, and Ag, represents transitions
with EPD which is effective only if Sgn = R. However, since the number of sources in
the system is assumed to be R, Son, = R implies that no sources changes its state from
off-state to on-state; no packets are newly generated. Thus, A, and Ay, are considered
to represent transitions without EPD, and therefore we can apply these matrices to the
case D(t) < Hg as well as Hp < D(t) < Hp_;

Accordingly, by using A, ; or A, , for b such that satisfies H, < b < H,_; (0 <r < R),

we can relate Py with Py as follows:

Hp_9—1

¢ Hp 11—
P,yApy + I%:bfl 11 "PuAry s+ Dptn L PiyAr oy s
+o 0y PipAcy b oo
i Py Asy p1 + S0 PiyAry s
if 0<V<B-2
PooApp 1+ " PyArp b+ Zfﬁ};if P,yAr 1B
4+t 257:11;21 P.yAsp p+ ZbB:i;}l P.yAi g s+ PipApp
if ¥ =B_1,
\ Pt,OAR,B if bl = B.

Pt+1,b’ = < (431)

The transition matrix @ for EPD2 becomes
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Arpo Ag: -+ Agp3 App 2 App-1 AR,B\
Apo Ag: -+ Agpps App o Arp 1 O[M|]

O[M,] Agro -+ Agrp_s Arp_3 Arp o O[M,]

: e Arpo(a,-s) Arp-(m-2) Arp-(#,-1) O[M] (4.32)
= . . _— , (4.
Q : : te Ar,B~(Hb—2) AT,B—(Hb—l) A.p g, O[Ms]

A1,0 A1,1 A1,2 O[Ms]

: e e .. A Ay, O[Ms]
\ O[Ms] - . e O[Ms] AO,O O[Ms]

and the steady state probability vector, «, is obtained from Eq. (4.15).
We derive 1" in EPD2, which is given by Eq.(4.25) in the case of EPD1, as

R He_1—1 R R—i B-1 R R—1
I = ﬂPo{Z > SN ia(, MG, R—i—5)+ > 33 iz, M(j,R —i— j))
e=2 b=H, 1=1j=e b=Hi i=1 j=1

R R—i

+ > > w(B,M(j,R— —j))}.
i=1 j=0

Thus, by using Eqgs. (4.17), (4.18) and (4.26), we finally obtain the packet loss probability

for EPD2.

4.4 Numerical Results and Discussions

In this section, we evaluate the performance of selective cell discard schemes using the

analysis presented in the preceding section.

4.4.1 Effectiveness of TD

We compare the performance of TD with that of the system with no-control, which is
denoted by NC for short, and investigate the impact of the buffer size and the number
of sources on the performance. In order to estimate the improvement of the packet loss
probability P i by TD, we first represent the distribution of the queue length and the
average number of sources in each state.

Figure 4.5 shows the distribution of the queue length D in the steady state, which is
given by

Pr{D =b} ==z, -e(M,), 0<b<B,
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Figure 4.6: Packet loss probability as a function of the buffer size B of the node
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where M, indicates a dimension of the vector «,. The mean packet size L, is fixed to 10
(cells) in this figure. We also set the buffer size B of the node to 50 (cells), the arrival rate
Aon in on-period (namely, peak rate) of IBP to 0.15, and the total arrival rate A,y (= RA)
at the node to 0.7. In this setting, we change the number R of sources to 5,10 and 15. We
observe a little difference between the distributions of TD and NC only when the queue
length is greater than about 45 for all R.

Table 4.3 shows the average number of sources in each state in the same setting as
in Fig 4.5. Let Non, Non~ and N, g denote the average numbers of sources in on-state,

on*-state and off-state, respectively. We then have

B R R—j

NOD - ZZ _]ZL'(b,M(j,k)),
b=07=1 k=0
B R Rk

Nonw = 5% ka(b, M(j, k),
b=0k=1 3=0
R—1

2
=R
I
M w
M=

iz(b, M(j,R —i— j)).

o

T
[
o,
[

X
LY
]

o

By applying TD, Nop becomes larger and Non« gets smaller than those of NC while N g

/B _ _a_
at+1/8~ atB’

The probability of the number of sources being in off-state follows the binomial distribution

does not change. The probability that each source is in off-state is given by

with parameters (R, ;%5); its average N,g thus becomes equal to R_%5. From Eq. (4.1)
and the definition of A ;3 = RA, we can simply rewrite N, g as

A
Nyg=R -8l (4.33)

Note also that the sum of Noy and Ngp-« is kept constant even when R changes, since it is
equal to A,/ Aon (see Eq. (4.33)), which is independent of R.

We expect from Fig. 4.5 and Table 4.3 that TD improves the packet loss probability
Pss- Figure 4.6 illustrates Fj o as a function of the buffer size B of the node. When
R =5, Py drastically decreases as B increases. We compare the ratio of P 4 in NC to
that in TD when B = 30. For R = 5,8,10 and 15, the ratio is equal to 1.185,1.575,1.752
and 1.927, respectively; namely, TD is more effective for a larger R. On the other hand,
Fig. 4.6 shows that the ratio is kept almost the same value for each R while B varies. Thus,

we conclude that the eflectiveness of TD is almost insensitive to the buffer size.
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Table 4.3: Average number of sources in each state for some values of R

R=5 R=10 R=15
NC | TD | NC [ TD | NC | TD
Nyg| 033 | 033 | 533 | 533 | 10.33 | 10.33
N, | 467 | 467 | 466 | 467 | 464 | 4.66
N« | 7.57e-14 | 5.83e-14 | 1.78¢-3 | 1.01e-3 || 2.24e-2 | 1.14e-2
(B=50, L, =10, A = 0.7, Ao, = 0.15)

Table 4.4: Average number of sources in each state: cases of L, = 10 and 100

L,=10 L, =100
NC TD NC TD
Ny || 5.33 5.33 5.33 5.33
N,, || 4.66 4.67 4.17 4.47
Nyy+ || 1.78e-3 | 1.01e-3 || 4.96e-1 | 1.97e-1
(R=10, B=150, A =0.7, A,, = 0.15)
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4.4.2 Impact of Traffic Parameters on Packet Loss Probability
of TD

In this subsection, we investigate the impact of the peak rate Aop, the total arrival rate
A,q and the mean packet length L, on the packet loss probability Fj,q. Figure 4.7 shows
Pyss @s a function of ;. In this figure, we fix R = 10, B = 50 and L, = 10 while Aop
takes 0.1,0.15,0.3 and 0.5. It is seen from the figure that the difference between P ¢¢ in
TD and that in NC gets larger as either A ) or Aon becomes larger, although it is not
significant.

Figure 4.8 shows the impact of L, on P . The difference between Py g in TD and that
in NC gets larger as L, becomes larger. In addition, Table 4.4 gives the average number
of sources in each state. Note that the sum of Non and Ny« is constant for any value of
L, because it is given by A,j;/Aon. We see that TD is more effective in decreasing Non«
in the case of L, = 100 than in the case of L, = 10. We shall show below what leads to
this feature. Focus on cells belonging to a corrupted packet. As the average packet length
becomes larger, it is very likely that there would be more cells following the first lost cell.
Thus, since TD can gets rid of such cells that will waste the buffer capacity, TD will be
more effective in using the bufler capacity efficiently for a longer packet. In fact, as shown
in Fig. 4.9 illustrating the distribution of the queue length in cases of L, = 10 and 100, TD
successfully prevents the buffer from being filled with cells; TD reduces the probability of
the buffer being full of cells from about 0.01 to 0.001 when L, = 100.

4.4.3 Effectiveness of EPD1

Figure 4.10 shows the packet loss probability, P, as a function of the threshold H of
EPD1. P, of both NC and TD are also given there for comparison. The related
parameters are set as follows: R = 10, B = 50, L, = 10, A,;; = 0.7 and Aon = 0.15.
The figure shows that P, of EPD1 gets smaller as H becomes larger, but it eventually
can not become smaller than that of TD. On the other hand, Fig. 4.11 illustrates the
distribution of the queue length in the cases of H = 20 and 40. The buffer is less congested
in the case of I = 20 than in the case of H = 40, whereas P}, is larger in the former
case than in the latter case. EPD1 with a smaller threshold successfully makes the buffer
less congested at the cost of discarding newly arriving packets earlier. Namely, a smaller
threshold can decrease the loss probability of already accepted packets, while it can increase
that of newly arriving packets. Hence, we expected that there would exist some threshold
that provided the better packet loss probability than that in TD. However, these figures
show that EPD1 does not succeed in improving the packet loss probability in the system
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Figure 4.7: Packet loss probability as a function of the total arrival rate A,y at the node
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considered here, in which the packet length follows a geometric distribution.

4.4.4 Effectiveness of EPD2

Figure 4.12 shows Py, as a function of é for EPD2. The related parameters is set as
in Fig. 4.10 of EPD1. It is shown in this figure that a larger ¢ causes more packets to
be lost; when 6 exceeds 0.2, EPD2 can not improve P at all compared with NC. We
shall compare'PloSS of EPD2 with that of EPD1, for example, in the case where § = 0.1.
When R = 10, B = 50 and L, = 10, a set of thresholds (Hiq, Hy, -- -, Hy, H;) becomes
(40,41, ---,48,49) from Eq. (4.27), i.e., no newly arriving packets are discarded until the
queue length of the node reaches 40. In Fig. 4.10, when H = 40, P o of EPD1 is about
5 x 107* whereas Py o, of EPD2 is about 3 x 107* if § = 0.1. This suggests that the
threshold should be determined depending on the number of accepted packets, unlike in
EPD1. A similar result was obtained in terms of throughput performance by means of
simulations in [NORI 94], which further has shown that EPD2 provides better throughput
performance than TD when packets are of fixed size. On the other hand, we assume packets
of variable length which is geometrically distributed. Furthermore, EPD2 considered here
determines thresholds according to the average packet length L, instead of each actual
packet length.

From the above discussion, we see that EPD does not always outperform TD; in particu-
lar, EPD does not outperform TD when the length of packets are geometrically distributed

as in our study.

4.5 Conclusions

Selective cell discard schemes, such as Tail dropping (TD) and Early Packet Discard
(EPD), have been considered as a way to efficiently utilize the network resources by selec-
tively discarding cells or packets that are not worth relaying within the network. In this
Chapter, we carried out an exact analysis of the packet loss probability in cases of TD,
EPD based upon a fixed threshold (EPD1), and that based upon variable ones (EPD2),
given that the packet length follows a geometric distribution, and that sources are homo-
geneous in terms of traffic characteristics. So far, the related works have been based upon
simulations or based upon an approximate analysis.

We have obtained the following results by means of numerical results. In comparison
with the packet loss probability under no-control, TD reduces the packet loss probability

slightly, and TD is more effective in doing so as the total arrival rate at the node, the peak
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rate of each source and the number of sources becomes larger, while the performance of
TD is insensitive to the buffer size of the node.

On the other hand, the packet loss probability becomes smaller as the threshold is set to a
larger value in EPD1 and as the acceptance coefficient ¢ is set to a smaller value in EPD2.
Contrary to the previous works with fixed packet lengths, however, our study shows that
both EPD1 and EPD2 can not provide better performance than TD in terms of the packet
loss probability. We expect that this fact comes from the assumption of the geometrically
distributed packet length. When the packet length is fixed, newly arriving packets have
more cells than the remaining cells which will arrive from accepted packets. Thus, EPDs
make sense. However, when the packet length follows a geometric distribution, the number
of remaining cells which will arrive from an accepted packet has the same distribution
as the number of cells in a newly arriving packet, since the residual life of the geometric
distribution has the same distribution as itself. Thus, we conclude that the effectiveness of
EPDs strongly depend on the packet length distribution, and when the packet length has

high variation, early packet discard schemes cannot have better performance than TD.
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Chapter 5

Forward Error Correction: Cell Loss
Distribution in a Block

5.1 Introduction

In high speed networks using optical fibers as a transmission media, like ATM networks, cell
loss due to congestion becomes dominant as transmission errors. As a way to recover from
loss, ARQs (Automatic Repeat reQuest) have prevailed, which rely on sources to retransmit
lost cells when they are informed of cell loss happening within the networks by the receivers
[BURT 72]. In these retransmission based error recovery schemes, the transmission delay
can reach an unacceptable level for applications with stringent delay requirements in high
speed networks because their propagation delay is very large relative to packet transmission
times. This can result in ARQs being ineffective for such applications.

On the other hand, FEC (Forward Error Correction) has been studied as an error control
alternative to ARQ for such applications as mentioned above in the transport protocol
TP++ tailored for high speed communications [BIER 92]. This is because FEC allows
receivers to correct up to some number of lost cells without retransmissions. In addition, the
Reed-Solomon erasure (RSE) code developed in [ANTH 90] has been implemented by the
device operating at 1 Gb/s because of its less complexity compared with the conventional
Reed-Solomon code. This makes FEC more suitable for high speed communications. Even
in the ATM LAN with relatively small propagation, FEC will contribute toward improving
QOS in connectionless multicast communications for video conferences which do not employ
any ARQs. In FEC scheme based on the RSE code, the FEC encoder produces some
redundant cells, say r cells, every predetermined number of data cells, say p cells. Those
redundant cells together with data cells form a group called a block. In this case, the

receiver can correct up to r cells among cells lost in a block.

99
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Even though adding more redundant cells enhances the capability of correcting lost cells,
the amount of offered traffic to the network also increases. This can cause in turn cell loss to
happen more often. Hence, there is the tradeoff between the enhancement of the capability
of correcting lost cells and the increase of cell loss. In the transport layer located above the
ATM layer, a block of cells, often referred to as a packet, is processed as a data unit instead
of a cell; if some cells are lost in a block, it is very likely that all the cells in the block are
eventually discarded at destinations. Accordingly, the block loss probability is a primary
performance measure instead of the individual cell loss probability [ERNS 93]. Further,
the cell loss distribution in a block is known to be highly correlated, so that we cannot
deduce the block loss probability from the individual cell loss probability [CIDO 93].

The main goal of this Chapter is to investigate the effectiveness of FEC in ATM networks
which are expected to support diverse applications such as voice, video and data transfer. It
is known that many of traffic sources in ATM networks exhibit a fair amount of correlation
[HEFF 86]. Thus, the key issue to be considered is to investigate how the correlation
of cell arrivals affects the cell loss distribution in a block. To this end, we develop a
discrete-time finite-buffer queueing model for a system composed of multiple sources with
correlated traffic, where some sources employ FEC. Further we provide an exact analysis
of the distribution of the number of cells lost in a block generated by a particular source.
Our analytical approach allows us to investigate how the cell loss distribution in a block
is affected by various parameters related to both traffic characteristics and FEC based
on the RSE code. In particular, we consider the peak arrival rate and burst length as the
parameters with regard to traffic characteristics. Also we consider the number of redundant

cells in a block and the block size as the parameters with regard to the FEC.

There are several related works [ERNS 93, CIDO 93, SCHA 90, ZANG 92]. In particular,
Biersack [ERNS 93] has extensively studied FEC based on the RSE code in some specific
contexts of practical interest by means of simulations, and also addressed the related results
obtained by approximate analysis in [SCHA 90, ZANG 92]. Contrary to these works, we
take an analytical approach to investigate the effectiveness of FEC in ATM networks and
show how ftraffic characteristics have impacts on the effectiveness of FEC. Cidon et al.
[CIDO 93| have analyzed the number of packets lost in a block, assuming exponential
service times (in the continuous-time model) or independent arrivals (in the discrete-time
model). Further, in the discrete-time model, they assumed all cells arrive from a single
source. Even though they mentioned a possibility to extend their model to a model with
multiple sources, they did not provide any specific analysis in fact. Besides, their focus was
not on FEC based on the RSE code. As shown in the following sections, we develop and

analyze a queueing model with several sources, where some sources employ FEC based on
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the RSE code and other sources do not.

The remainder of the Chapter is organized as follows. In section 5.2, we develop a
mathematical model for a system composed of multiple sources with correlated traffic,
where some of sources employ FEC based on the RSE code. Section 5.3 provides an exact
analysis of the distribution of the number of cells lost in a block generated by a particular
source. Section 5.4 provides numerical results to investigate how traffic characteristics have

impacts on the effectiveness of FEC. Finally, section 5.5 presents concluding remarks.

5.2 Model Description

In this section, we describe our analytical model involving correlated cell arrival processes.
By means of this model, we will obtain the distribution of the number of cells lost in a
block. ‘

We consider a discrete time queueing system with time slot being equal to a cell trans-
mission time. In our model, there are many sources transmitting their cells to the same
multiplexer or switch with an output buffer with capacity of B cells (see Fig. 5.1). In
particular, we focus our attention only on one source among them, and call it the tagged
source to obtain its performance measures such as cell loss and block loss probabilities.
Other sources are referred to as erternal sources.

At the tagged source, cells arrive according to an interrupted Bernoulli process(IBP),
which is characterized by a parameter set of (Ao, @, §). IBP has two states, ON-state and
OFF-state. In each slot, the process changes its state from ON to OFF with probability
a, and from OFF to ON with probability 5. During ON-state, one cell arrives in each slot
with probability Aoy, while no cell arrives during OFF-state. Thus, the average arrival
rate of the tagged source is given by

B
A= ﬁ/\ON. (5.1)

On the other hand, we assume that the aggregated cell arrivals from all external sources

are governed by a finite-state Markov chain. Let M denote the number of phase states in
the Markov chain. With probability u,; (i,7 = 1,..., M), the phase state changes from
state ¢ in the previous slot to state j in the current slot. Furthermore, a;;(z) denotes
the probability that z cells are transmitted to the switch when the phase state changes
from state ¢ to state j. The arrival process of external sources is then characterized by the
M x M matrix C; whose (1, j)th element represents the conditional joint probability that
the Markov chain is in state j in the current slot and z cells arrive from external sources

given the Markov chain being in state ¢ in the previous slot:
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u1,1a1,1($) te ul,Mal,M(x)
C,= : : . (5.2)
UM,laM,l(IL‘) e UM,MGM,M(CE)
This arrival process is called the discrete MAP (DMAP) [BLON 92] and has been used to
model bursty traffic [TAKI 93, TAKI 94].

In the remaining of this section, we address the definition of block and the function of
FEC. When using FEC, after every p cells (referred to as data cells) arrive at sources,
7 cells (referred to as redundant cells) are produced by the Reed-Solomon erasure (RSE)
coding[ANTH 90] and sent out to the switch. These p + 7 cells are organized into a group
which is referred to as a block. Without using FEC, a block would be corrupted when at
least one cell is lost in the block. On the other hand, the RSE code producing r redundant
cells per p data cells enables us to correct up to 7 cells lost in the block. This results in
reducing the block loss probability. With the increase of r, the receiver could correct more
lost cells. However, the actual traffic rate offered to the switch increases as redundant cells
increase. This can cause more lost cells. For these reasons, there will be some optimum
ratio of r to p. In this paper, in order to take the influence of increasing traffic due to FEC

code into consideration, we define the effective cell arrival rate Ay in ON state as

Aoy = (1 + ;) Aon. (5.3)

It is noted that ALy is not greater than one, so that r should be less than or equal to

5.3 Analysis

5.3.1 Definition of State Probability

The state of our system in the mth slot (m = 1,2,...) can be completely described by
a set of 1) the queue length D,(m) of output buffer in the ATM switch, 2) the IBP
state Sg(m) of the tagged source, 3) the number D(m) of data cells generated in the
current block up to now, and 4) the phase state S.(m) of external sources. Note that
{D;(m), Ss(m), D(m), Se(m)} forms a discrete-time Markov chain with finite states. We
define z(b, s,, d, s.) as the steady state probabilities of the Markov chain

{D:(m), Ss(m), D(m), Se(m)}:

2(b, 50, d,5) £ lim Pr{D,(m) = b,5,(m) = s,, D(m) = d, So(m) = s,}. (5.4)

In Appendix, we provide the analysis of the steady state probability z(b, s, d, s).
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traffic according to

DMAP
LT
source g receiver
R
on'—off traffic . ATM switch (error correcting
with FEC coding (buffer size B) of source traffic)

Figure 5.1: Analytical model for FEC
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5.3.2 Derivation of Cell Loss and Block Loss Probabilities

In order to obtain the distribution of the number of cells lost in a block, we have to find
the slot in which the tagged source has finished transmitting all the cells in the previous
block. In that slot, the tagged source is in state (S;(m), D(m)) = (1,p + r). Hence, first
we obtain the steady state probability denoted by y(b, s.) with respect to random variables
D, and S, in the slot given that the tagged source first visits state (1,p + 7). The vector

having those probabilities as elements is defined as
yé[""y(base)a"']vOSbSBa 1§3e§M- (55)

The state (1,p+7) can be visited only from the states (0,p+r—1) and (1,p+7—1). The
steady state probabilities of these states are denoted by (0,p+7—1) and =(1,p+r — 1):

z(n,p+r—1) = [---,z(b,n,p+r—1,8.), -] n=0,1,0<b<B,1<s,<M(56)
Using (0,p +7 — 1) and (1,p + 7 — 1), we have

~ {lon(1 - a)2(,p+r = 1) + dowf2(0,p +r — 1)} (P(1) + P1(1))

- {Dov(1 —a)z(l,p+7— 1)+ AonBz(0,p+7 — 1)} e[(B+1)M] ~’ (5.7)

where e[n] denotes an n X 1 vector whose all elements are equal to one, Pr(1) (P(1))
represents the transition probability matrix with respect to random variables D, and S,

given that a cell transmitted from the tagged source is (not) lost in the output buffer:

0[M]---O[M] 0[M] EB———I—_éBfl(l)

: Cs:— Cp.»(1) o[M]

Dol C,— Co(1) o[ M}

o[M] --- 0[M] C, 0[M]

oM] Cy C; --- Cp3 Cp, Cp(1)
0M] Cy, C, --- Cp3 Cp(1) O[M]
: C, Cp_s Cp.s(1) 0O[M]

P()y=1| : , (5.9)

: C, Ci(1) o[M]
: ' Co(1)  O[M]
o[M] oM]  o[M]
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where 0[M] denotes a zero matrix of dimension M x M, C, is given in (5.2), C, represents
the transitions when z or more cells are transmitted:
o0
c.2 3 Cj, (5.10)
k=x

and

o k

Ci(1) = ch—&% (5.11)
k=1 (i+1>

represents the transition probability matrix given that the buffer has still capacity enough to

accommodate up to 1+1 cells and the cell transmitted from the tagged source is successfully

buffered.
To obtain the distribution of the number of cells lost in the block, we define yl(,ns)e (i) as

yé?ﬁ(z) 2 Pr{L(“) =1,D,=b5 =55 =1,D= n}, (5.12)

where L™ denotes the number of lost cells among first n cells in a block. We also define

y(™)(i) as its probability vector:
y @) S [0, ), 0<b<B 1<s <M. (5.13)

Moreover, let P denote the transition probability matrix with regard to random variables
D, and S, when no cell is transmitted from the tagged source:
Cy, C,---Cp,Cp, Cpg
CO Cl T CB__Q CB—I O[M]
O[M] Cy --- Cp 3 Cp_, O[M]
C : . ) (5.14)
. : . CO —CTl O[M]
o[M] --- --- o[M] C, O[M]

Therefore, we obtain y{™ (i)

myP(1) +yP 2,0, P'P(1), n=1,i=0,

myPr(1) + yP Y2 n . P PL(1),  n=1i=1,

my™ D) P(1) + y" D (0)P >, nj42 P P(1), 2<n<p+ri=0,

my™ @) PQ) + y" V(@) P LR n; 2P P(1)

+my™ (= DPL(1) + y™ V(@ - PR P Pr(1),

2<n<p+r, 1<i<n-—1,

my™V(n — 1)Py(1) + y™ D(n - )P Y2, 042 PTPL(1),
2<n<p+r1=n,

y™(i) = (5.15)
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where n; denotes the probability that the length of the first passage time from state (1, p+7)
to state (1,1) is equal to i slots. (Note that all the first passage times from state (1,7) to
state (1,n+1) (1 < n < p+7—1) have the same distribution as that from state (1,p+7) to
state (1,1).) To obtain 7;, we need the transition probabilities among three states : (1,1),
(0,p+ ), and (1,p + r), since the state (1,p+ r) can transits only these states.

(1,1) (L,p+r) 0,p+r)
(1,1) 1 0 0
(Lp+7)| don(I—a) (1—Don)(1—a) «Q . (5.16)
(0,p+r) Aonp (1= 2on)B 1-p

Using these transition probabilities, 7; is given by
AON(l - Oé), if 1=1

Y (1= 2on)1 - ), @) ((1 ElA—OIXl(Ji); ) 1 “ 5) R (AOZXSNB a)) § >0 (5.17)

From the definition of y™(i), we see that y®*"(i) (i = 0,1,---,p + 7) denotes the
probability that ¢ cells are lost among p + 7 cells constituting a block. Thus, we have

Pr{L =i} = y®*(i)e[(B + 1)M], (5.18)

where L denotes the number of cells lost in a block. By means of this probability, it is
straightforward to obtain the cell loss probability distribution Fj,.(z), and the block loss
probability Bj,gs:

Floss(z) = > Pr{L =1}, (5.19)
=0
p+r

Biss = Y. Pr{L =1} (5.20)
i=r+1

5.4 Numerical Results

As mentioned in Section 2, we assume a general stochastic model (DMAP) to represent the
behavior of the external sources. In obtaining numerical results, it is convenient to exploit
a more specific model which is mostly used to represent a correlated cell arrival process.
In this section, we assume that cells arrive at each of external sources according to IBP
as well as the tagged source. Further we assume that there exist N, external sources and
they are divided into E groups of sources, where each of Ngj) sources in the jth group has
the same parameters ();, o, §;) in terms of IBP. Note that 3>/2; N = N,. This model
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is convenient to handle a heterogeneous system of sources, e.g., some of them use FEC
whereas others do not, or some of them have bursty traffic while others do not, and so on.

First, defining the random variable S{) that indicates the number of IBP sources being
in ON state among the jth group of sources, we have the following transient probability
that SU) will make the transition from state k in the mth slot to state [ in the (m + 1)st
slot:

pd) = Pr{89(m+1) =19 (m) = k}
min(k,l) k o N — k G) s s

| | NO —k—1+i
z:max(O,l~Ne(‘7)+k)
1<j<E. (5.21)

We also define a!”)(z) as the probability that z cells arrive when [ external sources of the

jth group are in ON state:

4 I :
a(z) = ( )(Aj)m —A)F 0<I<SNY1<j<E. (5.22)

T

The transition probability matrix C gj ) for the jth group hence becomes

pad’ @) paP (@) - B el (@)
(g () (J) ) ©) (J)
C:(Ej) _ ploa’o ( ) 10‘1 (:L‘> pl N(J) N(J)(x) ) (5.23)
PE\%)O (J)(x) E\J,)(nl (J)(l”) : 22])]\[(]) S\J,)o)(x)

Thus, we can rewrite C, given by eq. (5.2) as follows.

c.= Y Ve ...0Cc®. (5.24)
Sz

In particular, we suppose that the system considered below consists of 16 sources; there
are one tagged source and 15 external sources (N, = 15), and focus on the following two
cases: homogeneous and heterogeneous cases. In the homogeneous case, all of external
sources have the same parameters as those of the tagged one, and thus /£ = 1. We then
investigate the impact of 1) the buffer size, 2) traffic parameters, and 3) block size on the
performance. On the other hand, in the heterogeneous case, external sources are divided
into two groups; one includes sources applying FEC and the other consists of sources not
applying FEC, and thus E = 2. With this setting, we examine the performance degradation
of sources that do not apply FEC.
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With respect to the performance of FEC, the following two features are worth noting.
First, increasing the number r of redundant cells per block enhances the capability of
regenerating lost cells at destination nodes. Second, this causes, at the same time, the
effective arrival rate of incoming traffic to the network to increase as shown in eq.(5.3),
thereby increasing cell loss probability. Therefore, in the following subsections, we present
some numerical results on these features along with the block loss probability. That is, 1)
block loss probability when sources do not apply FEC for various values of the total arrival
rate Ay multiplexed at one output port, 2) the distribution of the number of cells lost in
a block, and 3) the block loss probability for various values of the number r of redundant
cells per block. The first two performance measures help us to understand how the block

loss probability can be improved or not by means of FEC.

5.4.1 The Impact of the Buffer Size

In this subsection, we investigate the impact of the buffer size B at the output port on
ATM switch on the performance. In Fig. 5.2, we fix the average ON duration (hereafter,
we call it burst length) 1/a = 400, the peak rate of sources Aoy = 0.05 and the block size
p = 20. Thus p is equal to the average number Aoy /a of cells per one burst.

Figure 5.2-(a) shows the impact of B on the block loss probability B, (r = 0) without

using FEC for various values of the total arrival rate A;;. Since Ay is given by

B
A = 16\ = 16 Aow, 5.25
I PRl (5.25)

the increase of Ay, implies the increase of § (that is, the decrease of the average OFF
duration 1/3). As expected, B,(r = 0) for a specific value of A,y decreases as the buffer
size B increases.

Figure 5.2-(b) shows the block loss probability B, as a function of the number r of
redundant cells when A,y is chosen in a way to keep B (r = 0) equal to 107°. We set
the traffic parameters as in Fig. 5.2-(a) except for r. This figure shows the benefits due to
FEC and its related characteristics. We observe that FEC is more effective in improving
By,.s when the buffer size B is smaller.

In order to show the effectiveness of applying FEC on the overall performance of the

system, we define the gain G as

Bloss (T - 0)

Bloss('r == Topt)’

G2 log (5.26)

where 7,, denotes the optimum number of redundant cells per block that makes Bj,

smallest. Table 5.1 shows the gain for various values of B in such a case that Bj,es(r =
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0) = 107% and 107°. We see that 7, and G become smaller as B is getting larger.
Furthermore, by comparing two cases of By (r = 0) = 107° and 107°, we observe that
FEC is more effective for a smaller block loss probability Bj,ss, €.g., when B = 16 and
Bioss(r = 0) = 107°, FEC succeeds in decreasing Bj,ss by three orders of magnitude.

5.4.2 The Impact of the Traffic Parameters

In this subsection, we show the impact of the traffic parameters such as the peak rate Aon

and the burst length 1/a.

The impact of the peak rate Aoy

In Fig. 5.3, we investigate the impact of the peak rate A\oxy. We fix the bufler size B = 16
and the block size p = 20. In this setting, we vary the peak rate Aoy, while keeping
p = Aon/a constant. Thus varying the peak rate Aon also implies varying the average ON
duration 1/a.

Figure 5.3-(a) illustrates Bj,s(r = 0) as a function of the total arrival rate A,y for various
values of the peak rate Aoy. We observe that By, (r = 0) for a given Ay increases as the
peak rate Aoy increases.

Figure 5.3-(b) shows Bj,ss as a function of the number 7 of redundant cells. We observe
that FEC is effective for a small value of the peak rate Apn.

Table 5.2 shows that FEC is ineffective when the peak rate Aoy = 0.1 and 0.2. Note
that, when Aony = 0.05,0.1 and 0.2, the sums of the peak rates of all sources is given by
16Aon = 0.8,1.6 and 2.4, respectively. Thus we conclude that FEC is ineffective when the

sum of the peak rates of all sources exceeds 1.0.

The impact of the burst length 1/a

In Fig. 5.4, we investigate the impact of the average burst length 1/a. The peak rate Aox
and the block size p are fixed to 0.05 and 20, respectively. In this setting, we change the
burst length 1/a into 400, 2000, 4000, and 40000 slots which are of 1,5, 10, and 100 blocks,
respectively.

In Fig. 5.4-(a), there are not significant differences in those performance measures for
different burst lengths. However, from Fig. 5.4-(b), we observe that FEC is more effective
when 1/c is smaller. In order to understand this fact, we show the survivor function
1 — Floss(z) when r = 0 (that is, the whole sources do not apply FEC) in Fig. 5.4-(c).
1 — Fi5s(z) denotes the probability of z + 1 or more cells lost in a block, and would
indicate the block loss probability in using FEC of z redundant cells if we do not take into
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Figure 5.2: Impact of the bufler size on cell loss characteristics
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Table 5.1: Impact of B on rep and the gain G

Bioss(r = 0) = 107% | Bjyss(r = 0) = 1077
B | 7 opt gain G T opt gain G
16| 6 2.25 7 3.06
20 5 1.24 6 1.68
20 3 0.44 4 0.68
Table 5.2: Impact of Aon on 7oy and the gain G
Bioss(r = 0) = 107% | Byss(r = 0) = 1077
Aon | Topt gain G Topt gain GG
0.05] 6 2.25 7 3.06
0.1 5 0.66 5) 0.91
02| 4 0.21 3 0.17
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account the increase of the block size due to the redundant cells. In this figure, 1 — Fj,.,(z)
decreases more slowly with z when the burst length 1/« is larger. This implies that more
cells in a block can be lost when 1/« becomes larger as long as the block loss probability
is fixed. This is why FEC is more effective when 1/« is smaller.

Table 5.3 shows 7., and the gain G for various values of 1/a. As the burst length
becomes larger, both 7,,; and G are getting smaller, whereas they are not very sensitive to

the burst length when the burst length is large.

5.4.3 The Impact of the Block Size

In Fig. 5.5, we investigate the impact of the number of data cells p in a block. We fix the
buffer size B = 16 and the peak rate Aoy = 0.05.

We set p to 10,20, 30 and 50, while keeping Aoy = pa constant. Thus the burst length
1/c is set to 200,400,600 and 1000, respectively.

Figure 5.5-(a) shows the block loss probability Bj,ss as a function of the ratio of the
number 7 of redundant cells to the number p of data cells, where A,y is chosen in such
a way to keep Bi,.(r = 0) equal to 107% *. As can be seen from this figure, FEC is
remarkably effective when p is relatively large although 1/« is also large in such a case. We
shall show what leads to this feature. Fig. 5.5-(b) shows the survivor function 1 — Fjo(x)
when the amount of traffic is fixed. We observe that 1 — Fj,.(z) decreases very quickly
with z/p when p is relatively large. Thus, for a fixed value of 7/p, this figure shows how
effectively a large p can enhance the capability of the destination to correct lost cells.

Furthermore, as shown in Table 5.4, we have a significant improvement on the block loss
probability with a large p in which the ratio of the optimum number 7., of redundant cells

to p is around 0.3.

5.4.4 The Impact of the Number of FEC Sources

Figure 5.6 illustrates the impact of the number of FEC sources. Figure 5.6-(a) and 5.6-
(b) show the block loss probabilities of the tagged source that applies and does not apply
FEC, which are denoted by Bjss—rrc and Bioss—nonrrc, respectively. We fix the buffer
size B = 16, the peak rate Aoy = 0.05, the burst length 1/ = 200 and the block size
p = 10. The number of FEC sources are set to 0,4, 8,12 and 16 while the total number of

sources is kept equal to 16.

1Since there are not significant differences in Bj,,s(r = 0) even when p is changed, we here omit the
figure corresponding to Fig. 5.4-(a).
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Table 5.3: Impact of 1/« on 7, and the gain G

Bioss(r = 0) = 107° | Bipss(r = 0) = 1077
1o | Top gain G T opt gain G
400 6 2.25 7 3.06
2000 || 4 1.51 5! 2.20
4000 || 4 1.40 4 2.09
40000 | 3 1.29 4 2.07
Table 5.4: Impact of p on 7, and the gain G
Bioss(r = 0) = 107° || Bjpss(r = 0) = 1077
P |Topt/pP| gain G Topt/P| gain G
10 0.1 0.26 0.15 0.52
200 0.3 2.25 0.35 3.06
30| 0.3 3.97 0.33 5.06
50| 0.28 6.72 0.28 8.04
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Figure 5.5: Impact of the block size p on loss characteristics
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As shown in Fig. 5.5-(a), when p is set to 10 and the whole sources apply FEC, FEC
is slightly effective. Nevertheless, when only 4 sources apply FEC, By rpc decreases
drastically, whereas Bj,ss—nonrrc does not degrade so much. However, non-FEC sources
may suffer from severe performance degradation when the number of FEC sources is large,
as can be seen from Fig. 5.5-(b). Therefore, we conclude that FEC should be applied only
to a small part of sources whose required QOS is comparatively strict in a way not to
damage non-FEC sources seriously.

Suppose, for example, that there are two types of sources; in some sources, the block
loss probability must be less than 1078, and, in other sources, that must be less than 107%.
In order to meet these requirements, FEC is used in the former type of sources, say FEC
sources. It is shown from Fig. 5.6 that the required QOS can not be guaranteed when
there are 8,12 and 16 FEC sources. On the other hand, when only 4 sources apply FEC,
the QOS can be achieved with r redundant cells such that 4 < r < 8.

5.5 Conclusions

FEC has been considered as an effective error recovery scheme for applications with strin-
gent delay requirements in high speed networks like ATM networks. This is due to its
capability of recovering from loss without retransmissions. Furthermore, the development
of the FEC encoder and decoder operating at 1 Gb/s makes FEC practical in high speed
communication. In this Chapter, we carried out an exact analysis of the distribution of the
number of cells lost within a block in ATM networks with correlated cell arrivals in order to
investigate the characteristics of FEC. We have shown numerical results on its distribution
and block loss probability in many cases. In conclusion, our analytical approach developed
here is useful in evaluating the advantage of FEC and also its disadvantage to damage
non-FEC traffic in a system composed of both FEC sources and non-FEC sources. By nu-
merical results, FEC has shown to be very effective in reducing the block loss probability
when the peak rate is not high. The optimum ratio of the number of redundant cells to
that of data cells in a block depends on many parameters such as the peak arrival rate
and burst length associated with transmitted traffic as well as the number of FEC sources.
In addition, using a block of large size improves the block loss probability significantly.
However, it is noted that a block of larger size can cause the receiver to wait longer until
the last cell within a block comes up, and the possible block size thus depends on some

requirement in terms of delay time in each application.
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5.A Appendix: Analysis of Steady State Probability

To simplify notations, we define p{? as the state probability vector at the mth slot:

FAN d d d
p@ = [Py, pD, - PO
P 2 [ P D055 50), -], 8. =01, 1<d<p+r 1<s, <M, (5A-1)
where
PD(b, 55, 50) 2 Pr{D,(m) = b, S,(m) = s,, D(m) = d, S.(m) = s.}, (5A-2)

M denotes the number of phases in external sources, and B denotes the buffer size of the
output buffer in the switch. Further s, = 0 and 1 correspond to the OFF- and ON-states,
respectively, in the IBP state of the tagged source. In what follows, we analyze the steady
state probability of the Markov chain {D,(m), Ss(m), D(m), S.(m)}.

5.A.1 State Transition Probabilities of the Tagged Source

We assume that cell generations from the tagged source follow the transitions of the phase
state of IBP. Define the transition probability matrix Tgi,)n whose elements are the prob-
abilities of the transition with respect to the random variable S, and of n,, cells being
transmitted from the tagged source at the mth slot, given that D = d at the mth slot.

Namely, its (f, g) element Tgi)l( 1.0) is given by

d A
T(()(l)c+1,l+1) = Pr{Si(m+1)=1n, =0|S;(m) =k, D(m) =d}
1-7 if k=1=0,
« if k=1,1=0,
- (1 - AON),B 1f k‘ - O,Z = 1, (SA_B)
(1—"AON)(1—OZ) i k=1= 5
d A
Ty = Pr{Se(m+1)=1Ln, =1|S,(m) = k, D(m) = d}
Aon B if k=0,1=1,
= don(1—a) if k=1=1, (5A-4)
0 otherwise.

Each of the above matrices has the dimension 2 x 2.

Note that when a transition driven by ng) happens, D(m+1) = d, and when a transition
driven by ng) happens, D(m +1) =d+1(d<p+r)or Dim+1)=1(d=p+r).
Furthermore, the matrices T(()d) and T(ld) are irrelevant to a specific value of d. Hereafter,
for all d (1 < d < p+ ), we shall denote T((Jd) and Tﬁd) by Ty and T, respectively.
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5.A.2 Transition Probability Matrix

We assume that the events on the output buffer occur in the following order.

1. At the beginning of a slot, the transmitter starts to send the cell in the head of line
of the output buffer.

2. Then, the output buffer starts to accommodate cells transmitted from the tagged

and/or external sources.
3. At the end of the slot, the transmitter finishes sending the cell.

From this assumption, when & cells are waiting in the output buffer and [ cells are arriving
there from the tagged and/or external sources, only B —k cells among the [ cells are eligible
to enter the buffer and the remaining { — (B — k) cells are dropped out.

Therefore focusing on the transition with respect to the queue length, we have the fol-

lowing relations:

P2 Ay + Aoy, if =0 and ¥ < B -1,
® Py AL s +P$n)vo g, if b=0 and ¥ =5,

Py = 9 Pgt )Al,b’vb+l +pm,bAo,bub+1, ifl1<b< Bandb—1<¥ <B-2, oA
\ pfﬁ“}, Ay +pf$,)bm7 if 1<b<B and V=B-1,

andfor2<d<p+r
'pgn YAy +pihAgy, il b=0 and ¥ <B-1,

o pm co Alp +PuyAss, if b=0 and ¥ =B, (54.6)

PV Ay b + DD Agy 4y,  f1<b<Bandb—1<¥ <B-2

oAy 0 0 Ay o, if 1<H<B and ¥ =B-1,

where

Ay, = Ty®C;,, 0<:<B-1,

Ay; = T®C,, 1<i<B-1,

A, = 0[2M],

Ay, = Ty®C;, 0<i<B,

A; = T1®C,;, 1<i<B,

Ay = T, ®C,, (5A-7)




5.A. Appendix: Analysis of Steady State Probability 121

0[m] denotes a zero matrix of dimensions m x m, and ® denotes the Kronecker product.
Note that C, and C, are given in Egs. (5.2) and (5.10), respectively. The matrices A, ;
and A;; have the dimension ¢ x g, where ¢ 2 9M.

Note here that the structure of the transitions to {D,(m+1) =¥,S,(m+1),D(m+1) =
d,S.(m + 1)} (whose probabilities are represented by pgil’b,) is independent of a specific
valueof d (1 < d < p+r). This implies that the Markov chain {D,(m), S;(m), D(m), S.(m)}
is exactly lumpable with respect to a random variable D [SCHW 84]. Namely, the steady
state probabilities of {D,,S,, D =d,S.} (1 <d < p+r) are all the same, i.e.,

lim Pr{D,(m) = b,Ss;(m) = s5, D(m) = d, S.(m) = s.}

m—00

= lim Pr{D,(m) = b, S,(m) = s,, Se(m) = s}/ (p+ ). (5A-8)

In what follows, we shall derive the steady state probability of the aggregated Markov chain
{D,(m),S,(m), S.(m)}, and using Eq. (5A-8), we obtain the steady state probability of
the original Markov chain.

Let p(b, 55, se) denote the probability of {D,(m) = b, S;(m) = s,, S.(m) = 5.} and p,,,
denote [ -+, pm(b, s, 5¢), -+ -], where 0 < b < B, s, =0,1 and 1 < s, < M. By summing
up both sides of eqs.(5A-5) and (5A-6) for all d (1 < d < p+r), we have

ProAB 1+ i Py Apy i V=B -1, (5A-9)
pm,OAB ].f b, — B.

PmoAv + 0 PrpAy s if 0<¥ < B-2,
pm+l,b’ =
where for 0 <6< B
Ap= Ao+ Ay, Ap=Ag,+ Ay, (5A-10)

Therefore, it follows from Eq. (5A-9) that the transition probability matrix Q related to
the state probabilities p,, , takes the following form.

Ay A - Ay A, Ap, Ay
Ay, A, --- A3 A, Ap, O[QJ
Olq] Ay --- Ap., Ap., Ap ., 0l
Q= : : : : ) (5A-11)
: - Ag Ay XQ_ O[Q]
Lo el A :_I_l_ 0[q]
Ofg --- --- -~ O[g] Ay 0[g]

Note that the dimension of Q is equal to ¢(B + 1) x ¢(B + 1).
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We define the steady state probability vector as follows.

T’ 2 Tii_I)I})opm:[mg"'WmZ""vm*B]:
7 2 lim p,, (5A-12)

Consequently, we obtain the steady state probability vector «* by solving the following

equation:
=2*Q, z*e[q(B+1)]=1, (5A-13)

where e[m] represents a column vector of dimension m, whose all elements are equal to 1.

It may be difficult to directly solve Eq. (5A-13) since the number of states grows ex-
plosively as the buffer capacity B becomes large. The algorithm proposed in [TAKI 93]
enables us to calculate * independently of the buffer size. Furthermore, using Eq. (5A-8),

we obtain the steady state probabilities z(b, s,,d, s.) in terms of x*.



Chapter 6

Concluding Remarks

6.1 Summary of This Dissertation

In the dissertation, I have considered both congestion control and error control in ATM
networks. In particular, I have focused on reactive feedback control and selective cell
discard scheme for ABR traffic as congestion control, and Forward Error Correction (FEC)
as error control. In order to quantitatively evaluate those control schemes, some analytical
approaches based on the queueing theory have been proposed.

In the remainder of this section, I would like to just review this dissertation based on
the chapter organization.

In Chapter 2, I dealt with the reactive feedback control based on BECN (Backward
- Explicit Congestion Notification). Our analytical model consists of several sources and
the server with some propagation delay between them. The model is exact in cases without
propagation delay, and is approximate in case of non-zero propagation delay. By using the
model, I carried out an approximate analysis of two types of reactive control algorithms:
the binary control (BC1) and that with cell push-out scheme at each source (BC2). The
binary control is that sources choke/relieve their cell transmission when the queue length of
the server buffer goes over/falls below an adequate threshold, H. Numerical results agreed
with simulation ones very well, and BC2 provides better performance in terms of cell loss
probability than BC1 while the average waiting time is not degraded so much. Further,
BC2 is better than BC1 in that it is easier to determine the optimum value of H, which
minimizes the overall cell loss probability under both BC1 and BC2. We also found that
the statistical gain can be increased by the reactive congestion control algorithms over a
wide range of the total rate, the burstiness and the burst-length of offered traffic.

In Chapter 3, I evaluated the performance of link-by-link backpressure congestion

control by means of analytical approach, developed in Chapter 2, in the two-stage queueing
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model consisting of the congested node and its upstream nodes. Numerical results have
shown that the plain backpressure (BP1) adversely influences the cells which do not go
through the congested server. The backpressure combined with the cell push-out scheme
(BP2), proposed in Chapter 2, can overcome this drawback and further improves the loss
performance in terms of cells transmitted to the congested server. In addition, BP2 is
considered to be effective in ATM WANSs because of its ability to efficiently relieve the
HOL blocking due to BP1.

In Chapter 4, I carried out an exact analysis of the packet loss probability in the system
applying selective cell discard scheme, such as TD, EPD based upon a fixed threshold
(EPD1) of the buffer on the ATM switch, and that based upon variable ones (EPD2), given
that the packet length follows a geometric distribution, and that sources are homogeneous
in terms of traffic characteristics without the retransmission of lost packets. From numerical
results, the packet loss probability becomes smaller as the threshold is set to larger value in
EPD1 and as the acceptance coeflicient 6 is set to smaller value in EPD2. Contrary to the
previous works [ROMA 95], however, my study shows that both EPD1 and EPD2 can not
provide better performance than TD. We expect that this fact comes from the assumption
of the geometrically distributed packet length. In this case, the number of cells which will
arrive from an accepted packet at the switch has the same distribution as the number of
cells in a newly arriving packet. Thus, I concluded that the effectiveness of EPDs strongly
depends on the packet length distribution.

In Chapter 5, I developed an exact analysis of the distribution of lost cells within a block
in order to investigate the characteristics of FEC combined with cell interleaving. By
numerical results, FEC has shown to be very effective in reducing the block loss probability
when the peak rate of each source is not high. The optimum ratio, which makes the block
loss probability minimized, of the number of redundant cells to that of data cells in a block
depends on many parameters such as the peak arrival rate and the burst length as well
as the number of FEC sources. In addition, we found that using a block of larger size
improves the block loss probability significantly. However, it is noted that a block of larger
size can cause the receiver to wait longer until the last cell within a block comes up, and
the possible block size thus depends on some requirement in terms of delay time in each

application.
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6.2 Issues for Future Research

In the analysis of reactive congestion control proposed in Chapter 2, I treated only the
binary control although it enables us to evaluate the case where sources gradually in-
crease/decrease those transmission rate according to the reduced/raised queue length of
the congested server, namely the analysis would be able to investigate such control mech-
anism like as EPRCA (studied, e.g., in [OHSA 95]).

On link-by-link backpressure congestion control, I have analyzed the limited system
consisting of nodes in two stages, which represents the relation between the congested
node and its upstream nodes. In the system, I could not clarify how the congested state
is spreading over networks. Thus, the investigation on the property of the backpressure
in a multistage network is of practical interest, and remains as future work. Further, by
considering such system, it is expected that the congested state would finally reach source
end system in a network if the overload duration gets long. Thus, end-to-end feedback
control is still required, although link-by-link control is performed. From this point of
view, in [RAMA 95], the integration of end-to-end rate based feedback control and link-
by-link credit based control scheme has been proposed for ABR flow control. It is also
interesting topic.

Concerning the analysis of some selective cell discard schemes, I assumed the system
where lost packets are not retransmitted by any sources. From numerical results obtained
in Chapter 4, EPD more reduces the queue length of the buffer in the intermediate ATM
switch than the case of TD whereas EPD achieves less effectiveness than by TD. It implies
that, in the system with lost packet retransmission, retransmitted packet can easily stored
in the buffer in case of EPD, and the performance of EPD would be superior to that of TD
as already mentioned in [ROMA 95]. In order to exactly show this assumption, we may
have to take into account the packet loss performance with lost packet retransmission or
throughput performance in the system. We would need to clarify the behavior of higher
layer protocol such as transport one over ATM networks.

The performance of FEC for CBR ftraflic was shown in Chapter 5, in which the number
of cells in a unit block is set to the larger value, the block loss probability is considerably
improved. However, the block reconstructing time at the receiver becomes larger. There-
fore, we should investigate the relationship between the loss performance and delay one.
Furthermore, FEC may be applied to VBR audio and video as mentioned in [ITUI 363]. In
this case, if the block size is fixed, then the block constructing time at sources is relatively
large when cells generated at lower rate, thereby causing the unacceptable delay for VBR

stream on ATM connection. One of ideas for overcoming this problem is that the block
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size is changed according to cell generation rate of VBR stream, and it would be for further

study.
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