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Abstract

Let F be a non-archimedean local field of arbitrary characteristic. We give an explicit formula of
the unramified Shintani functions on GSp4(F ). As an application, we evaluate a local zeta integral
of Murase–Sugano type, which turns out to be the spin L-factor of GSp4.
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1 Introduction

Proving the meromorphic continuation and the functional equation of an automorphic L-function
is one of the basic problems in the theory of automorphic representations. In order to prove these,
there is a distinguished technique called Rankin–Selberg method, which is a theory of an integral
representation of automorphic L-functions. In 1994, Murase–Sugano [MS] introduced a new kind of
global zeta integral for the symmetric pair (On,On−1) of the orthogonal groups over an algebraic
number field. Under certain assumptions, the global zeta integral turns out to be an integral of the
global Shintani function and moreover can be decomposed into an Euler product of local zeta integrals.
Local Shintani functions, which are main objects in this thesis, appear in the local zeta integral as an
integrand. They proved that the unramified local zeta integral represents the standard L-factor of On

([MS, Theorem 1.6]). Later, for a non-archimedean local field F ′ of characteristic zero or p > 2, Kato–
Murase–Sugano [KMS] gave an explicit formula of the unramified (Whittaker–)Shintani functions for
the pair (SOn(F

′),SOn−1(F
′)) of the split special orthogonal groups.

In this thesis we first give an explicit formula of the unramified Shintani functions for the symmetric
pair (GSp4(F ), (GL2 ×GL1 GL2)(F )). Here F is a non-archimedean local field of arbitrary charac-
teristic. Moreover, by using our explicit formula, we prove that the unramified local zeta integral of
Murase–Sugano type for (GSp4(F ), (GL2×GL1 GL2)(F )) represents the spin L-factor of GSp4. This
proof is more direct compared to [MS] (see Remark 5.1.3 and Remark 5.3.3). Here we note that there
are two important points in this thesis. First we allow F to be of characteristic two. Our explicit
formula in the case where F is of characteristic two is not reduced to the results in [KMS], although
that in the other case is reduced to a special case of their results (see [G1]). Second, in order to give
a meromorphic continuation of Shintani functionals, we employ Bernstein’s rationality theorem. Note
that the use of Bernstein’s rationality theorem is proposed in [BFF] without detailed explanation.
We supply the missing details and prove that Shintani functionals are extended to a dense subset
of the space of the Satake parameters. It seems that this argument is omitted in [S] and [Z], where
Bernstein’s rationality theorem is used in similar situations.

We explain our result more precisely. Let G = GSp4(F ) be the symplectic similitude group as
defined in §2.2. We denote byG0 a certain subgroup ofG which satisfiesG0 ≃ (GL2×GL1GL2)(F ). Let
P (resp. P0) be the standard minimal parabolic subgroup of G (resp. G0) and δ (resp. δ0) its modulus
character. We denote by T (resp. T0) the diagonal subgroup of G (resp. G0). Then T (resp. T0) is a
Levi subgroup of P (resp. P0). If o is the ring of integers of F , then K = GSp4(o) (resp. K0 = G0∩K)
is a maximal compact subgroup of G (resp. G0). For any (ξ,Ξ) = ((ξ1, ξ2, ξ3), (Ξ1,Ξ2,Ξ3)) ∈ Xnr(T0)×
Xnr(T ) ≃ (C×)3 × (C×)3, we define S(ξ,Ξ) to be the C-vector space consisting of all the continuous
functions S : G → C such that

[L(ϕ)R(Φ)S](x) = ωξ(ϕ)ωΞ(Φ)S(x) (∀ϕ ∈ H(G0,K0),
∀Φ ∈ H(G,K)).

Here H(G,K) (resp. H(G0,K0)) is the Hecke algebra of (G,K) (resp. (G0,K0)), and ωΞ (resp. ωξ)
is the C-algebra homomorphism H(G,K) → C (resp. H(G0,K0) → C) corresponding to Ξ (resp. ξ)
via the Satake isomorphism. We call an element of S(ξ,Ξ) an unramified Shintani function of type
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(ξ,Ξ) for the pair (G,G0), or simply a Shintani function. Our purpose is to give an explicit formula
of Shintani functions. It follows from the definition that a Shintani function S ∈ S(ξ,Ξ) is determined
by the values on K0\G/K. By the Cartan type decomposition (Theorem 3.2.1), it is enough to know
the values S(t(λ′)ηt(λ)) for all (λ′, λ) = ((λ′

1, λ
′
2, λ

′
1), (λ1, λ2, λ3)) ∈ Λ++

0 × Λ+, where

Λ+ = {λ = (λ1, λ2, λ3) ∈ Z3| λ1 ≥ λ2, 2λ2 ≥ λ3},
Λ++
0 = {λ′ = (λ′

1, λ
′
2, λ

′
1) ∈ Z3|λ′

1 ≥ 0, 2λ′
2 ≥ λ′

1},

t((λ1, λ2, λ3)) =


ϖλ1

ϖλ2

ϖλ3−λ1

ϖλ3−λ1

 , η =


1 1 1

1 1

1
−1 1

 .

For each (ξ,Ξ) ∈ Xnr(T0)×Xnr(T ), we set

cS(ξ,Ξ) =
b(ξ,Ξ)

d′(ξ)d(Ξ)
,

where

d(Ξ) = (1− Ξ1Ξ2)(1− Ξ1Ξ
−1
2 )(1− Ξ1)(1− Ξ2), d′(ξ) = (1− ξ1)(1− ξ2),

b(ξ,Ξ) = (1− q−1/2Ξ1Ξ3ξ1ξ3)(1− q−1/2Ξ1Ξ3ξ2ξ3)(1− q−1/2Ξ1Ξ3ξ1ξ2ξ3)(1− q−1/2Ξ2Ξ3ξ1ξ2ξ3)

× (1− q−1/2Ξ1Ξ2Ξ3ξ1ξ3)(1− q−1/2Ξ1Ξ2Ξ3ξ2ξ3)(1− q−1/2Ξ1Ξ2Ξ3ξ3)(1− q−1/2Ξ1Ξ2Ξ3ξ1ξ2ξ3).

Then our main result is as follows.

Theorem A (Theorem 4.5.4) Let (ξ,Ξ) be any element of Xnr(T0)×Xnr(T ). Then we have

dimC S(ξ,Ξ) =

{
1 (if (ξΞ)|Z ≡ 1),

0 (otherwise).

If (ξΞ)|Z ≡ 1, for any nonzero element S ∈ S(ξ,Ξ) we have S(14) ̸= 0, and the Shintani function
Wξ,Ξ ∈ S(ξ,Ξ) with Wξ,Ξ(14) = 1 is given by

Wξ,Ξ(t(λ
′)ηt(λ)) =

(Ξ1Ξ2Ξ
2
3)

λ3

(1− q−2)2

∑
w ∈ W
w′ ∈ W0

cS(w
′ξ, wΞ)

(
(wΞ)−1δ1/2

)
(t(λ))

(
(w′ξ)−1δ

1/2
0

)
(t(λ′))

for all (λ′, λ) ∈ Λ++
0 × Λ+. Here 14 is the identity element of G, Z is the center of G and W (resp.

W0) is the Weyl group of (G,T ) (resp. (G0, T0)).

We shall explain the outline of our proof of Theorem A by describing the contents of each section.
In Section 2, we introduce basic notation and objects which will be used throughout this thesis.
In Section 3, we recall the definition of the Shintani functions on GSp4(F ) and prove the Cartan
type decomposition of GSp4(F ). Also, we prove the uniqueness of the Shintani functions by using
a system of difference equations satisfied by Shintani functions. In Section 4, we prove the explicit
formula of the Shintani function. In §4.1, we construct a nonzero Shintani functional Ωξ,Ξ for any

element (ξ,Ξ) of a certain domain U ♯
c ⊂ (C×)5 by using relative invariants, which are introduced in
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[KMS]. In §4.4, we give a meromorphic continuation of Ωξ,Ξ. This is the most technical part of the
proof of Theorem A. In order to do that, instead of following the method of [KMS] closely, we apply
Bernstein’s rationality theorem (Theorem 4.4.4) combining with a simple measure theoretic argument
(Proposition 4.3.17). The necessary verifications for applying this theorem is done in §4.2 (Rank one
calculation) and §4.3 (Uniqueness of Shintani functionals). In §4.5, we prove Theorem A by using the
method employed to prove that of the unramified Whittaker functions in [CS] (see also [KMS]). The
meromorphic continuation of Ωξ,Ξ enables us to get a (W0 ×W )-invariance of Shintani functions. In
Section 5, we evaluate a local zeta integral of Murase–Sugano type, which turns out to be the spin
L-factor of GSp4, as an application of our explicit formula.

We note that besides the paper [KMS] mentioned above there are several papers studying (Whittaker–
)Shintani functions on GSp4(F ) or related groups. For example, an explicit formula of Whittaker–
Shintani functions for (Sp2n(F ), Jacobi group) was given by Murase [M] for n = 2. Later Murase’s
result was generalized to any n by Shen [S]. Also, Bump–Friedberg–Furusawa [BFF] proved an ex-
plicit formula of Bessel functions on GSp4(F ) and Hironaka [H2] proved that of Shintani functions
for (Sp4(F ),SL2(F )× SL2(F )).

The main results in this thesis have been announced in [G1] and the contents from Section 2 to
Section 4 are going to be published as a paper [G2].
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in domestic and international conferences during his master and doctor program. Also the author
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2 Preliminaries

We denote by Z and C the ring of rational integers and the complex number field, respectively. For
z ∈ C, we denote by ∥z∥ the absolute value of z. Throughout this thesis F is a non-archimedean local
field of arbitrary characteristic. We denote by o = oF the ring of integers of F , and we let p be the
maximal ideal of o. Let q be the number of elements of o/p. Once and for all, we fix a generator ϖ of
p. We normalize the p-adic absolute value |x| of x ∈ F so that |ϖ| = q−1. For an affine algebraic group
H over F , we denote by H the locally compact group H(F ). We denote by 1n the identity matrix of
size n.

2.1 Unramified principal series representations of reductive groups.

In this subsection, we recall properties of an unramified principal series representation of a connected
reductive algebraic group. Let H be a connected reductive algebraic group over F . For simplicity, we
assume that H is split over F . Let TH be a maximal split torus of H and PH a minimal parabolic
subgroup of H containing TH. Then we have the Levi decomposition PH = THNH. Here NH is
the unipotent radical of PH. We denote by Σ = Σ(H,TH) the root system of (H,TH), by Σ+ =
Σ+(H,TH) the set of positive roots corresponding to PH and by ∆ = ∆(H,TH,PH) the set of simple
roots determined by Σ+. We denote by α∨ the coroot corresponding to α ∈ Σ. We set aα := α∨(ϖ) for
α ∈ Σ. Since H is split, H is defined over o (see [T, 1.10], for example). Also, since PH,TH and NH

are split, PH,TH and NH are defined over o. We set KH = H(o). Then KH is a maximal compact
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subgroup of H = H(F ). We have the Iwasawa decomposition H = PHKH . Let BH ⊂ KH be the
Iwahori subgroup corresponding to Σ+, that is,

BH = (the inverse image of PH(o/p) ⊂ H(o/p) via the natural map KH � H(o/p)).

Let WH be the Weyl group of (H,TH). Then we have the following three Bruhat type decompositions:

H = PHWHPH , H = PHWHBH , KH = BHWHBH .

We denote by ℓ(w) the length of w ∈ WH corresponding to Σ+ and by wℓ the longest element of WH .
We denote by wα ∈ WH the reflection corresponding to α ∈ Σ.

We fix an isomorphism t : (GL1)
dim(TH) ∼→ TH, (t1, · · · , tdim(TH)) 7→ t(t1, · · · , tdim(TH)). Let

X∗(TH) be the Z-module consisting of algebraic homomorphisms TH → GL1 and X∗(TH) the Z-
module consisting of algebraic homomorphisms GL1 → TH. Then we have the canonical pairing

⟨·, ·⟩ : X∗(TH)×X∗(TH) → Z given by composition. Let {ei}dim(TH)
i=1 be the standard basis of X∗(TH)

given by ei(t(t1, · · · , tdim(TH))) = ti (i = 1, · · · , dim(TH)) and {di}dim(TH)
i=1 the basis of X∗(TH) dual

to {ei}dim(TH)
i=1 with respect to the canonical pairing. For σ, τ ∈ X∗(TH), we write σ ≥ τ if σ − τ is a

linear combination of positive roots with nonnegative coefficients.
A character of the group TH is called unramified if it is trivial on TH ∩KH . Let Xnr(TH) be the

group of unramified characters of TH . Then the modulus character δPH
of PH is an element ofXnr(TH).

If we denote by Xnr(F
×) the group of unramified characters of F×, we often identify Xnr(TH) with

Xnr(F
×)dim(TH) via

Xnr(TH) → Xnr(F
×)dim(TH), χ 7→ (χ1, · · · , χdim(TH)) := (χ ◦ d1, · · · , χ ◦ ddim(TH))

or (C×)dim(TH) via

Xnr(TH) → (C×)dim(TH), χ 7→ (χ1(ϖ), · · · , χdim(TH)(ϖ)).

Remark 2.1.1 Via the above identify Xnr(TH) ≃ (C×)dim(TH), we often regard Xnr(TH) as a complex
manifold or an affine algebraic variety.

For χ ∈ Xnr(TH), we denote by iHPH
(χ) the normalized unramified principal series representation

of H. The standard model of this representation is the vector space consisting of locally constant

functions f ∈ C∞(H) which satisfy f(px) = (χδ
1/2
PH

)(p)f(x) ((p, x) ∈ PH × H). The group H acts

on iHPH
(χ) by the right translation R = Rχ, where [R(h)f ](x) = f(xh). We note that iHPH

(χ) is an

admissible representation of H. Let Pχ be the intertwining operator C∞
c (H) → iHPH

(χ) defined by

Pχ(f)(x) :=

∫
PH

(χ−1δ
1/2
PH

)(p)f(px)dlp (∀f ∈ C∞
c (H)).

Here dlp is the left invariant measure of PH with vol(PH ∩ KH ; dlp) = 1. It is well-known that Pχ

is surjective. We set ϕKH ,χ := Pχ(chKH
). Here chA is the characteristic function of a subset A ⊂ H.

Then we have iHPH
(χ)KH = CϕKH ,χ. The restriction of f ∈ iHPH

(χ) to KH induces an isomorphism

iHPH
(χ)

∼→ C∞(PH ∩KH\KH) as a C-vector space. Indeed, its inverse map C∞(PH ∩KH\KH) ∋ f 7→
fχ ∈ iHPH

(χ) is given by

fχ(pk) := (χδ
1/2
PH

)(p)f(k) (∀(p, k) ∈ PH ×KH)
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via the Iwasawa decomposition. We denote by Rχ a group homomorphism H → GL(C∞(PH ∩
KH\KH)) so that the diagram

iHPH
(χ)

res.−−−−→ C∞(PH ∩KH\KH)

R(h)

y yRχ(h)

iHPH
(χ)

res.−−−−→ C∞(PH ∩KH\KH)

commutes for all h ∈ H.
Let H(H,KH) be the Hecke algebra of (H,KH) over C, that is,

H(H,KH) = {φ ∈ Cc(H)| φ(k1xk2) = φ(x) (∀x ∈ H, ∀k1, k2 ∈ KH)}

with the multiplication given by convolution

(φ1 ∗ φ2)(x) =

∫
H
φ1(xh

−1)φ2(h)dh (∀φ1, φ2 ∈ H(H,KH)).

Here dh is the Haar measure of H with vol(KH ; dh) = 1. We note that the identity element of
H(H,KH) is chKH

for the multiplication. For an unramified representation (π, V ) of H, the Hecke
algebra H(H,KH) acts on V KH by

π(φ)v :=

∫
H
φ(h)π(h)vdh (∀v ∈ V KH , ∀φ ∈ H(H,KH)).

In particular, H(H,KH) acts on iHPH
(χ)KH . Since iHPH

(χ)KH = CϕKH ,χ, there exists a C-algebra
homomorphism ωχ : H(H,KH) → C such that

R(φ)ϕKH ,χ = ωχ(φ)ϕKH ,χ (∀φ ∈ H(H,KH)).

We recall the Satake isomorphism using the above notation. Let C[TH/TH ∩ KH ] be the group
algebra of TH/TH ∩ KH . Since a C-algebra homomorphism C[TH/TH ∩ KH ] → C is determined by
the image of the generator d1(ϖ), · · · , ddim(TH)(ϖ) of C[TH/TH ∩KH ], we have HomC-alg(C[TH/TH ∩
KH ],C) ≃ (C×)dimTH ≃ Xnr(TH). The Weyl group WH acts on TH by w · t := wtw−1(w ∈ WH , t ∈
TH). The action is extended linearly to an action of WH on C[TH/TH ∩KH ].

Theorem 2.1.2 There exists a unique C-algebra homomorphism ω : H(H,KH) → C[TH/TH ∩KH ]
with the following properties:

i) ω : H(H,KH)
∼→ C[TH/TH ∩KH ]WH := {f ∈ C[TH/TH ∩KH ]| w · f = f(∀w ∈ WH)};

ii) For all χ ∈ Xnr(TH), χ ◦ ω = ωχ.

For two unramified characters χ, χ′ ∈ Xnr(TH), there exists w ∈ WH such that χ = wχ′ if and
only if ωχ = ωχ′ . Here WH acts on Xnr(TH) by (wχ)(t) := χ(w−1 · t)(t ∈ TH , w ∈ WH , χ ∈ Xnr(TH)).
Therefore we have an isomorphism

Xnr(TH)/WH
∼→ HomC-alg(H(H,KH),C), χ 7→ ωχ.

An unramified character χ of TH is called regular if wχ ̸= χ for all w ∈ WH − {1}. We denote by
Xreg

nr (TH) the set of regular characters in Xnr(TH). We assume χ to be a regular character until the
end of this subsection. For any w ∈ WH , we set ϕw := Pχ(chBHwBH

) ∈ iHPH
(χ). Then {ϕw}w∈WH

is a

basis of iHPH
(χ)BH . It is well-known that there exists a set {Tw,χ : iHPH

(χ) → iHPH
(wχ)}w∈WH ,χ∈Xreg

nr (TH)

of intertwining operators such that
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i) T1,χ = id;

ii) Tw,χ(ϕKH ,χ) = cw(χ)ϕKH ,wχ;

iii) If ℓ(w1w2) = ℓ(w1) + ℓ(w2), then Tw1w2,χ = Tw1,w2χ ◦ Tw2,χ (∀w1, w2 ∈ WH);

iv) Twα(ϕwαw + ϕw) = cα(χ)(ϕwαw + ϕw) (∀α ∈ ∆).

Here

cα(χ) :=
1− q−1χ(aα)

1− χ(aα)
, cw(χ) :=

∏
α > 0
wα < 0

cα(χ)

for α ∈ Σ+. We call cα a c-function for α ∈ Σ+. See [C2, §3] and [C1, §6.4] for more detail.

Proposition 2.1.3 ([C2, §3]. See also [KMS, 1.10]) There is another basis {gw}w∈WH
of iHPH

(χ)BH

such that

i) R(chBH t−1BH
)gw = vol(BHtBH)

(
(wχ)−1δ

1/2
PH

)
(t)gw (∀t ∈ T+

H );

ii) g1 = ϕ1;

iii) ϕKH ,χ = qℓ(wℓ)
∑

w∈WH
cw(χ)gw,

where T+
H = {t ∈ TH | |α(t)| ≤ 1(∀α ∈ Σ+)} and cw(χ) :=

∏
α>0,wα>0 cα(χ).

The two bases {ϕw}w∈WH
and {gw}w∈WH

play an important role in our proof of an explicit formula
of Shintani functions (see §4.2 and §4.5).

2.2 Basic objects

Let G be an affine algebraic group over F defined by

G = GSp4 = {g ∈ GL4| tgJg = ν(g)J, ν(g) ∈ GL1}, J =

(
12

−12

)
and P its standard minimal parabolic subgroup defined by

P =




∗ ∗ ∗ ∗
∗ ∗ ∗

∗
∗ ∗

 ∈ G

 .

We note that ν : G → GL1 is a homomorphism of algebraic groups, which is called the similitude
character of G. Let P = TN be the Levi decomposition of P, where T is the maximal (split) torus of
G defined by

T = {t(t1, t2, t3) := diag(t1, t2, t3t
−1
1 , t3t

−1
2 )| t1, t2, t3 ∈ GL1}

and N is the unipotent radical of P. Then X∗(T) = Hom(T,GL1) and X∗(T) = Hom(GL1,T) are
Z-modules of rank three. Let {ei}3i=1 be the standard basis of X∗(T) given by ei(t(t1, t2, t3)) = ti and
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{di}3i=1 the basis of X∗(T) dual to {ei}3i=1 with respect to the canonical pairing X∗(T) × X∗(T) →
Z, (χ, µ) 7→ ⟨χ, µ⟩. We often identify X∗(T) with Z3 via

X∗(T) ∋ µ 7→ (⟨e1, µ⟩, ⟨e2, µ⟩, ⟨e3, µ⟩) ∈ Z3.

Let Σ ⊂ X∗(T) be the root system of (G,T) and Σ+ the set of positive roots with respect to P.
Then we have Σ+ = {e1 − e2, e1 + e2 − e3, 2e1 − e3, 2e2 − e3} and the set of simple roots is given by
∆ = {α1 := e1 − e2, α2 := 2e2 − e3}. The coroot of α ∈ Σ+ is given by

α∨ =


d1 − d2 (if α = α1 = e1 − e2),

d1 + d2 (if α = e1 + e2 − e3),

d1 (if α = 2e1 − e3),

d2 (if α = 2e2 − e3).

We define homomorphisms xα : Ga → G(α ∈ Σ) by

xe1−e2(t) =
tx−e1+e2(t) =


1 t

1

1
−t 1

 , xe1+e2−e3(t) =
tx−e1−e2+e3(t) =


1 t

1 t

1
1

 ,

x2e1−e3(t) =
tx−2e1+e3(t) =


1 t

1

1
1

 , x2e2−e3(t) =
tx−2e2+e3(t) =


1

1 t

1
1


and set Nα := {xα(t)|t ∈ Ga}. We denote by N− the group generated by {x−α(t)| α ∈ Σ+, t ∈ Ga}.
We note that N is generated by {xα(t)| α ∈ Σ+, t ∈ Ga}.

Let G0 be an affine algebraic group over F defined by

G0 = GL2 ×GL1 GL2 = {(g1, g2) ∈ GL2 ×GL2| det(g1) = det(g2)}.

We often identify G0 with a subgroup of G via the embedding

G0 ∋ (

(
a1 b1
c1 d1

)
,

(
a2 b2
c2 d2

)
) 7→


a1 b1

a2 b2
c1 d1

c2 d2

 ∈ G.

Then P0 = P∩G0 is a minimal parabolic subgroup of G0. Let P0 = T0N0 be the Levi decomposition
of P0, where T0 is the maximal (split) torus of G0 defined by

T0 =

{
(

(
t′1

t′3t
′−1
1

)
,

(
t′2

t′3t
′−1
2

)
)
∣∣∣ t′1, t′2, t′3 ∈ GL1

}
and N0 is the unipotent radical of P0. Then T0 is identified with T via the embedding. Let {e′i}3i=1

be the standard basis of X∗(T0) given by e′i(t(t
′
1, t

′
2, t

′
3)) = t′i and {d′i}3i=1 the basis of X∗(T) dual to

{e′i}3i=1 with respect to the canonical pairing. We often identify X∗(T0) with Z3 in the same way as
X∗(T). Let Σ0 ⊂ X∗(T0) be the root system of (G0,T0) and Σ+

0 the set of positive roots with respect
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to P0. Then we have Σ+
0 = {β1 := 2e′1 − e′3, β2 := 2e′2 − e′3}. We note that the set of simple roots

coincides with Σ+
0 . The coroot of β ∈ Σ+

0 is given by

β∨ =

{
d′1 (if β = β1 = 2e′1 − e′3),

d′2 (if β = β2 = 2e′2 − e′3).

We define homomorphisms x′β : Ga → G0 ⊂ G(β ∈ Σ0) by

x′2e′1−e′3
(t) = tx′−2e′1+e′3

(t) =


1 t

1

1
1

 , x′2e′2−e′3
(t) = tx′−2e′2+e′3

(t) =


1

1 t

1
1


and set N0,β := {x′β(t)|t ∈ Ga}. We denote by N−

0 the group generated by {x−β(t)| α ∈ Σ+
0 , t ∈ Ga}.

We note that N0 is generated by {x′β(t)| α ∈ Σ+, t ∈ Ga} We define ϖi ∈ X∗(T), ϖ′
i ∈ X∗(T0) (i =

1, 2) by

ϖ1 := e1, ϖ2 := e1 + e2, ϖ′
1 := e′1 − e′3, ϖ′

2 := e′2 − e′3.

Each ϖi (resp. ϖ
′
i) is called the fundamental weight attached to the simple root αi (resp βi).

We set K := G(o). Then K is a maximal compact subgroup of G = G(F ). Similarly, K0 := G0(o)
is a maximal compact subgroup of G0 = G0(F ). For a subgroup H of G defined over o, we set

H(0) := H(o), H(1) := ker(H(0) � H(o/p)).

Here H(0) � H(o/p) is the canonical surjection.

2.3 Decompositions for GSp4(F ) and its subgroups.

In this subsection, we recall several important decompositions of G and its subgroups. For any closed
subgroup H of G, we normalize the measure dh of H so that vol(H ∩K; dh) = 1. Let dg, dk, dt and dn
be the Haar measures of G,K, T and N , respectively. We denote by dlp the left invariant measure dtdn
of P = TN and by δ : P → C× the modulus character of P : δ(p) = |t41t22t

−3
3 |(∀p = t(t1, t2, t3)n ∈ P ).

Similarly, let dg′, dk′, dt′ and dn′ be the Haar measures of G0,K0, T0 and N0, respectively. We denote
by dlp

′ the left invariant measure dt′dn′ of P0 = T0N0 and by δ0 : P0 → C× the modulus character of
P0: δ0(p

′) = |t21t22t
−2
3 |(∀p′ = t(t1, t2, t3)n

′ ∈ P0).

Proposition 2.3.1 (Iwasawa decomposition)

G = PK = KP, dg = dlpdk = δ(p)dkdlp,

G0 = P0K0 = K0P0, dg′ = dlp
′dk′ = δ0(p

′)dk′dlp
′.

Let W be the Weyl group of (G,T ), that is, W = {g ∈ G|gTg−1 = T}/T . Then W is generated
by w1T and w2T , where

w1 =


1

1

1
1

 , w2 =


1

1

1
−1

 .
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A complete set of representatives of W is given by

{14, w1, w2, w1w2, w2w1, w1w2w1, w2w1w2, w2w1w2w1}.

We set

wℓ :=


1

1

1
1

 ∈ w2w1w2w1T.

Similarly, let W0 be the Weyl group of (G0, T0), which is defined in the same way as W . Then W0 is
generated by w′

1T0 and w′
2T0, where

w′
1 =


1

1

−1
1

 , w′
2 = w2 =


1

1

1
−1

 .

A complete set of representatives of W0 is given by {14, w′
1, w′

2, w′
1w

′
2}.

Proposition 2.3.2 (Bruhat decomposition)

G =
⊔

w∈W
PwP =

⊔
w∈W

PwN =
⊔

w∈W
NwP,

G0 =
⊔

w′∈W0

P0w
′P0 =

⊔
w′∈W0

P0w
′N0 =

⊔
w′∈W0

N0w
′P0.

Let B be the Iwahori subgroup of G corresponding to Σ+ and B0 the Iwahori subgroup of G0

corresponding to Σ+
0 .

Proposition 2.3.3 (Bruhat type decomposition)

K =
⊔

w∈W
BwB =

⊔
w∈W

N(0)T(0)wB,

K0 =
⊔

w′∈W0

B0w
′B0 =

⊔
w′∈W0

N0,(0)T0,(0)w
′B0.

Proposition 2.3.4 (Iwahori factorization)

B = N−
(1)T(0)N(0), B0 = N−

0,(1)T0,(0)N0,(0).

3 Shintani functions

In this section, we prove the uniqueness of Shintani functions on G. In §3.1, we introduce the space
of Shintani functions. In §3.2, we prove a Cartan type decomposition of G. In §3.3, we show that the
dimension of the space of Shintani functions is at most one by using a system of difference equations
which Shintani functions satisfy.
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3.1 The space of Shintani functions.

In this subsection, we introduce the space of Shintani functions on G and investigate fundamental
properties of Shintani functions. Let Xnr(T )(resp. Xnr(T0)) be the group consisting of unramified
characters of T (resp. T0). We note that δ ∈ Xnr(T ), δ0 ∈ Xnr(T0). For ξ ∈ Xnr(T0),Ξ ∈ Xnr(T ), we
define S(ξ,Ξ) to be the C-vector space consisting of all continuous functions S : G → C such that

[L(ϕ)R(Φ)S](x) :=

∫
G0

dg′
∫
G
dg ϕ(g′)S(g′−1xg)Φ(g)

= ωξ(ϕ)ωΞ(Φ)S(x)

for all (ϕ,Φ) ∈ H(G0,K0)×H(G,K). We call an element of S(ξ,Ξ) an unramified Shintani function
of type (ξ,Ξ), or simply a Shintani function. Let Z (resp. Z0) be the center of G (resp. G0). We note
that Z ⊂ Z0 ≃ Z × {±1}.

Lemma 3.1.1 Every Shintani function S ∈ S(ξ,Ξ) has the following properties.

i) S(k′xk) = S(x) (∀(k′, x, k) ∈ K0 ×G×K);

ii) S(z0xz) = ξ(z0)
−1Ξ(z)S(x) (∀(z0, x, z) ∈ Z0 ×G× Z).

In particular, we have S(ξ,Ξ) = {0} if (ξΞ)|Z ̸≡ 1.

Proof.

i) Since chK ∈ H(G,K), chK0 ∈ H(G0,K0), we have

[L(chK0)R(chK)S](x) =

∫
K0

dk′
∫
K
dkS(k′xk).

On the other hand, by definition of Shintani functions we have

[L(chK0)R(chK)S](x) = ωξ(chK0)ωΞ(chK)S(x)

= S(x).

ii) Since chzK ∈ H(G,K), chz0K0 ∈ H(G0,K0), we have

[L(chz0K0)R(chzK)S](x) =

∫
G0

dg′
∫
G
dg chz0K0(g

′)S(g′−1xg)chzK(g)

=

∫
K0

dk′
∫
K
dk S(k′−1z−1

0 xzk)

= S(z−1
0 xz).

On the other hand, by definition of the Shintani functions we have

[L(chz0K0)R(chzK)S](x) = ωξ(chz0K0)ωΞ(chzK)S(x)

= ξ(z0)Ξ(z)S(x).

�
From Lemma 3.1.1 (i), it follows that a Shintani function S ∈ S(ξ,Ξ) is determined by its values

on K0\G/K.
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3.2 A Cartan type decomposition of GSp4(F )

In this subsection, we shall prove the following theorem, called a Cartan type decomposition of G. The
proof is almost the same as that of [KMS] for the split special orthogonal group SOn.

Theorem 3.2.1 We have the double coset decomposition

G =
⊔

µ ∈ Λ+

µ′ ∈ Λ++
0

K0g(µ
′, µ)K

with
g(µ′, µ) = t(µ′)ηt(µ), t(µ) = t(ϖµ1 , ϖµ2 , ϖµ3).

From Theorem 3.2.1, it follows that a Shintani function S ∈ S(ξ,Ξ) is determined by its values on{
g(µ′, µ)

∣∣ (µ′, µ) ∈ Λ++
0 × Λ+

}
.

We set K∗
0 := K0 · ⟨w1⟩, which is a subset of K. In order to prove Theorem 3.2.1, we shall first

prove the following decomposition of G.

Proposition 3.2.2

G =
∪

λ ∈ Λ+

λ′ ∈ Λ++
0

K∗
0g(λ

′, λ)K.

By [IM, Corollary 2.35], we have

G =
⊔

λ∈Λ+

BWt(λ)K

=
∪

λ∈Λ+

VBWt(λ)K

=
∪

λ∈Λ+

VN−
(1)Wt(λ)K.

Here we set
V := K∗

0

{
η(y1, y2)

∣∣ (y1, y2) ∈ o2
}
⊃ N(0)T(0).

We can easily check the following decomposition:

G =
∪

λ∈Λ+

∪
w∈W

VN−
(1)wt(λ)K

=
∪

λ∈Λ+

∪
w∈W

VN−e1+e2,(1)N−e1−e2+e3,(1)wt(λ)K.

For w ∈ W , we set

Uw :=
∪

λ∈Λ+

VN−e1−e2+e3,(1)N−e1+e2,(1)wt(λ)K.

We note that

x−e1+e2(a)t(t1, t2, t3) = t(t1, t2, t3)x−e1+e2(at1t
−1
2 ),
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x−e1−e2+e3(a)t(t1, t2, t3) = t(t1, t2, t3)x−e1−e2+e3(at1t2t
−1
3 ).

In particular, we have

U := U14 =
∪

λ∈Λ+

Vt(λ)K.

First we shall see the following lemma to prove Proposition 3.2.2.

Lemma 3.2.3 For all w ∈ W , we have U ⊃ Uw.

Proof. We may assume that w ̸= 14, that is, ℓ(w) ̸= 0. Since for each 14 ̸= w ∈ W there exist a
simple root α and w′ ∈ W such that w = wαw

′ and ℓ(w′) < ℓ(w). Then we shall see that Uw ⊂ Uw′ .
We note that wα1 = w1 and wα2 = w2.

i) We assume that α = α1. We can easily check the following equalities:

x−e1+e2(a)w1 = w1xe1−e2(a),

x−e1−e2+e3(a)w1 = w1x−e1−e2+e3(a),

x−e1−e2+e3(a)xe1−e2(b) = x−2e2+e3(2ab)xe1−e2(b)x−e1−e2+e3(a).

Noting that w1 ∈ V, we have

Uw =
∪

λ∈Λ+

VN−e1−e2+e3,(1)N−e1+e2,(1)wt(λ)K

=
∪

λ∈Λ+

VN−e1−e2+e3,(1)N−e1+e2,(1)w1w
′t(λ)K

=
∪

λ∈Λ+

Vw1N−e1−e2+e3,(1)Ne1−e2,(1)w
′t(λ)K

=
∪

λ∈Λ+

VN−e1−e2+e3,(1)Ne1−e2,(1)w
′t(λ)K

⊂
∪

λ∈Λ+

VN−2e2+e3,(1)Ne1−e2,(1)N−e1−e2+e3,(1)w
′t(λ)K

=
∪

λ∈Λ+

VN−e1−e2+e3,(1)w
′t(λ)K

⊂
∪

λ∈Λ+

VN−e1−e2+e3,(1)N−e1+e2,(1)w
′t(λ)K = Uw′ .

ii) We assume that α = α2. We can easily check the following equalities:

x−e1+e2(a)w2 = w2x−e1−e2+e3(a),

x−e1+e2(a)x−e1−e2+e3(b) = x−2e1+e3(−2ab)x−e1−e2+e3(b)x−e1+e2(a).

Hence we have

Uw =
∪

λ∈Λ+

VN−e1−e2+e3,(1)N−e1+e2,(1)wt(λ)K

=
∪

λ∈Λ+

VN−e1−e2+e3,(1)N−e1+e2,(1)w2w
′t(λ)K
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=
∪

λ∈Λ+

Vw2N−e1+e2,(1)N−e1−e2+e3,(1)w
′t(λ)K

=
∪

λ∈Λ+

VN−e1+e2,(1)N−e1−e2+e3,(1)w
′t(λ)K

⊂
∪

λ∈Λ+

VN−2e1+e3,(1)N−e1−e2+e3,(1)N−e1+e2,(1)w
′t(λ)K

=
∪

λ∈Λ+

VN−e1−e2+e3,(1)N−e1+e2,(1)w
′t(λ)K = Uw′ .

Hence we have the assertion. �
For g1, g2 ∈ G, if g1 ∈ K∗

0g2K, then we write g1 ∼ g2.

Lemma 3.2.4 For (y1, y2) ∈ o2, µ = (µ1, µ2, µ3) ∈ Λ+ and u1, u2 ∈ o×, we have

η(y1, 0)t(µ) ∼ η(y1, ϖ
µ1+µ2−µ3)t(µ),

η(0, y2)t(µ) ∼ η(ϖµ1−µ2 , y2)t(µ),

η(u1y1, u2y2)t(µ) ∼ η(y1, y2)t(µ).

Proof. The following equalities are easily checked by direct computation:

η(y1, 0)t(µ) = x2e′1−e′3
(ϖµ1+µ2−µ3y1)η(y1, ϖ

µ1+µ2−µ3)t(µ)xe1+e2−e3(−1),

η(0, y2)t(µ) = x2e′1−e′3
(−ϖµ1−µ2y2)η(ϖ

µ1−µ2 , y2)t(µ)xe1−e2(−1),

η(u1y1, u2y2)t(µ) = t(1, u1, u1u2)
−1η(y1, y2)t(µ)t(1, u1, u1u2).

�
Proposition 3.2.2 follows immediately from Lemma 3.2.3 and the following lemma.

Lemma 3.2.5 For any (y1, y2) ∈ o2 and µ ∈ Λ+, there exist (λ′, λ) ∈ Λ++
0 ×Λ+ such that η(y1, y2)t(µ) ∼

g(λ′, λ) = t(λ′)ηt(λ).

Proof. By Lemma 3.2.4, we may assume that y = (y1, y2) = (ϖν1 , ϖν2), ν1, ν2 ≥ 0. Let y = (y1, y2) =
(ϖν1 , ϖν2), ν1, ν2 ≥ 0.

i) If ν1 > ν2, then

x−2e′1+e′3
(ϖν1−ν2−1)η(y)t(µ) = η(y1)t(µ)x−2e′1+e′3

(ϖ2µ2−µ3(ϖν1−ν2−1)) (y1 = (ϖν2 , ϖν2)),

that is, η(y)t(µ) ∼ η(y1)t(µ). Hence we may assume that ν2 ≥ ν1.

ii) If µ1 − µ2 < ν1, then

x2e′1−e′3
(ϖµ1−µ2+ν2(1−ϖν1−µ1+µ2))η(y)t(µ) = η(y2)t(µ)xe1−e2(ϖ

ν1−µ1+µ2 − 1)

(y2 = (ϖµ1−µ2 , ϖν2)),

that is, η(y)t(µ) ∼ η(y2)t(µ). Hence we may assume that µ1 − µ2 ≥ ν1.
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iii) If ν2 − ν1 > 2µ2 − µ3, then

x2e′2−e′3
(ϖ2µ2−µ3(ϖν2−ν1−2µ2+µ3 − 1))η(y)t(µ) = η(y3)t(µ)x2e2−e3(ϖ

ν2−ν1−2µ2+µ3 − 1)

(y3 = (ϖν1 , ϖ2µ2−µ3+ν1)),

that is, η(y)t(µ) ∼ η(y3)t(µ). Hence we may assume that ν2 − ν1 ≤ 2µ2 − µ3.

If ν2 ≥ ν1, µ1 − µ2 ≥ ν1 and 2µ2 − µ3 ≥ ν2 − ν1, we have a factorization

η(y)t(µ) = t(

 ν1 + ν2
ν2

ν1 + ν2

)ηt(

 µ1 − ν1 − ν2
µ2 − ν2

µ3 − ν1 − ν2

).

We have completed the proof of the assertion. �
Proof of Theorem 3.2.1. First we shall prove the decomposition

(3.1) G =
∪

λ ∈ Λ+

λ′ ∈ Λ++
0

K0g(λ
′, λ)K.

The disjointness of the above decomposition is proved in the next subsection. By Proposition 3.2.2, it
is enough to show that for any (µ′, µ) ∈ Λ++

0 ×Λ+ there exist (λ′, λ) ∈ Λ++
0 ×Λ+ and (k′, k) ∈ K0×K

such that w1g(µ
′, µ) = k′g(λ′, λ)k. We can easily check that

w1g(µ
′, µ) = w1t(µ

′)ηt(µ)

= w1t(µ
′)w−1

1 w1ηt(µ)

= t(w1 · µ′)w1ηt(µ),

where w1 · µ′ = (µ′
2, µ

′
1, µ

′
1). Putting

µ̂′ =

 2µ′
2 − µ′

1

µ′
2

2µ′
2 − µ′

1

 , µ′
c =

 µ′
1 − µ′

2

µ′
1 − µ′

2

2(µ′
1 − µ′

2)

 ,

we have w1 · µ′ = µ̂′ + µ′
c. We note that µ̂′ ∈ Λ++

0 , µ+ µ′
c ∈ Λ+ and t(µ′

c) ∈ Z. Hence we have

w1g(µ
′, µ) = t(µ̂′)t(µ′

c)w1ηt(µ) = t(µ̂′)w1ηt(µ+ µ′
c).

Since

w1η = w1x2e1−e3(1)xe1+e2−e3(1)xe1−e2(1)

= x2e2−e3(1)xe1+e2−e3(1)x−e1+e2(1)w1,

we have

w1g(µ
′, µ)

= t(µ̂′)w1ηt(µ+ µ′
c)

=
(
t(µ̂′)x2e2−e3(1)x2e1−e3(−1)t(µ̂′)−1

)
g(µ̂′, µ+ µ′

c)
(
t(µ+ µ′

c)
−1xe1−e2(−1)x−e1+e2(1)w1t(µ+ µ′

c)
)
.

Noting that

t(µ̂′)x2e2−e3(1)x2e1−e3(−1)t(µ̂′)−1 ∈ K0, t(µ+ µ′
c)

−1xe1−e2(−1)x−e1+e2(1)w1t(µ+ µ′
c) ∈ K,

we have w1g(µ
′, µ) ∼ g(µ̂′, µ+ µ′

c). Hence we have the decomposition (3.1). �
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3.3 Uniqueness of Shintani functions.

Let (ξ,Ξ) ∈ Xnr(T0) × Xnr(T ). In this subsection, we prove the uniqueness of Shintani functions
(Theorem 3.3.1). We also prove the disjointness of the decomposition in Theorem 3.2.1.

Theorem 3.3.1 For any Shintani function S ∈ S(ξ,Ξ), we have S = 0 if S(14) = 0. In particular,
we have

dimC S(ξ,Ξ) ≤ 1.

Remark 3.3.2 In §4.5, we shall prove that dimC S(ξ,Ξ) = 1 if and only if (ξΞ)|Z ≡ 1 (see Theorem
4.5.4).

We denote by F [G] the ring of polynomial functions on G, which represents the group scheme G.
First we define elements α1, α2, β1, β2 of F [G], which are called relative invariants on G.

Remark 3.3.3 Although we use the same symbols α1, α2, β1 and β2 for relative invariants as the
simple roots introduced in §2.1, this will not cause any confusion.

For I = {i1, · · · , is}, J = {j1, · · · , js} ⊂ {1, 2, 3, 4}, we set

∆I,J(g) := det(gI,J), gI,J := (gik.jl)1≤k,l≤s.

We define relative invariants αi(i = 1, 2) on G by

α1(g) = ∆{1},{1}(wℓg), α2(g) = ∆{1,2},{1,2}(wℓg).

Here wℓ is the longest element of the Weyl group W defined in §2.3. Then, for (y1, y2) ∈ F 2, t =
t(t1, t2, t3), t

′ = t(t′1, t
′
2, t

′
3) ∈ T, n ∈ N , we can easily check the following properties of αi(i = 1, 2):

i) αi(η(y1, y2)wℓ) = 1 (i = 1, 2);

ii) α1(tng) = ϖ′
1(t)

−1α1(g) = t′−1
1 t′3α1(g);

iii) α2(tng) = (ϖ′
1 +ϖ′

2)(t)
−1α2(g) = t′−1

1 t′−1
2 t′23 α2(g);

iv) α1(gtn) = ϖ1(t)α1(g) = t1α1(g);

v) α2(gtn) = ϖ2(t)α2(g) = t1t2α2(g).

We recall the Bruhat decomposition G =
⊔

w∈W PwP . The double coset PwℓP has the following
properties.

Lemma 3.3.4 i) PwℓP = {g ∈ G|α1(g)α2(g) ̸= 0};

ii) The double coset PwℓP is an open dense subset of G with respect to the p-adic topology;

iii) The double coset PwℓP = PwℓN is homeomorphic to P ×N via pwℓn 7→ (p, n).

Proof. The assertions (ii) and (iii) are well-known. The assertion (i) follows from the Bruhat decom-
position of G. �

We define relative invariants βj(j = 1, 2) by

β1(g) := ∆{2},{1}(wℓg), β2(g) := ∆{2,4},{1,2}(wℓg).

Then, for (y1, y2) ∈ F 2, t = t(t1, t2, t3), t
′ = t(t′1, t

′
2, t

′
3) ∈ T, n ∈ N,n′ ∈ N0, we can easily check the

following properties of βi:
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i) |βi(η(y1, y2)wℓ| = |yi| (i = 1, 2);

ii) β1(t
′n′g) = ϖ′

2(t
′)−1β1(g) = t′−1

2 t′3β1(g);

iii) β2(t
′n′g) = e′3(t

′)β2(g) = t′3β2(g);

iv) β1(gtn) = ϖ1(t)β1(g) = t1β1(g);

v) β2(gtn) = ϖ2(t)β2(g) = t1t2β2(g).

Lemma 3.3.5 We have a decomposition

G =
∪

(ε1, ε2) ∈ {0, 1}2
w ∈ W

P0η(ε1, ε2)wP.

Proof. We note that

η(y1, y2) =


14 (if (y1, y2) = (0, 0)),

t(1, y1, 1)
−1η(1, 0)t(1, y1, 1) (if y1 ̸= 0, y2 = 0),

t(1, 1, y2)
−1η(0, 1)t(1, 1, y2) (if y1 = 0, y2 ̸= 0),

t(1, y1, y1y2)
−1ηt(1, y1, y1y2) (if (y1, y2) ̸= (0, 0)).

Hence, by the Bruhat decomposition of G, we have

G =
∪

(y1, y2) ∈ F 2

w ∈ W

P0η(y1, y2)wP =
∪

(ε1, ε2) ∈ {0, 1}2
w ∈ W

P0η(ε1, ε2)wP.

�

Remark 3.3.6 We note that the union in Lemma 3.3.5 is not disjoint (see Lemma 4.3.8).

The double coset P0ηwℓP has several properties which are similar to those of PwℓP .

Lemma 3.3.7 i) P0ηwℓP = {g ∈ G|α1(g)α2(g)β1(g)β2(g) ̸= 0};

ii) The double coset P0ηwℓP is an open dense subset of G with respect to the p-adic topology;

iii) The double coset P0ηwℓP = P ♯
0ηwℓP is homeomorphic to P ♯

0 × P via p0ηwℓp 7→ (p0, p). Here

P ♯
0 := T ♯N0 ⊂ P0, T ♯ := {t(t1, t2, t1)| t1, t2 ∈ F×}.

Proof. The assertion (i) follows from Lemma 3.3.4 (i). Since α1α2β1β2 is a surjective continuous
function from G to F , it follows from (i) that the double coset P0ηwℓP is an open subset of G. To
prove (ii), we shall see that P0ηwℓP is dense in G. Since PwℓP is dense in G, it suffices to show that
P0ηwℓP is a dense subset of PwℓP . It follows from the remark mentioned in the proof of Lemma 3.3.5.
It is easy to see the assertion (iii). �

The following lemma is used to obtain an integral expression of Shintani functions in §4.1.
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Lemma 3.3.8 Let g = n′t(t′1, t
′
2, t

′
1)ηwℓt(t1, t2, t3)n ∈ P ♯

0ηwℓP . Then we have

|t1| = |α1(g)| , |t2| =
∣∣∣∣α2(g)

β1(g)

∣∣∣∣ , |t3| =
∣∣∣∣α1(g)α2(g)ν(g)

β1(g)β2(g)

∣∣∣∣ ,
|t′1| =

∣∣∣∣ β1(g)β2(g)α1(g)α2(g)

∣∣∣∣ , |t′2| =
∣∣∣∣β2(g)α2(g)

∣∣∣∣ .
Here ν : G → F× is the similitude character of G.

In order to prove Theorem 3.3.1, we introduce a partial order ≥S on the set Λ++
0 × Λ+.

Definition 3.3.9 For (µ′, µ), (λ′, λ) ∈ Λ++
0 ×Λ+, we write (µ′, µ) ≥S (λ′, λ) if all of the following five

conditions hold:

i) µ1 − µ3 ≥ λ1 − λ3;

ii) µ1 + µ2 − 2µ3 − µ′
1 + µ′

2 ≥ λ1 + λ2 − 2λ3 − λ′
1 + λ′

2;

iii) µ1 − µ3 − µ′
1 + µ′

2 ≥ λ1 − λ3 − λ′
1 + λ′

2;

iv) µ1 + µ2 − 2µ3 − µ′
1 ≥ λ1 + λ2 − 2λ3 − λ′

1;

v) µ3 + µ′
1 = λ3 + λ′

1.

Remark 3.3.10 We note that (µ′, µ) ≥S (λ′, λ) if and only if all of the following five conditions hold:

i)′ µ1 + µ′
1 ≥ λ1 + λ′

1;

ii)′ µ1 + µ2 + µ′
1 + µ′

2 ≥ λ1 + λ2 + λ′
1 + λ′

2;

iii)′ µ1 + µ′
2 ≥ λ1 + λ′

2;

iv)′ µ1 + µ2 + µ′
1 ≥ λ1 + λ2 + λ′

1;

v)′ µ3 + µ′
1 = λ3 + λ′

1.

Then we have the following lemma.

Lemma 3.3.11 Let (µ′, µ) ∈ Λ++
0 × Λ+.

i) If (λ′, λ) ∈ Λ++
0 × Λ+ satisfies

K0t(µ
′)Kt(µ)−1z(µ3)K ∩K0t(λ

′)ηwℓt(λ)
−1z(λ3)K ̸= ∅,

then (µ′, µ) ≥S (λ′, λ) holds.

ii) The number of (λ′, λ) ∈ Λ++
0 × Λ+ which satisfies (µ′, µ) ≥S (λ′, λ) is finite.

Remark 3.3.12 We can easily check the following two equalities :

K0t(µ
′)Kt(µ)−1z(µ3)K = K0t(µ

′)Kt(µ)K,

K0t(λ
′)ηwℓt(λ)

−1z(λ3)K = K0g(λ
′, λ)K.
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Before proving Lemma 3.3.11, we shall see the disjointness of the decomposition in Theorem 3.2.1.

Proof of the disjointness of Theorem 3.2.1. Let g(µ′, µ) ∈ K0g(λ
′, λ)K. Since g(µ′, µ) ∈

K0t(µ
′)ηt(µ)K ⊂ K0t(µ

′)Kt(µ)K, we have

g(µ′, µ) ∈ K0t(µ
′)Kt(µ)K ∩K0g(λ

′, λ)K.

From Lemma 3.3.11 (and Remark 3.3.12), we have (µ′, µ) ≥S (λ′, λ). Similarly we have (λ′, λ) ≥S

(µ′, µ), that is, (µ′, µ) = (λ′, λ). We have completed the proof of Theorem 3.2.1. �

We denote by o[G] the o-structure of F [G]. We note that o[G] is a Hopf algebra over o. If m∗ :
o[G] → o[G] ⊗o o[G] is the coproduct of o[G], we denote by ∆ an o-algebra homomorphism defined
by the composite

∆ : o[G]
m∗
−→ o[G]⊗o o[G]

m∗⊗Id−→ o[G]⊗o o[G]⊗o o[G].

Proof of Lemma 3.3.11. We fix (µ′, µ) ∈ Λ++
0 × Λ+.

i) Let g = t(λ′)ηwℓt(λ)
−1z(λ3) for some (λ′, λ) ∈ Λ++

0 × Λ+. By the assumption, there exist
k, k1 ∈ K and k′ ∈ K0 such that g = k′t(µ′)kt(µ)−1z(µ3)k1. By comparing the similitudes of
both sides, we have µ3 + µ′

1 = λ3 + λ′
1. This is (v) of the definition of the partial order ≥S . We

put f = α1 ∈ o[G] ⊂ F [G]. Since we have

f(g) = f(t(λ′)ηwℓt(λ)
−1z(λ3))

= ϖ′
1(t(λ

′))−1ϖ1(t(λ)z(λ3)
−1)−1f(ηwℓ)

= ϖ1(t(λ)z(λ3)
−1)−1,

we obtain

(3.2) v(f(g)) = −⟨ϖ1, λ− (λ3, λ3, 2λ3)⟩.

Here, for any x ∈ F×, the value v(x) is defined by x ∈ ϖv(x)o×. We note that if ∆(f) =∑
i f(1),i ⊗ f(2),i ⊗ f(3),i (f(j),i ∈ o[G]), then we have

f(g) =
∑
i

f(1),i(k
′)f(2),i(t(µ

′)kt(µ)−1z(µ3))f(3),i(k1).

We may assume that each f(j),i is a nonzero element of o[G]. Since o[G] has a basis consisting
of weight vectors, we may assume that each f(2),i is a weight vector. Namely, there exist σ′

i ∈
X∗(T0), σi ∈ X∗(T) such that

f(2),i(t(µ
′)kt(µ)−1z(µ3)) = σ′

i(t(µ
′))−1σi(t(µ)z(µ3)

−1)−1f(2),i(k).

We note that G×G acts on F [G] by the left translation L and the right translation R. Then f is
a highest weight vector belonging to a finite dimensional (G×G)-submodule of F [G]. Let Vf be
the (G×G)-submodule of F [G] generated by f . Since, for n, n′ ∈ N−, there exist Ai(n

′, n) ∈ F
such that

[L(n′)−1R(n)f ](g) = f(n′gn) =
∑
i

Ai(n
′, n)f(2),i(g),
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{f(2),i} is a basis of Vf . Since f is the highest weight vector of Vf , we have ϖ′
1 ≥ σ′

i, ϖ1 ≥ σi.
Therefore we have

v(f(g)) = v(
∑
i

f(1),i(k
′)f(2),i(t(µ

′)kt(µ)−1z(µ3))f(3),i(k1))

≥ inf{v(f(1),i(k′)f(2),i(t(µ′)kt(µ)−1z(µ3))f(3),i(k1))|i}
≥ inf{v(f(2),i(t(µ′)kt(µ)−1z(µ3)))|i}
= inf{−⟨σ′

i, µ
′⟩ − ⟨σi, µ− (µ3, µ3, 2µ3)⟩|i}

≥ −⟨ϖ′
1, µ

′⟩ − ⟨ϖ1, µ− (µ3, µ3, 2µ3)⟩
= −⟨ϖ1, µ− (µ3, µ3, 2µ3)⟩.

Comparing the equation (3.2) and the above, we have

⟨ϖ1, µ− (µ3, µ3, 2µ3)⟩ ≥ ⟨ϖ1, λ− (λ3, λ3, 2λ3)⟩,

that is, µ1 − µ3 ≥ λ1 − λ3. This is (i) of the definition of the partial order ≥S . By applying the
same way as f = α1 to f = α2, β1, β2, the conditions (ii),(iii) and (iv) of the definition of ≥S are
also obtained. However note that we must consider Vf to be a (G0 ×G)-submodule of F [G] for
f = β1 or β2.

ii) This assertion follows from the definitions of Λ+,Λ++
0 and the partial order ≥S . �

For (µ′, µ) ∈ Λ++
0 × Λ+, we denote by m(µ′, µ) the number of (λ′, λ) ∈ Λ++

0 × Λ+ which satisfies
(µ′, µ) ≥S (λ′, λ). Then we have 1 ≤ m(µ′, µ) < ∞ for all (µ′, µ) ∈ Λ++

0 ×Λ+ from Lemma 3.3.11 (ii).
The following lemma is easily checked.

Lemma 3.3.13 If (µ′, µ) ≥S (λ′, λ) and (µ′, µ) ̸= (λ′, λ), then m(µ′, µ) > m(λ′, λ).

Proof of Theorem 3.3.1. For any Shintani function S ∈ S(ξ,Ξ) and (µ′, µ) ∈ Λ++
0 × Λ+, we put

S(µ′, µ) = S(g(µ′, µ)). We assume that

K0t
′(µ′)Kt(µ)K =

M⊔
i=0

K0g(λ
′
(i), λ(i))K, g(λ′

(i), λ(i)) = t′(λ′
(i))ηt(λ(i)).

Since K0t
′(µ′)Kt(µ)K is a compact subset of G, the above union is finite. We may assume that

(λ′
(0), λ(0)) = (µ′, µ) without loss of generality. It follows from Lemma 3.3.11 (i) that each (λ′

(i), λ(i))

satisfies (µ′, µ) ≥S (λ′
(i), λ(i)). By definition of the Shintani functions, we have

ωξ(chK0t′(µ′)−1K0
)ωΞ(chKt(µ)K)S(0,0)

= C
(0)
µ′,µvol

(
K0g(µ

′, µ)K; dg
)
S(µ′, µ) +

M∑
i=1

C
(i)
µ′,µvol

(
K0g(λ

′
(i), λ(i))K; dg

)
S(λ′

(i), λ(i)).(3.3)

Here 0 := (0, 0, 0) ∈ Z3 and, for all i = 0, · · · ,m, C
(i)
µ′,µ is a positive integer given as the number of

elements of the inverse image of K0g(λ
′
(i), λ(i))K under the multiplication map

K0\K0t
′(µ′)K0 ×Kt(µ)K/K → K0\K0t

′(µ′)Kt(µ)K/K.
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We note that vol
(
K0g(µ

′, µ)K; dg
)
is nonzero. In particular, if S(0,0) = 0, then S(µ′, µ) = 0 for all

(µ′, µ) ∈ Λ++
0 × Λ+. We shall prove it by induction on m(µ′, µ) ≥ 1. We take (µ′, µ) ∈ Λ++

0 × Λ+ and
assume that S(0,0) = 0.

First we assume that m(µ′, µ) = 1. Then, since K0t
′(µ′)Kt(µ)K = K0g(µ

′, µ)K, we have

0 = ωξ(chK0t′(µ′)−1K0
)ωΞ(chKt(µ)K)S(0,0) = Cµ′,µvol

(
K0g(µ

′, µ)K; dg
)
S(µ′, µ).

Here Cµ′,µ is a positive integer. Hence we have S(µ′, µ) = 0.
Next we assume that S(λ′, λ) = 0 for all (λ′, λ) such that m(µ′, µ) > m(λ′, λ). If

K0t
′(µ′)Kt(µ)K =

M⊔
i=0

K0g(λ
′
(i), λ(i))K, (λ′

(0), λ(0)) = (µ′, µ)

then m(µ′, µ) > m(λ′
(i), λ(i)) for all i = 1, · · · ,M from Lemma 3.3.13. Hence the equality (3.3) implies

S(µ′, µ) = 0 by the induction hypothesis. �

4 An explicit formula of Shintani functions

In this section, we shall prove one of the main results in this thesis. In §4.1, we construct a nonzero
intertwining operator Ωξ,Ξ ∈ HomG0(i

G0
P0

(ξ) ⊗C iGP (Ξ),C) for any element (ξ,Ξ) of a certain domain

U ♯
c ⊂ (C×)5 and give an integral expression of Shintani functions by using Ωξ,Ξ. In §4.2, we calculate

the image of the intertwining operator Ωξ,Ξ for several elements in iG0
P0

(ξ)⊗C iGP (Ξ). In §4.3, we prove

that there exists a nonempty subset Ũ ♯
c of Xnr(T0) ×Xnr(T ) such that HomG0(i

G0
P0

(ξ) ⊗ iGP (Ξ),C) is

one dimensional for any element (ξ,Ξ) ∈ Ũ ♯
c (Corollary 4.3.16). The uniqueness is indispensable for a

meromorphic continuation of Ωξ,Ξ in §4.4. In §4.5, we prove an explicit formula of Shintani functions
in the same way as [KMS] for the unramified (Whittaker-)Shintani function.

4.1 An integral expression of Shintani functions.

In this subsection, we give an integral expression of Shintani functions. For an intertwining operator
Ω ∈ HomG0(i

G0
P0

(ξ)⊗ iGP (Ξ),C), we set

SΩ(x) := Ω(ϕK0,ξ ⊗R(x)ϕK,Ξ) (∀x ∈ G).

Proposition 4.1.1 Let Ω ∈ HomG0(i
G0
P0

(ξ)⊗ iGP (Ξ),C). Then SΩ ∈ S(ξ,Ξ), that is, SΩ is a Shintani
function of type (ξ,Ξ).

Proof. Let x ∈ G. The we have

L(ϕ)SΩ(x) =

∫
G0

ϕ(g′)SΩ(g
′−1x)dg′

=

∫
G0

ϕ(g′)Ω(ϕK0,ξ ⊗R(g′−1x)ϕK,Ξ)dg
′

=

∫
G0

ϕ(g′)Ω(R(g′)ϕK0,ξ ⊗R(x)ϕK,Ξ)dg
′

= Ω(

∫
G0

ϕ(g′)R(g′)ϕK0,ξdg
′ ⊗R(x)ϕK,Ξ)
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= Ω(R(ϕ)ϕK0,ξ ⊗R(x)ϕK,Ξ)

= ωξ(ϕ)SΩ(x)

for all ϕ ∈ H(G0,K0). Also, we have R(Φ)SΩ(x) = ωΞ(Φ)SΩ(x) for all Φ ∈ H(G,K) in a similar way.
�

We shall construct an intertwining operator Ω ∈ HomG0(i
G0
P0

(ξ)⊗ iGP (Ξ),C) concretely by using the
relative invariants on G. Let ξ ∈ Xnr(T0),Ξ ∈ Xnr(T ) be unramified characters such that (ξΞ)|Z ≡ 1.
Then we define a function Υξ,Ξ : P0ηwℓP → C by the following properties:

i) Υξ,Ξ(p0xp) = (ξ−1δ
1/2
0 )(p0)(Ξδ

−1/2)(p)Υξ,Ξ(x) (∀(p0, x, p) ∈ P0 × P0ηwℓP × P );

ii) Υξ,Ξ(ηwℓ) = 1.

Remark 4.1.2 We note that P0 ∩ ηwℓP (ηwℓ)
−1 = Z. Hence the condition (ξΞ)|Z ̸≡ 1 implies every

function F : P0ηwℓP → C which has the property

F (p0xp) = (ξ−1δ
1/2
0 )(p0)(Ξδ

−1/2)(p)F (x) (∀(p0, x, p) ∈ P0 × P0ηwℓP × P )

is identically zero.

Lemma 4.1.3 For g ∈ P0ηwℓP = P ♯
0ηwℓP , we have

Υξ,Ξ(g) = (Ξ1Ξ3ξ1ξ3| · |−1/2)(α1(g))(Ξ2Ξ3ξ1ξ2ξ3| · |−1/2)(α2(g))

× (Ξ−1
2 Ξ−1

3 ξ−1
1 ξ−1

3 | · |−1/2)(β1(g))(Ξ
−1
3 ξ−1

1 ξ−1
2 ξ−1

3 | · |−1/2)(β2(g))(Ξ3| · |3/2)(ν(g)).

Proof. From Lemma 3.3.8, we obtain the assertion. �
We extend Υξ,Ξ : P0ηwℓP → C to the whole G by setting Υξ,Ξ ≡ 0 on G− P0ηwℓP . We note that

Υξ,Ξ is not necessarily continuous on the whole G.

Proposition 4.1.4 Let Uc be a nonempty open subset of the complex manifold Xnr(T0)×Xnr(T ) =
(C×)3 × (C×)3 given by

Uc =

(ξ,Ξ) ∈ (C×)3 × (C×)3

∣∣∣∣∣
∥ξ1ξ3Ξ1Ξ3∥ < q−1/2

∥ξ1ξ2ξ3Ξ2Ξ3∥ < q−1/2

∥ξ−1
1 ξ−1

3 Ξ−1
2 Ξ−1

3 ∥ < q−1/2

∥ξ−1
1 ξ−1

2 ξ−1
3 Ξ−1

3 ∥ < q−1/2

 .

Then the function Υξ,Ξ is continuous on G for any (ξ,Ξ) ∈ Uc.

Proof. The set Uc is nonempty, because ((q−2, q−2, q5), (q−4, q−2, 1)) ∈ Uc, for example. Let (ξ,Ξ) ∈
Uc. We see that Υξ,Ξ is continuous at each x ∈ G. Since it is obvious that Υξ,Ξ is continuous on
P0ηwℓP , we may assume that x ∈ G − P0ηwℓP . Then we have Υξ,Ξ(x) = 0. We consider a sequence
{xn}∞n=1 of elements in G which converges to x. Then we may see that limn→∞Υξ,Ξ(xn) = 0. Now,
since x ̸∈ P0ηwℓP , at least one of α1(x) = 0, α2(x) = 0, β1(x) = 0 or β2(x) = 0 holds. We note
that α1, α2, β1 and β2 are continuous on G. We consider the two subsequences of {xn}∞n=1 given by

{x(1)ni }i := {xn}∞n=1 ∩ P0ηwℓP, {x
(2)
ni }i := {xn}∞n=1 ∩ (G − P0ηwℓP ). Obviously, we have {xn}∞n=1 =

{x(1)ni }i ⊔ {x(2)ni }i.
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i) We assume that the sequence {x(1)ni } is a finite set, that is, xn ̸∈ P0ηwℓP for n ≫ 0. Then we
have limn→∞Υξ,Ξ(xn) = 0.

ii) We assume that the sequence {x(2)ni } is a finite set, that is, xn ∈ P0ηwℓP for n ≫ 0. Then Lemma
4.1.3 yields that

∥ lim
n→∞

Υξ,Ξ(xn)∥ = lim
n→∞

∥(Ξ1Ξ3ξ1ξ3| · |−1/2)(α1(xn))(Ξ2Ξ3ξ1ξ2ξ3| · |−1/2)(α2(xn))

× (Ξ−1
2 Ξ−1

3 ξ−1
1 ξ−1

3 | · |−1/2)(β1(xn))(Ξ
−1
3 ξ−1

1 ξ−1
2 ξ−1

3 | · |−1/2)(β2(xn))(Ξ3| · |3/2)(ν(xn))∥
= 0.

This means that limn→∞Υξ,Ξ(xn) = 0.

iii) We assume that both the sequences {x(1)ni } and {x(2)ni } are the infinite sets. Since limi→∞ x
(1)
ni =

limi→∞ x
(2)
ni = x holds, we have limi→∞Υξ,Ξ(x

(1)
ni ) = limi→∞Υξ,Ξ(x

(2)
ni ) = 0 from the cases (i)

and (ii). Hence we have limn→∞Υξ,Ξ(xn) = 0.

Therefore we have completed the proof of the proposition. �
For (ξ,Ξ) ∈ Uc, we define a continuous function Yξ,Ξ : G → C by

Yξ,Ξ(g) = Υξ,Ξ(g
−1) (∀g ∈ G).

From Remark 4.1.2, if (ξΞ)|Z ̸≡ 1, we have Yξ,Ξ ≡ 0 on G. Since η−1 = t(1,−1, 1)ηt(1,−1, 1) ∈
T(0)ηT(0), we have the following lemma from the definition.

Lemma 4.1.5 For (ξ,Ξ) ∈ Uc such that (ξΞ)|Z ≡ 1, we have

i) Yξ,Ξ(pgp0) = (Ξ−1δ1/2)(p)(ξδ
−1/2
0 )(p0)Yξ,Ξ(g) (∀(p, p0) ∈ P × P0);

ii) Yξ,Ξ(wℓη) = 1.

Let (ξ,Ξ) ∈ Uc. We define an intertwining operator Ωξ,Ξ ∈ HomG0(i
G0
P0

(ξ)⊗ iGP (Ξ),C) by

Ωξ,Ξ(Pξ(ϕ
′)⊗PΞ(ϕ)) :=

∫
G×G0

ϕ(g)ϕ′(g′)Yξ,Ξ(gg
′−1)dgdg′

=

∫
K×K0

P(ϕ)(k)P(ϕ′)(k′)Yξ,Ξ(kk
′−1)dkdk′

for all (ϕ′, ϕ) ∈ C∞
c (G0)× C∞

c (G). Then Sξ,Ξ := SΩξ,Ξ
has the following expression.

Proposition 4.1.6 For (ξ,Ξ) ∈ Uc, we have

Sξ,Ξ(x) =

∫
K×K0

Yξ,Ξ(kx
−1k′)dkdk′ (∀x ∈ G).

Proof. Let x ∈ G. Then we have

Sξ,Ξ(x) = Ωξ,Ξ(Pξ(chK0)⊗R(x)PΞ(chK))

= Ωξ,Ξ(Pξ(chK0)⊗ PΞ(R(x)chK))
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=

∫
G×G0

chK(gx)chK0(g
′)Yξ,Ξ(gg

′−1)dgdg′

=

∫
G×G0

chK(g)chK0(g
′)Yξ,Ξ(gx

−1g′−1)dgdg′

=

∫
K×K0

Yξ,Ξ(kx
−1k′−1)dkdk′

=

∫
K×K0

Yξ,Ξ(kx
−1k′)dkdk′.

�

Remark 4.1.7 In the next subsection, we shall see that for (ξ,Ξ) ∈ Uc such that (ξΞ)|Z ≡ 1 the
intertwining operator Ωξ,Ξ is not identically zero.

4.2 Rank one calculation.

Let (ξ,Ξ) ∈ Xnr(T0) × Xnr(T ). For w ∈ W (resp. w′ ∈ W0), we set Φw := PΞ(chBwB) ∈ iGP (Ξ)(resp.
ϕw′ := Pξ(chB0w′B0) ∈ iG0

P0
(ξ)). From the Bruhat type decomposition (Proposition 2.3.3), the set

{Φw}w∈W (resp. {ϕw′}w′∈W0) is a basis of i
G
P (Ξ)

B(resp. iG0
P0

(ξ)B0). We fix (ξ,Ξ) = (ξ1, ξ2, ξ3,Ξ1,Ξ2,Ξ3) ∈
Uc such that (ξΞ)|Z ≡ 1 untill the end of this subsection. We note that ξ1ξ2ξ

2
3Ξ1Ξ2Ξ

2
3 = 1. The purpose

of this subsection is to calculate the following integrals:

Ii := vol(B; dg)−1vol(B0; dg
′)−1Ωξ,Ξ(ϕ14 ⊗R(ηwℓ)(Φ14 +Φwi)) (i = 1, 2),

Ji := vol(B; dg)−1vol(B0; dg
′)−1Ωξ,Ξ((ϕ14 + ϕw′

i
)⊗R(ηwℓ)Φ14) (i = 1, 2).

Refer to section 2 for notation T(0), N(1), xα and so on.

Proposition 4.2.1

i) I1 = (q − 1)
1− q−1Ξ1Ξ

−1
2

(1− q−1/2Ξ1Ξ3ξ1ξ3)(1− q−1/2Ξ1Ξ3ξ2ξ3)
;

ii) I2 = (q − 1)
1− q−1Ξ2

(1− q−1/2Ξ2Ξ3ξ1ξ2ξ3)(1− q−1/2Ξ1Ξ2Ξ3ξ3)
;

iii) J1 = (q − 1)
1− q−1ξ1

(1− q−1/2Ξ1Ξ3ξ1ξ3)(1− q−1/2Ξ2Ξ3ξ1ξ2ξ3)
;

iv) J2 = (q − 1)
1− q−1ξ2

(1− q−1/2Ξ2Ξ3ξ1ξ2ξ3)(1− q−1/2Ξ1Ξ3ξ2ξ3)
.

First we calculate the value Ωξ,Ξ(ϕ14 ⊗R(wℓη)Φ14).

Proposition 4.2.2 Ωξ,Ξ(ϕ14 ⊗R(wℓη)Φ14) = vol(B)vol(B′).

To prove Proposition 4.2.2, we use the following lemma.

Lemma 4.2.3 i) wℓηN
−
0,(1) ⊂ Bwℓη;
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ii) N(1)η ⊂ T(0)ηT(0)N0,(1);

iii) N−
(1)wℓη ⊂ T(0)wℓηT(0)N0,(1).

Proof.

i) Let x−2e1+e3(a)x−2e2+e3(b) ∈ N−
0,(1), that is, a, b ∈ p. Then we have

wℓηx−2e1+e3(a)x−2e2+e3(b)

= x−e1+e2(−b)x−2e1+e3(−b)x−2e2+e3(a/(ab− a− 1))

× t(1, (−ab+ a+ 1)−1, 1)xe1−e2(−a)x2e1−e3(−a/(ab− a− 1))

× xe1+e2−e3(a(1− b)/(ab− a− 1))x2e2−e3((ab− a− b)/(ab− a− 1))

∈ Bwℓη.

ii) Let xe1−e2(a1)x2e1−e3(a2)xe1+e2−e3(a3)x2e2−e3(a4) ∈ N(1), that is, a1, a2, a3, a4 ∈ p. Then we
have

xe1−e2(a1)x2e1−e3(a2)xe1+e2−e3(a3)x2e2−e3(a4)η

= t(1, (a1 + 1)−1, (a1 + 1)−1(1 + a3 − a4)
−1)η

× t(1, a1 + 1, (a1 + 1)(1 + a3 − a4)))x2e1−e3(a1(1 + a3 − a4) + a2 − a3)x2e2−e3(a4)

∈ T(0)ηT(0)N0,(1).

iii) This assertion follows immediately from (ii).

�
Proof of Proposition 4.2.2. By definition, we have

Ωξ,Ξ(ϕ14 ⊗R(wℓη)Φ14) =

∫
B×B0

Yξ,Ξ(xwℓηx
′−1)dxdx′.

From Lemma 4.2.3, we have

BwℓηB0 ⊂ BwℓηN
−
0,(1)T(0)N0,(0)

⊂ BwℓηT(0)N0,(0)

⊂ T(0)N(0)wℓηT(0)N0,(0)

⊂ P(0)wℓηP0,(0).

Since Yξ,Ξ|P(0)wℓηP0,(0)
≡ 1, we obtain Proposition 4.2.2. �

Let dτ be the normalized Haar measure of F so that vol(o; dτ) = 1. Next we prove the following
proposition.

Proposition 4.2.4 i) For each i = 1, 2, we have

Ii = 1 + q ·
∫
o
Yξ,Ξ(wixαi(τ)wℓη)dτ ;
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ii) For each i = 1, 2, we have

Ji = 1 + q ·
∫
o
Yξ,Ξ(wℓηxβi

(τ)w′−1
i )dτ.

To prove Proposition 4.2.4, we use Proposition 4.2.2 and the following two lemmas.

Lemma 4.2.5 i) BwiBwℓη ⊂ P(0)wiNαi,(0)wℓηP0,(0) (i = 1, 2);

ii) wℓηB0w
′−1
i B0 ⊂ P(0)wℓηNβi,(0)w

′−1
i P0,(0) (i = 1, 2).

Proof.

i) By the Iwahori factorization, we have

BwiB ⊂ T(0)N(0)wiB

⊂ T(0)N(0)wiN(0)N
−
(1)

⊂ T(0)N(0)wiNαi,(0)N
−
(1).

Hence, from Lemma 4.2.3 (iii), we have

BwiBwℓη ⊂ T(0)N(0)wiNαi,(0)T(0)wℓηT(0)N0,(1)

⊂ T(0)N(0)wiNαi,(0)wℓηT(0)N0,(1)

⊂ P(0)wiNαi,(0)wℓηP0,(0).

ii) By the Iwahori factorization, we have

B0w
′−1
i B0 ⊂ B0w

′−1
i T(0)N0,(0)

⊂ N−
0,(1)N0,(0)w

′−1
i T(0)N0,(0)

⊂ N−
0,(1)Nβi,(0)w

′−1
i T(0)N0,(0).

Hence, from Lemma 4.2.3 (i),(iii), we have

wℓηB0w
′−1
i B0 ⊂ BwℓηNβi,(0)w

′−1
i T(0)N0,(0)

⊂ T(0)wℓηT(0)N0,(1)Nβi,(0)w
′−1
i T(0)N0,(0)

⊂ T(0)wℓηN0,(1)Nβi,(0)w
′−1
i T(0)N0,(0)

⊂ T(0)wℓηNβi,(0)Nβj ,(1)w
′−1
i T(0)N0,(0) (1 ≤ i ̸= j ≤ 2)

⊂ T(0)wℓηNβi,(0)w
′−1
i T(0)N0,(0)

⊂ P(0)wℓηNβi,(0)w
′−1
i P0,(0).

�
The next lemma is easily checked.

Lemma 4.2.6 i) We have the following two double coset decompositions

Bw1B =
⊔

a∈O/p


a 1
1

1
1 −a

B, Bw2B =
⊔

a∈O/p


1

a 1
1

−1

B.

In particular, we have vol(BwiB; dg) = q · vol(B; dg) for each i = 1, 2.
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ii) We have the following two double coset decompositions

B0w
′
1B0 =

⊔
a∈O/p


a 1

1
−1

1

B0, B0w
′
2B0 =

⊔
a∈O/p


1

a 1
1

−1

B0.

In particular, we have vol(B0w
′
iB0; dg

′) = q · vol(B0; dg
′) for each i = 1, 2.

Proof of Proposition 4.2.4.

i) From the definition of Ωξ,Ξ and Lemma 4.2.3 (iii), we have

Ωξ,Ξ(ϕ14 ⊗R(ηwℓ)Φwi) =

∫
G×G0

ϕ14(x
′)Φwi(xηwℓ)Yξ,Ξ(xx

′−1)dxdx′

=

∫
G×G0

ϕ14(x
′)Φwi(x)Yξ,Ξ(x(ηwℓ)

−1x′−1)dxdx′

=

∫
G×G0

ϕ14(x
′−1)Φwi(x)Yξ,Ξ(xwℓηx

′)dxdx′

=

∫
BwiB×B0

Yξ,Ξ(xwℓηx
′)dxdx′

=

∫
BwiB×B0

Yξ,Ξ(xwℓη)dxdx
′

= vol(B0; dg
′)

∫
BwiB

Yξ,Ξ(xwℓη)dx.

Since Lemma 4.2.5 (i) and Lemma 4.2.6 (i) yield that

Ωξ,Ξ(ϕ14 ⊗R(ηwℓ)Φwi) = vol(B0; dg
′)

∫
BwiB

Yξ,Ξ(xwℓη)dx

= q · vol(B; dg)vol(B0; dg
′)

∫
o
Yξ,Ξ(wixαi(τ)wℓη)dτ,

we obtain the assertion (i) by combining with Proposition 4.2.2.

ii) From the definition of Ωξ,Ξ and Lemma 4.2.3 (iii), we have

Ωξ,Ξ(ϕw′
i
⊗R(ηwℓ)Φ14) =

∫
G×G0

ϕw′
i
(x′)Φ14(xηwℓ)Yξ,Ξ(xx

′−1)dxdx′

=

∫
G×G0

ϕw′
i
(x′)Φ14(x)Yξ,Ξ(xwℓηx

′−1)dxdx′

=

∫
B×B0w′

iB0

Yξ,Ξ(xwℓηx
′−1)dxdx′

=

∫
B×B0w′

iB0

Yξ,Ξ(wℓηx
′−1)dxdx′

= vol(B; dg)

∫
B0w

′−1
i B0

Yξ,Ξ(wℓηx
′)dx′.
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Since Lemma 4.2.5 (ii) and Lemma 4.2.6 (ii) yield that

Ωξ,Ξ(ϕ14 ⊗R(ηwℓ)Φwi) = vol(B; dg)

∫
Bw−1

i B
Yξ,Ξ(wℓηx

′)dx′

= q · vol(B; dg)vol(B0; dg
′)

∫
o
Yξ,Ξ(wℓηxβi

(τ)w′−1
i )dτ,

we obtain the assertion (ii) by combining with Proposition 4.2.2. �

Now we shall see Proposition 4.2.1. We set

κ(g) := (α1(g
−1), α2(g

−1), β1(g
−1), β2(g

−1)) ∈ F 4 (∀g ∈ G).

We note that κ(g) ∈ (F×)4 if and only if g ∈ PwℓηP0. The next lemma is easily checked by direct
calculation.

Lemma 4.2.7 i)

κ(wixαi(τ)wℓη) =

{
(−τ,−1, 1− τ,−1) (if i = 1),

(1,−τ, 1, 1− τ) (if i = 2).

ii)

κ(wℓηxβi
(τ)w′−1

i ) =

{
(τ, τ − 1, 1, 1) (if i = 1),

(1, τ, τ + 1, 1) (if i = 2).

We extend an unramified character χ ∈ Xnr(F
×) to a function on F by setting χ(0) = 0. We can

easily check the following lemma, which is useful for our purpose.

Lemma 4.2.8 For unramified characters χ, χ′ ∈ Xnr(F
×) such that ∥χ(ϖ)∥, ∥χ′(ϖ)∥ < q, we have

1 + q ·
∫
o
χ(τ)χ′(1 + τ)dτ = (q − 1)

1− q−2(χχ′)(ϖ)

(1− q−1χ(ϖ))(1− q−1χ′(ϖ))
.

Proof of Proposition 4.2.1. We have the formula

I1 = 1 + q ·
∫
o
Yξ,Ξ(wixα1(τ)wℓη)dτ

from Proposition 4.2.4. From Lemma 4.1.3 and Lemma 4.2.7, we have

I1 = 1 + q ·
∫
o
(Ξ1Ξ3ξ1ξ3| · |−1/2)(−τ)(Ξ−1

2 Ξ−1
3 ξ−1

1 ξ−1
3 | · |−1/2)(1− τ)dτ

= 1 + q ·
∫
o
(Ξ1Ξ3ξ1ξ3| · |−1/2)(τ)(Ξ−1

2 Ξ−1
3 ξ−1

1 ξ−1
3 | · |−1/2)(1 + τ)dτ.

Hence it follows from Lemma 4.2.8 that

I1 = (q − 1)
1− q−1Ξ1Ξ

−1
2

(1− q−1/2Ξ1Ξ3ξ1ξ3)(1− q−1/2Ξ−1
2 Ξ−1

3 ξ−1
1 ξ−1

3 )
.

The assertions related to I2, J1 and J2 follow also in the same way as I1. �



The unramified Shintani functions 29

4.3 Uniqueness of Shintani functionals.

In this subsection, we shall prove that the dimension of the intertwining space HomG0(i
G0
P0

(ξ)⊗iGP (Ξ),C)
is exactly one under the suitable assumption on (ξ,Ξ) (Corollary 4.3.16). This result is indispensable
for a meromorphic continuation of the intertwining operator Ωξ,Ξ ∈ HomG0(i

G0
P0

(ξ)⊗ iGP (Ξ),C) in the
next subsection.

First we recall the definition of an l-space and some properties from [BZ].

Definition 4.3.1 i) We call a locally compact Hausdorff topological space X an l-space if each
point of X has a fundamental system consisting of compact open neighborhoods.

ii) We call a topological group which is an l-space a locally profinite group.

The following two results are well-known (see [BZ, Lemma 1.2, Proposition 1.5]).

Lemma 4.3.2 Let X be an l-space and Y a locally closed subset of X. Then Y is an l-space in the
induced topology.

Proposition 4.3.3 Let X be an l-space and H a locally profinite group acting on X by a continuous
left action. We assume that

i) H is countable at infinity, that is, H is covered by its countable compact subsets;

ii) The number of H-orbits in X is finite.

Then there exists an open H-orbit X0 ⊂ X such that for any point x0 ∈ X0 the map H → X0 given
by h 7→ hx0 is open.

Then we have the following proposition.

Proposition 4.3.4 Along with the assumptions of Proposition 4.3.3, let the number of H-orbits in
X be m+ 1. Then there exist distinct H-orbits X0, · · · , Xm such that X0 ∪ · · · ∪Xi is an open subset
of X for any i = 0, · · · ,m.

Proof. Let X0, · · · , Xj−1 ⊂ X be distinct H-orbits such that X0 ∪ · · · ∪ Xi is an open subset of X
for any i = 0, · · · , j − 1. We put Yj−1 = X0 ∪ · · · ∪Xj−1. Since X − Yj−1 is a closed subset of X, it is
an l-space by Lemma 4.3.2. We note that H acts on X − Yj−1. Hence Proposition 4.3.3 implies that
there exists an open H-orbit Xj in X−Yj−1. Then X0∪ · · ·∪Xj is an open subset of X. Indeed, since
there exists an open subset U of X such that Xj = U ∩ (X − Yj−1), we have

X0 ∪ · · · ∪Xj = Yj−1 ∪ (U ∩ (X − Yj−1)) = Yj−1 ∪ U.

By induction, we have the assertion. �
Let us return to our situation. We set

K(n) := {k ∈ K| k − 14 ∈ ϖnM4(o)} (∀n ≥ 0).

Then {K(n)}n≥0 is a fundamental system consisting of open compact neighborhoods of the identity
element of G. Hence G is a locally profinite group. Let U be a locally closed subset of G invariant
under the left and right translations by P and P0, respectively. For σ ∈ Xnr(T ), we denote by
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I∞c (σ,U) the vector space consisting of f ∈ C∞(U) with compact support modulo P , such that
f(px) = (σδ1/2)(p)f(x) for (p, x) ∈ P ×G. Then P0 acts on I∞c (σ,U) by the right translation. We set
O0 := (P0ηwℓP )−1 = PwℓηP0. Then O0 is an open dense subset of G by Lemma 3.3.7. We define an
action of P × P0 on G by (P × P0) × G ∋ ((p, p0), x) 7→ pxp−1

0 . From Lemma 3.3.5, the number of
(P × P0)-orbits in G is finite. If the number of (P × P0)-orbits in G is m+ 1, then Proposition 4.3.4

yields that there exist distinct (P × P0)-orbits O1, · · · ,Om such that Õi := O0 ∪ · · · ∪ Oi is an open

subset of G for any i = 0, · · · ,m. We note that Õ0 = O0, Õm = G and Oi = Õi \ Õi−1. In particular,

the third equality implies that Oi is a closed subset of Õi. Hence each orbit Oi is a locally closed
subset of G. By [C1, Lemma 6.1.1.], we have the following proposition.

Proposition 4.3.5 Let σ ∈ Xnr(T ). For each i = 1, · · · ,m, the sequence of the P0-modules

0 → I∞c (σ, Õi−1) → I∞c (σ, Õi) → I∞c (σ,Oi) → 0

is exact.

We note that I∞c (σ, Õm) = iGP (σ). For each g ∈ G, we set Og := PgP0 and denote by δg the modulus
character of P0 ∩ g−1Pg.

Proposition 4.3.6 Let σ ∈ Xnr(T ) be an unramified character and ρ : P0 → C× a one-dimensional
representation of P0. Then we have

dimCHomP0(I
∞
c (σ,Og), ρ) ≤ 1 (∀g ∈ G).

Proof. For σ ∈ Xnr(T ), it follows from definition that the P0-module I∞c (σ,Og) is isomorphic to the
compact induction c-IndP0

P0∩g−1Pg
(σ ⊗ δ1/2) via I∞c (σ,Og) ∋ f 7→ L(g−1)f ∈ c-IndP0

P0∩g−1Pg
(σ ⊗ δ1/2),

where L(g−1)f(x) := f(gx) for any g, x ∈ G. Hence, for each g ∈ G, we have

dimCHomP0(I
∞
c (σ,Og), ρ) = dimCHomP0(I

∞
c (σ,Og)⊗ ρ−1,C)

= dimCHomP0(c-Ind
P0

P0∩g−1Pg
(σδ1/2 ◦Ad(g))⊗ ρ−1,C)

= dimCHomP0∩g−1Pg((σδ
1/2 ◦Ad(g))⊗ ρ−1 ⊗ δ0δ

−1
g ,C)

≤ 1.

�

Corollary 4.3.7 Let σ ∈ Xnr(T ) be an unramified character and ρ : P0 → C× a one-dimensional
representation of P0. Then the condition dimCHomP0(I

∞
c (σ,Og), ρ) = 1 is equivalent to(

(σδ1/2 ◦Ad(g))⊗ ρ−1 ⊗ δ0δ
−1
g

) ∣∣
P0∩g−1Pg

(x) = 1 (∀x ∈ P0 ∩ g−1Pg).

In particular, (σρ−1)|Z ≡ 1 if and only if dimCHomP0(I
∞
c (σ,O0), ρ) = 1.

Proof. The first part of the assertion follows immediately from the proof of Proposition 4.3.6. We
note that P0 ∩ (wℓη)

−1Pwℓη = Z and δwℓη ≡ 1. Then, for z ∈ Z = P0 ∩ (wℓη)
−1Pwℓη, we have(

(σδ1/2 ◦Ad(wℓη))⊗ ρ−1 ⊗ δ0δ
−1
wℓη

)
(z) =

(
(σδ1/2)⊗ ρ−1

)
(z)

= (σρ−1)(z).

Hence we have the assertion. �
We have the following two lemmas by direct calculation.
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Lemma 4.3.8 Let wℓ ̸= w ∈ W . Then we have

PwηP0 =


PwP0 (w = 14, w2),

Pwη(1, 0)P0 (w = w1, w2w1, w1w2w1),

Pwη(0, 1)P0 (w = w1w2, w2w1w2).

Lemma 4.3.9 For w ∈ W, εi = 0, 1(i = 1, 2), we put g = wη(ε1, ε2). Then we have

T ∩ g−1Tg =


T (if (ε1, ε2) = (0, 0)),

{t(t1, t1, t2) ∈ T} (if (ε1, ε2) = (1, 0)),

{t(t1, t2, t1t2) ∈ T} (if (ε1, ε2) = (0, 1)),

Z (if (ε1, ε2) = (1, 1)).

Lemma 3.3.5 implies that

G =
∪

w ∈ W
ε1, ε2 = 0, 1

Pwη(ε1, ε2)P0.

Let g = wη(ε1, ε2) and Og = PgP0. We assume that Og ̸= O0. By Lemma 4.3.8, we may assume that
η(ε1, ε2) ̸= η. Hence the subgroup T ∩ g−1Tg contains a torus which is properly larger than Z from
Lemma 4.3.9. We set R := {wη(ε1, ε2)| w ∈ W, ε1, ε2 = 0, 1, ε1ε2 = 0}. Then the set R is the union of
R1 and R2, where

R1 := {g ∈ R| (T ∩ g−1Tg)− Z has an element of the form t(t1, t1, t2)},
R2 := {g ∈ R| (T ∩ g−1Tg)− Z has an element of the form t(t1, t2, t1t2)}.

We set X := Xnr(T0)×Xnr(T ) ≃ (C×)3 × (C×)3 and, for each g ∈ R,

Xg := X −
{
(ξ,Ξ) ∈ X

∣∣ ((Ξδ1/2 ◦Ad(g))⊗ (ξδ
−1/2
0 )⊗ δ0δ

−1
g

)
(x) = 1 (∀x ∈ P0 ∩ g−1Pg)

}
.

Then Xg is a Zariski open set of X.

Theorem 4.3.10 Let (ξ,Ξ) ∈
∩

g∈R Xg. Then we have

dimCHomP0(i
G
P (Ξ), ξ

−1δ
1/2
0 ) = dimCHomG0(i

G0
P0

(ξ)⊗ iGP (Ξ),C) ≤ 1.

In particular, if (ξΞ)|Z = (ξΞδ
−1/2
0 )|Z ̸≡ 1, we have HomP0(i

G
P (Ξ), ξ

−1δ
1/2
0 ) = {0}.

Remark 4.3.11 We shall see that the Zariski open set
∩

g∈R Xg is nonempty (see Proposition 4.3.14).

Before proving Theorem 4.3.10, we shall see the following lemma.

Lemma 4.3.12 Let g ∈ R and (ξ,Ξ) ∈ Xg. Then we have

dimCHomP0(I
∞
c (Ξ,Og), ξ

−1δ
1/2
0 ) = 0.
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Proof. From Corollary 4.3.7, the condition dimCHomP0(I
∞
c (Ξ,Og), ξ

−1δ
1/2
0 ) ̸= 0 is equivalent to(

(σδ1/2 ◦Ad(g))⊗ ξδ
−1/2
0 ⊗ δ0δ

−1
g

)
(x) = 1 (∀x ∈ P0 ∩ g−1Pg).

�
Proof of Theorem 4.3.10. Let (ξ,Ξ) ∈

∩
g∈R Xg. We note that the Hom-functor HomP0( · , ξ−1δ

1/2
0 )

is a left exact contravariant functor. We put m = ♯ (P\G/P0) − 1. Then, from Proposition 4.3.5, we
have an exact sequence

0 → HomP0(I
∞
c (Ξ,Oi), ξ

−1δ
1/2
0 ) → HomP0(I

∞
c (Ξ, Õi), ξ

−1δ
1/2
0 ) → HomP0(I

∞
c (Ξ, Õi−1), ξ

−1δ
1/2
0 )

for each i = 1, · · · ,m. Since I∞c (Ξ, Õm) = iGP (Ξ), we have an exact sequence

0 → HomP0(i
G
P (Ξ), ξ

−1δ
1/2
0 ) → HomP0(I

∞
c (Ξ,O0), ξ

−1δ
1/2
0 )

by Lemma 4.3.12. We obtain the assertion from Lemma 4.3.6 and Corollary 4.3.7. �

Corollary 4.3.13 Let (ξ,Ξ) ∈
∩

g∈R Xg. Then we have

i) dimCHomG0(i
G
P (Ξ), i

G0
P0

(ξ−1)) = dimCHomG0(i
G0
P0

(ξ)⊗ iGP (Ξ),C) ≤ 1.

ii) If (ξΞ)|Z ̸≡ 1, we have HomG0(i
G
P (Ξ), i

G0
P0

(ξ−1)) = {0}.

Proof. It follows immediately from Frobenius reciprocity and Theorem 4.3.10. �
For (ξ,Ξ) ∈ X = (C×)3 × (C×)3, the condition (ξΞ)|Z ≡ 1 means that (ξ,Ξ) is a zero of the

polynomial Y1Y2Y
2
3 Z1Z2Z

2
3 − 1 ∈ C[X] := C[Y ±

1 , Y ±
2 , Y ±

3 , Z±
1 , Z±

2 , Z±
3 ]. We consider the algebraic set

X♯ of X defined by

X♯ = {(ξ,Ξ) ∈ X| ξ1ξ2ξ23Ξ1Ξ2Ξ
2
3 = 1} ≃ (C×)2 × (C×)3.

We note that modulus characters δ ∈ Xnr(T ) and δ0 ∈ Xnr(T0) are identified with (q−4, q−2, q3) and

(q−2, q−2, q2), respectively. We set U ♯
c := Uc ∩X♯ and X♯

g := Xg ∩X♯. We note that U ♯
c is a nonempty

open subset of X♯ in the Euclidean topology. Indeed, we have ((q−2, q−2, q5), (q−4, q−2, 1)) ∈ U ♯
c . We

set Ũ ♯
c := U ♯

c ∩
∩

g∈R X♯
g. Then Ũ ♯

c is an open subset of X♯ in the Euclidean topology.

Proposition 4.3.14 The set
∩

g∈R X♯
g is an open dense subset of X♯ in the Euclidean topology. In

particular, we have Ũ ♯
c ̸= ∅.

We use the following lemma, which is easily checked by direct computation, to prove Proposition
4.3.14.

Lemma 4.3.15 For g = wη(ε1, ε2)g ∈ R, we put t′ = g−1tg ∈ T ∩ g−1Tg.

i) If g ∈ R1, t
′ = t(ϖλ1 , ϖλ1 , ϖλ2), we have

t =

{
t′ (if w = 14, w1, w2w1w2, wℓ),

t(ϖλ1 , ϖλ2 , ϖλ1+λ2) (if w = w2, w1w2, w2w1, w1w2w1).
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ii) If g ∈ R2, t
′ = t(ϖλ1 , ϖλ2 , ϖλ1+λ2), we have

t =

{
t′ (if w = 14, w1, w2w1w2, wℓ),

t(ϖλ1 , ϖλ1 , ϖλ2) (if w = w2, w1w2, w2w1, w1w2w1).

Proof of Proposition 4.3.14. We note that for each g ∈ R there exist γi(g) ∈ Z(i = 1, 2, 3) such
that δ−1

g is identified with (qγ1(g), qγ2(g), qγ3(g)) ∈ (C×)3. For any λ, µ ∈ Z3, we consider the element in
C[X] given by

Fµ,λ(Y
±
1 , · · · , Z±

3 ) = 1− (q−2Z1)
µ1(q−1Z2)

µ2(qγ1(g)−1Y1)
λ1(qγ2(g)−1Y2)

λ2(qγ3(g)+5/2Y3Z3)
λ3

and its image F ♯
µ,λ of the canonical surjection C[X] → C[X♯] ≃ C[X]/(Y1Y2Y

2
3 Z1Z2Z

2
3 − 1), that is,

F ♯
µ,λ(Y

±
2 , · · · , Z±

3 ) = 1− qAZµ1−λ1
1 Zµ2−λ1

2 Y λ2−λ1
2 (Y3Z3)

λ3−2λ1 mod (Y1Y2Y
2
3 Z1Z2Z

2
3 − 1),

where A = A(g) is a certain rational number. Let g ∈ R. We note that there exists t0 ∈ T ∩ g−1Tg
such that

(4.1)
(
(Ξδ1/2 ◦Ad(g))⊗ (ξδ

−1/2
0 )⊗ δ0δ

−1
g

)
(t0) ̸= 1

if and only if there exist λ, µ = µ(λ) ∈ Z3 and u ∈ T(0) such that

t(λ) = g−1t(µ)ug, Fλ,µ(ξ,Ξ) ̸= 0.

For each g ∈ R, we take λ(g), µ(g) ∈ Z3 such that t(λ(g)) = g−1t(µ(g))ug ∈ T ∩ g−1Tg and consider
the algebraic set Vg of X♯ given by

Vg = {(ξ,Ξ) ∈ X♯ = (C×)2 × (C×)3| F ♯
µ(g),λ(g)(ξ,Ξ) = 0}.

Here u ∈ T(0). We note that X♯ \ Vg ⊂ X♯
g.

We shall prove thatX♯\
∪

g∈R Vg =
∩

g∈R X♯\Vg ⊂
∩

g∈R X♯
g is a dense subset ofX♯. By Proposition

4.3.17 described below in this subsection, it is enough to show that Vg ̸= X♯ for any g ∈ R. For each
g ∈ R, we take λ(g) ∈ Z3 so that

λ(g) =

{
(0, 0, 1) (if g ∈ R1),

(0, 1, 1) (if g ∈ R2).

Then Lemma 4.3.15 implies that for each g ∈ R we have F ♯
λ(g),µ(g) ̸= 0. This means that Vg ̸= X♯.

�

The following corollary is crucial for our proof of a meromorphic continuation of the functional
Ωξ,Ξ (see Theorem 4.4.1).

Corollary 4.3.16 For (ξ,Ξ) ∈ Ũ ♯
c , we have

dimCHomG0(i
G
P (Ξ), i

G0
P0

(ξ−1)) = dimCHomG0(i
G0
P0

(ξ)⊗ iGP (Ξ),C) = 1.



34 K. Gejima

Proof. Since Ωξ,Ξ ∈ HomG0(i
G0
P0

(ξ)⊗ iGP (Ξ),C), Proposition 4.2.2 yields the assertion. �
Finally we prove the above-mentioned proposition, which are also repeatedly used in §4.4 and §4.5.

Proposition 4.3.17 Let X be an open subvariety of the affine variety Cn and {Vi}i a countable family
consisting of proper Zariski closed subsets of X . Then X−

∪
i Vi is a dense subset of X in the Euclidean

topology.

Although Proposition 4.3.17 is a special case of Baire category theorem ([K, p.200, Theorem 34]),
we will give a proof without using the theorem.

Lemma 4.3.18 Let X be a Hausdorff topological space and B the Borel algebra of X . Also, let µ be
a strictly positive measure on (X ,B). If C is an element of B such that µ(C) = 0, then X − C is a
dense subset of X .

Proof. We put Y = X − C. Then we have X − Y ⊂ C. Since µ(C) = 0 and X − Y is an open subset
of X , we have X − Y = ∅. Namely, X = Y. �

Lemma 4.3.19 Let f be a nonzero holomorphic function on a domain D ⊂ Cn. Then the set{
z ∈ D

∣∣ f(z) = 0
}
has 2n-dimensional Lebesgue measure zero.

Proof. See [GR, p.9, Corollary 10], for example. �
Proof of Proposition 4.3.17. We note that Lebesgue measure is strictly positive. Thus Proposition
4.3.17 immediately follows from Lemma 4.3.18, Lemma 4.3.19 and the countable additivity of Lebesgue
measure. �

4.4 Continuation of Shintani functionals.

We put V = C∞(P0∩K0\K0)⊗CC
∞(P∩K\K). Then we have V ≃ iG0

P0
(ξ)⊗Ci

G
P (Ξ). In this subsection,

we shall give a “meromorphic continuation” of the functional Ωξ,Ξ.

Theorem 4.4.1 i) For each v ∈ V , the function Ũ ♯
c ∋ (ξ,Ξ) 7→ Ωξ,Ξ(v) ∈ C extends to a rational

function on X♯;

ii) There exists a subset X† ⊂ X♯, which is the complement of a countable union of hypersurfaces,
such that the rational function X♯ ∋ (ξ,Ξ) 7→ Ωξ,Ξ(v) ∈ P1(C) has no poles on X† for every
v ∈ V ;

iii) For (ξ,Ξ) ∈ X†, the above extended map Ωξ,Ξ : V → C induces an intertwining operator Ωξ,Ξ ∈
HomG0(i

G0
P0

(ξ)⊗ iGP (Ξ),C) which satisfies Ωξ,Ξ(ϕ14 ⊗R(wℓη)Φ14) = vol(B)vol(B0).

Corollary 4.4.2 There exists a dense subset D♯ ⊂ X♯ which satisfies the following two properties:

i) The set D♯ is the complement of a countable union of proper Zariski closed subsets of X♯ and
stable under the action of the Weyl group W0 ×W ;

ii) For any element (ξ,Ξ) ∈ D♯, we have

HomG0(i
G0
P0

(ξ)⊗ iGP (Ξ),C) = C · Ωξ,Ξ.
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There are several ways to give a meromorphic continuation of generalized spherical functions, like
Whittaker functions and Bessel functions, or the intertwining operators associated with such functions.
For example, Bump–Friedberg–Furusawa applied Hartogs’ theorem to give the analytic continuation
of the unramified Bessel functions on the split special orthogonal group of odd degree (see [BFF,
p.153]). Also, Kato–Murase–Sugano introduced a new rationality argument to give a meromorphic
continuation of an intertwining operator attached to generalized spherical functions on connected
split reductive groups (see [KMS, section 2]). We also note that another method was used in [H1] to
prove a rationality of p-adic integrals (see [H1, Remark 1.1]. See also [D]). In this thesis we apply
Bernstein’s rationality theorem to give a meromorphic continuation of the Shintnai functional. First
we recall a remarkable theorem for establishing a meromorphic continuation of a functional with
good properties, which was proved by Bernstein in a letter to Piatetski-Shapiro ([Be]), and obtain a
meromorphic continuation of the intertwining operator Ωξ,Ξ by using the theorem.

We shall recall Bernstein’s rationality theorem. Let k be a field, V a k-vector space and V ∗ its
dual space. We take a subset Θ of V ×k. The set Θ is called a system of equations in V ×k, or simply
a system. Then we call λ ∈ V ∗ a solution to the system Θ if λ(v) = s for any (v, s) ∈ Θ.

Let V be a C-vector space and X an irreducible affine variety over C. We denote by C[X ] the ring
of regular functions on X . We consider VC[X ] := C[X ] ⊗C V as C[X ]-module. Each χ ∈ X induces a
linear map VC[X ] → V, ϕ⊗ v 7→ ϕ(χ)v. We denote also by χ the map induced from χ ∈ X . For a map
p : X → V , we say that p is regular if there exists v̂ ∈ VC[X ] such that p(χ) = χ(v̂) for all χ ∈ X .
Hence such a map p : X → V is identified with an element of VC[X ]. For each χ ∈ X , we take a system
Θχ = {(vr,χ, sr,χ) ∈ V × C| r ∈ R}, where R is a common indexing set for any χ. We consider the
family of the systems ΘX = {Θχ|χ ∈ X}. We say that ΘX is regular if both χ 7→ vr,χ and χ 7→ sr,χ
are regular for all r ∈ R. We denote by C(X ) the field of fractions of C[X ]. Let VC(X ) := C(X )⊗C V
and V ∗

C(X ) := HomC(X )(VC(X ),C(X )). If a family of systems ΘX in V × C is regular, for each r ∈ R
there exist v̂r ∈ VC[X ] ⊂ VC(X ) and sr ∈ C[X ] ⊂ C(X ) such that

χ 7→ χ(v̂r) = vr,χ, χ 7→ sr(χ) = sr,χ.

Hence we can regard such a family of systems ΘX as a single system Θ in VC(X ) × C(X ):

Θ := {(v̂r, sr) ∈ VC(X ) × C(X )| r ∈ R}.

We note that λ ∈ V ∗
C(X ) is determined by its values on elements of the form 1⊗v(v ∈ V ). For λ ∈ V ∗

C(X )

and χ ∈ X , we define λχ ∈ V ∗ by λχ(v) = λ(1 ⊗ v)(χ) (∀v ∈ V ). We note that λ(v̂) ∈ C(X ) has no
poles at χ for all v̂ ∈ VC[X ] if λ(1⊗ v) ∈ C(X ) has no poles at χ for all v ∈ V .

Lemma 4.4.3 For v̂ ∈ VC[X ], we have λχ(χ(v̂)) = λ(v̂)(χ). In particular, if λ ∈ V ∗
C(X ) is a solution

to the system Θ, then λχ is a solution to the system Θχ for all χ ∈ X .

With the notation above, we state Bernstein’s rationality theorem. For the proof, refer to [Ba] or
[G2, Appendix].

Theorem 4.4.4 (Bernstein[Be]) Along with the assumptions above, suppose that V has a countable
basis over C, and there exists a nonempty subset X0 ⊂ X , which is open in the Euclidean topology,
such that Θχ has a unique solution for all χ ∈ X0. Then

i) Θ has a unique solution λ ∈ V ∗
C(X );
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ii) There exists a subset X † ⊂ X , which is the complement of a countable union of hypersurfaces,
such that, for any χ ∈ X †, λχ ∈ V ∗ is defined and is the unique solution to Θχ.

Remark 4.4.5 It seems that Proposition 4.3.17 is implicitly used to prove the uniqueness of the
solution λ ∈ V ∗

C(X ) in Bernstein’s rationality theorem in [Ba]. We also note that it is also possible to

prove it without using Proposition 4.3.17 (see [G2, Appendix]).

Let us return to our situation. We put V = C∞(P0 ∩K0\K0)⊗C C∞(P ∩K\K). First we see the
following lemma to prove Theorem 4.4.1.

Lemma 4.4.6 For f ′ ⊗ f ∈ V and (g′, g) ∈ G0 × G, the map X → V, (ξ,Ξ) 7→ Rξ(g)f
′ ⊗ RΞ(g)f is

regular in the sense of the above.

Proof. For any (f, g) ∈ C∞(P ∩ K\K) × G and (f ′, g′) ∈ C∞(P0 ∩ K0\K0) × G0, it is enough
to show that the maps Xnr(T ) ∋ Ξ 7→ RΞ(g)f ∈ C∞(P ∩ K\K) and Xnr(T0) ∋ ξ 7→ Rξ(g

′)f ′ ∈
C∞(P0 ∩ K0\K0) are regular, respectively. We see that Xnr(T ) ∋ Ξ 7→ RΞ(g)f ∈ C∞(P ∩ K\K) is
regular. Let g ∈ G. We note that

C∞(P ∩K\K) =
∪
l≥0

C∞(P ∩K\K)K
(l)
.

Since {K(l)}l≥0 is the fundamental system of the identity element of G, for any l ≥ 0 there exists

l0 > l such that K(l0) ⊂ gK(l)g−1 ∩K(l). Hence, for f ∈ C∞(P ∩K\K)K
(l)

and k ∈ K(l0), we have

[RΞ(k)RΞ(g)f ](x) = fΞ(xkg) = fΞ(xgg
−1kg) = fξ(xg) = [RΞ(g)f ](x) (∀x ∈ K).

Namely, we have RΞ(g)f ∈ C∞(P ∩K\K)K
(l0) . We note that m(l0) := ♯

(
P ∩K\K/K(l0)

)
< ∞. This

means that C∞(P ∩ K\K)K
(l0) is an m(l0)-dimensional vector space over C. We consider the basis

of C∞(P ∩ K\K)K
(l0) given by f

(l0)
i (uj) = δij(i, j = 1, · · · ,m(l0)). Then we can wright RΞ(g)f =∑m

n=1 cn(Ξ)f
(l0)
n . We shall see that ci ∈ C[Xnr(T )] for all i = 1, · · · ,m(l0). Let u1, · · · , um(l0) ∈ K be

a complete system of representatives of P\G/K(l0). Then, for each ui, there exist pi ∈ P, ki ∈ K(l0) ⊂
K(l) and j(i) = 1, · · · ,m(l0) such that uig = piuj(i)ki. Hence we have

[RΞ(g)f ](ui) = fΞ(piuj(i)ki) = (Ξδ1/2)(pi)f(uj(i))

=

m(l0)∑
n=1

cn(Ξ)f
(l0)
n (ui)

= ci(Ξ).

If pi = t(µ(i)) mod (T ∩K)N for some µ(i) ∈ Z3, the above equality yields that

ci(Ξ) = (Ξδ1/2)(pi) = q−2µ
(i)
1 −µ

(i)
2 +(3/2)µ

(i)
3 Ξµ

(i)
1 Ξµ

(i)
2 Ξµ

(i)
3

for all i = 1, · · · ,m(l0), that is, ci ∈ C[Xnr(T )]. Therefore the map Ξ 7→ RΞ(g)f is regular. It follows
that the map Xnr(T0) ∋ ξ 7→ Rξ(g

′)f ′ ∈ C∞(P0 ∩K0\K0) is regular in the same way as above. �

Now we prove Theorem 4.4.1 as an application of Theorem 4.4.4.
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Proof of Theorem 4.4.1. Since iGP (Ξ) (resp. i
G0
P0

(ξ)) is an admissible representation of G (resp. G0),

iGP (Ξ) (resp. iG0
P0

(ξ)) has a countable basis {Fi}i∈Z (resp. {fj}j∈Z) over C. Then {fi ⊗ Fj}i,j∈Z is a

countable basis of V . For any (ξ,Ξ) ∈ X♯, we define a system Θξ,Ξ = Θ(ξ,Ξ) ⊂ V × C by

Θξ,Ξ := {
(
Rξ(g

′)fi ⊗RΞ(g
′)Fj − fi ⊗ Fj , 0

)
| g′ ∈ G0, i, j ∈ Z} ∪ {(ϕ14 ⊗R(wℓη)Φ14 , vol(B)vol(B0))}.

Let Θ = ΘX♯ = {Θξ,Ξ| (ξ,Ξ) ∈ X♯} be the family of the systems. Then Θ is regular from Lemma

4.4.6. For all (ξ,Ξ) ∈ Ũ ♯
c , Proposition 4.2.2 and Corollary 4.3.16 imply that the functional Ωξ,Ξ ∈ V ∗

is a unique solution to Θξ,Ξ. Since Ũ ♯
c is the nonempty open subset of X♯ in the Euclidean topology,

Theorem 4.4.4 yields that

a) Θ has a unique solution Ω ∈ V ∗
C(X♯)

,

b) There exists a subset X† ⊂ X♯, which is the complement of a countable union of hypersurfaces,
such that, for any (ξ,Ξ) ∈ X†, Ω(ξ,Ξ) ∈ V ∗ is defined and is the unique solution to Θξ,Ξ. In

particular, we have Ω(ξ,Ξ) = Ωξ,Ξ for (ξ,Ξ) ∈ X† ∩ Ũ ♯
c .

For (ξ,Ξ) ∈ X†, we set Ωξ,Ξ(v) = Ω(ξ,Ξ)(v) for all v ∈ V . Then we have a family {Ωξ,Ξ}(ξ,Ξ)∈X† of
intertwining operators. Hence we obtain the assertions. �

Finally we construct a subset D♯ ⊂ X♯ which satisfies the properties in Corollary 4.4.2. We take
and fix the set X† considered in Theorem 4.4.1. For each subset Y ⊂ X♯, we set

Yw := {χ ∈ Y | w · χ ∈ Y } = Y ∩ w−1 · Y (w ∈ W0 ×W ),

YW0×W :=
∩

w∈W0×W

Yw = ∩w∈Ww · Y.

We note that the Weyl group W0 ×W acts on X♯. Indeed, if (ξ,Ξ) ∈ X♯, then

(w′ξ)(z)(wΞ)(z) = ξ(w′−1zw′)Ξ(w−1zw) = ξ(z)Ξ(z) = 1

for (w′, w) ∈ W0 ×W and z ∈ Z. The following lemma, which is easily checked, is useful in §5.3.

Lemma 4.4.7 Let Ξ = (Ξ1,Ξ2,Ξ3) ∈ Xnr(T ), ξ = (ξ1, ξ2, ξ3) ∈ Xnr(T0). Then we have

wΞ =



(Ξ2,Ξ1,Ξ3) (if w = w1),

(Ξ1,Ξ
−1
2 ,Ξ2Ξ3) (if w = w2),

(Ξ−1
2 ,Ξ1,Ξ2Ξ3) (if w = w1w2),

(Ξ2,Ξ
−1
1 ,Ξ1Ξ3) (if w = w2w1),

(Ξ−1
1 ,Ξ2,Ξ1Ξ3) (if w = w1w2w1),

(Ξ−1
2 ,Ξ−1

1 ,Ξ1Ξ2Ξ3) (if w = w2w1w2),

(Ξ−1
1 ,Ξ−1

2 ,Ξ1Ξ2Ξ3) (if w = wℓ),

w′ξ =


(ξ−1

1 , ξ2, ξ1ξ3) (if w′ = w′
1),

(ξ1, ξ
−1
2 , ξ2ξ3) (if w′ = w′

2),

(ξ−1
1 , ξ−1

2 ξ1ξ2ξ3) (if w′ = w′
1w

′
2).

We set
D♯ := X†

W0×W ∩g∈R X♯
g ∩Xreg

nr (T0)×Xreg
nr (T ) ⊂ X♯.

We note that D♯ is stable under the action of the Weyl group W0 ×W . In order to prove Corollary
4.4.2, it is enough to show the following lemma. Indeed, Corollary 4.4.2 is immediately obtained from
Theorem 4.4.1 .
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Lemma 4.4.8 The set D♯ is the complement of a countable union of proper Zariski closed subsets of
X♯. In particular, D♯ is a dense subset of X♯ in the Euclidean topology.

Proof. We note that X†
W0×W =

∩
w∈W0×W w ·X† is the complement of a countable union of hypersur-

faces. Since the set X♯∩Xreg
nr (T0)×Xreg

nr (T ) is the complement of a finite union of proper Zariski closed

subsets of X♯, the set D♯ = X†
W0×W ∩ (X♯ ∩Xreg

nr (T0) ×Xreg
nr (T )) is the complement of a countable

union of proper Zariski closed subsets of X♯. Hence we have the assertion by Proposition 4.3.17. �

4.5 An explicit formula of Shintani functions.

In this subsection, we shall prove an explicit formula of the Shintani function. For any (ξ,Ξ) =
((ξ1, ξ2, ξ3), (Ξ1,Ξ2,Ξ3)) ∈ X♯, we set

ζ(ξ,Ξ) :=
e′(ξ)e(Ξ)

b(ξ,Ξ)
,

where

e′(ξ) := (1− q−1ξ1)(1− q−1ξ2), e(Ξ) := (1− q−1Ξ1Ξ2)(1− q−1Ξ1Ξ
−1
2 )(1− q−1Ξ1)(1− q−1Ξ2),

b(ξ,Ξ) := (1− q−1/2Ξ1Ξ3ξ1ξ3)(1− q−1/2Ξ1Ξ3ξ2ξ3)(1− q−1/2Ξ1Ξ3ξ1ξ2ξ3)(1− q−1/2Ξ2Ξ3ξ1ξ2ξ3)

× (1− q−1/2Ξ1Ξ2Ξ3ξ1ξ3)(1− q−1/2Ξ1Ξ2Ξ3ξ2ξ3)(1− q−1/2Ξ1Ξ2Ξ3ξ3)(1− q−1/2Ξ1Ξ2Ξ3ξ1ξ2ξ3).

First we shall prove the next proposition, which is an analogue of Jacquet’s functional equation
for the unramified Whittaker function in [J] (see also [CS]).

Proposition 4.5.1 Let g ∈ G. For (ξ,Ξ) ∈ D♯ such that ζ(ξ,Ξ) ̸= 0, the value Sξ,Ξ(g)/ζ(ξ,Ξ) is
W0 ×W -invariant as a function of (ξ,Ξ).

We take an element (w′, w) ∈ W0 ×W . Then we have

(Tw′,ξ ⊗ Tw,Ξ)
∗Ωw′ξ,wΞ := Ωw′ξ,wΞ ◦ (Tw′,ξ ⊗ Tw,Ξ) ∈ HomG0(i

G0
P0

(ξ)⊗ iGP (Ξ),C)

for any (ξ,Ξ) ∈ D♯. Hence it follows from Corollary 4.4.2 that there exists a scalar factor aw′,w(ξ,Ξ) ∈ C
such that

(Tw′,ξ ⊗ Tw,Ξ)
∗Ωw′ξ,wΞ = c′w′(ξ)cw(Ξ)aw′,w(ξ,Ξ)Ωξ,Ξ

for any (ξ,Ξ) ∈ D♯ which satisfies c′w′(ξ)cw(Ξ) ̸= 0. Here

c′w′(ξ) =
∏

β ∈ Σ+
0

w′β < 0

c′β(ξ), cw(Ξ) =
∏

α ∈ Σ+

wα < 0

cα(Ξ).

First we consider the case where w = wαi = wi and w′ = 14. Then, since Twi,Ξ(Φ14 + Φwi) =
cαi(Ξ)(Φ14 +Φwi), we have

cαi(Ξ)a14,wi(ξ,Ξ)Ωξ,Ξ(ϕ14 ⊗R(ηwℓ)(Φ14 +Φwi))

= (id⊗ Twi,Ξ)
∗Ωξ,wiΞ(ϕ14 ⊗R(ηwℓ)(Φ14 +Φwi))

= cαi(Ξ)Ωξ,wiΞ(ϕ14 ⊗R(ηwℓ)(Φ14 +Φwi)),
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that is,

a14,wi(ξ,Ξ) =
Ωξ,wiΞ(ϕ14 ⊗R(ηwℓ)(Φ14 +Φwi))

Ωξ,Ξ(ϕ14 ⊗R(ηwℓ)(Φ14 +Φwi))
.

Next we consider the case where w = 14 and w′ = wβi
= w′

i. Then, since Tw′
i,ξ
(ϕ14+ϕw′

i
) = cβi

(ξ)(ϕ14+
ϕw′

i
), we have

aw′
i,14

(ξ,Ξ) =
Ωw′

iξ,Ξ
((ϕ14 + ϕw′

i
)⊗R(ηwℓ)Φ14)

Ωξ,Ξ((ϕ14 + ϕw′
i
)⊗R(ηwℓ)Φ14)

in the same way as the first case. In order to prove Proposition 4.5.1, we prove the following lemma.

Lemma 4.5.2 For i = 1, 2, we have

ζ(ξ, wiΞ) = a14,wi(ξ,Ξ)ζ(ξ,Ξ) ζ(w′
iξ,Ξ) = aw′

i,14
(ξ,Ξ)ζ(ξ,Ξ).

Proof. From Proposition 4.2.1, we have

a14,w1(ξ,Ξ) =
Ωξ,w1Ξ(ϕ14 ⊗R(ηwℓ)(Φ14 +Φw1))

Ωξ,Ξ(ϕ14 ⊗R(ηwℓ)(Φ14 +Φw1))

=
(1− q−1Ξ−1

1 Ξ2)(1− q−1/2Ξ1Ξ3ξ1ξ3)(1− q−1/2Ξ1Ξ3ξ2ξ3)

(1− q−1Ξ1Ξ
−1
2 )(1− q−1/2Ξ2Ξ3ξ1ξ3)(1− q−1/2Ξ2Ξ3ξ2ξ3)

=
ζ(ξ, w1Ξ)

ζ(ξ,Ξ)
.

The other cases are obtained in the same way as above. �
Proof of Proposition 4.5.1. Since Twi,Ξ(ϕK,Ξ) = cwi(Ξ)ϕK,Ξ holds for i = 1, 2, we have

Sξ,wiΞ(g)

ζ(ξ, wiΞ)
=

Ωξ,wiΞ(ϕK0,ξ ⊗R(g)ϕK,Ξ)

ζ(ξ, wiΞ)

= cwi(Ξ)
−1Ωξ,wiΞ(ϕK0,ξ ⊗ Twi,Ξ(R(g)ϕK,Ξ))

ζ(ξ, wiΞ)

= cwi(Ξ)
−1 (id⊗ Twi,Ξ)

∗Ωξ,wiΞ(ϕK0,ξ ⊗R(g)ϕK,Ξ)

ζ(ξ, wiΞ)

= a14,wi(ξ,Ξ)
Ωξ,Ξ(ϕK0,ξ ⊗R(g)ϕK,Ξ)

ζ(ξ, wiΞ)

=
Ωξ,Ξ(ϕK0,ξ ⊗R(g)ϕK,Ξ)

ζ(ξ,Ξ)

=
Sξ,Ξ(g)

ζ(ξ,Ξ)
.

This means that the value Sξ,Ξ(g)/ζ(ξ,Ξ) is W -invariant as a function of Ξ. The W0-invariance follows
in the same manner. �

Next we prove an explicit formula of the Shintani function Sξ,Ξ for (ξ,Ξ) ∈ X♯ such that ζ(ξ,Ξ) ̸= 0.
By Theorem 3.2.1, it suffices to know the value

Sξ,Ξ(t(λ
′)ηt(λ)) = Sξ,Ξ(t(λ

′)ηwℓt(λ)
−1z(λ3))
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= ωΞ(z(λ3))Sξ,Ξ(t(λ
′)ηwℓt(λ)

−1)

= (Ξ1Ξ2Ξ
2
3)

λ3Sξ,Ξ(t(λ
′)ηwℓt(λ)

−1)

for (λ, λ′) ∈ Λ+ × Λ++
0 . For (ξ,Ξ) ∈ X♯, we set

cS(ξ,Ξ) :=

∏
β∈Σ+

0
cβ(ξ)

∏
α∈Σ+ cα(Ξ)

ζ(ξ,Ξ)
=

b(ξ,Ξ)

d′(ξ)d(Ξ)
,

where
d′(ξ) := (1− ξ1)(1− ξ2), d(Ξ) := (1− Ξ1Ξ2)(1− Ξ1Ξ

−1
2 )(1− Ξ1)(1− Ξ2).

Theorem 4.5.3 For any element (ξ,Ξ) ∈ X♯ such that ζ(ξ,Ξ) ̸= 0, we have

Sξ,Ξ(t(λ
′)ηwℓt(λ)

−1)

ζ(ξ,Ξ)

= q6 · vol(B)vol(B0)
∑

w ∈ W
w′ ∈ W0

cS(w
′ξ, wΞ)

(
(wΞ)−1δ1/2

)
(t(λ))

(
(w′ξ−1)δ

1/2
0

)
(t(λ′)).

Proof. We can see that

B0t(λ
′)B0ηwℓBt(λ)−1B ⊂ K0t(λ

′)ηwℓt(λ)
−1K

in the same way as Lemma 4.2.3. Hence we have

L(chB0t(λ′)−1B0
)R(chBt(λ)−1B)Sξ,Ξ(ηwℓ) =

∫
G
dg

∫
G0

dg chB0t(λ′)−1B0
(g′)Sξ,Ξ(g

′−1ηwℓg)chBt(λ)−1B(g)

=

∫
G
dg

∫
G0

dg chB0t(λ′)−1B0
(g′−1)Sξ,Ξ(g

′ηwℓg)chBt(λ)−1B(g)

=

∫
Bt(λ)−1B

dg

∫
B0t(λ′)B0

dg′ Sξ,Ξ(g
′ηwℓg)

= vol(Bt(λ)−1B; dg)vol(B0t(λ
′)B0; dg

′)Sξ,Ξ(t(λ
′)ηwℓt(λ)

−1)

= vol(Bt(λ)B; dg)vol(B0t(λ
′)B0; dg

′)Sξ,Ξ(t(λ
′)ηwℓt(λ)

−1).

Let {gw}w∈W and {g′w′}w′∈W0 be the bases of iGP (Ξ)
B and iG0

P0
(ξ)B0 obtained by Proposition 2.1.3,

respectively. We note that these bases satisfy

ϕK,Ξ = q4
∑
w∈W

cw(Ξ)gw, ϕK0,ξ = q2
∑

w′∈W0

c′w′(ξ)g′w′ ,

where
cw(Ξ) :=

∏
α ∈ Σ+

wα > 0

cα(Ξ), c′w′(ξ) :=
∏

β ∈ Σ+
0

w′β > 0

c′β(ξ).

Hence Sξ,Ξ(t(λ
′)ηwℓt(λ)

−1) can be expressed as

Sξ,Ξ(t(λ
′)ηwℓt(λ)

−1)
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= vol(Bt(λ)B; dg)−1vol(B0t(λ
′)B0; dg

′)−1L(chB0t(λ′)−1B0
)R(chBt(λ)−1B)Sξ,Ξ(ηwℓ)

= vol(Bt(λ)B; dg)−1vol(B0t(λ
′)B0; dg

′)−1

× L(chB0t(λ′)−1B0
)R(chBt(λ)−1B)Ωξ,Ξ(ϕK0,ξ ⊗R(ηwℓ)ϕK,Ξ)

= q6 · vol(Bt(λ)B; dg)−1vol(B0t(λ
′)B0; dg

′)−1

×
∑

w ∈ W
w′ ∈ W0

cw(Ξ)c
′
w′(ξ)L(chB0t(λ′)−1B0

)R(chBt(λ)−1B)Ωξ,Ξ(g
′
w′ ⊗R(ηwℓ)gw)

= q6 · vol(Bt(λ)B; dg)−1vol(B0t(λ
′)B0; dg

′)−1

×
∑

w ∈ W
w′ ∈ W0

cw(Ξ)c
′
w′(ξ)Ωξ,Ξ(R(chB0t(λ′)−1B0

)g′w′ ⊗R(ηwℓ)R(chBt(λ)−1B)gw)

= q6
∑

w ∈ W
w′ ∈ W0

cw(Ξ)c
′
w′(ξ)

(
(wΞ)−1δ1/2

)
(t(λ))

(
(w′ξ)−1δ

1/2
0

)
(t(λ′))Ωξ,Ξ(g

′
w′ ⊗R(ηwℓ)gw).

Since Φ14 = g14 and ϕ14 = g′14 , we have

Ωξ,Ξ(g
′
14 ⊗R(ηwℓ)g14) = vol(B)vol(B0)

by Proposition 4.2.2. Therefore we have

Sξ,Ξ(t(λ
′)ηwℓt(λ)

−1)

ζ(ξ,Ξ)

= q6 · vol(B; dg)vol(B0; dg)
c14(Ξ)c

′
14
(ξ)

ζ(ξ,Ξ)

(
Ξ−1δ1/2

)
(t(λ))

(
ξ−1δ

1/2
0

)
(t(λ′))

+ q6
∑

(w,w′)∈W×W0−{(14,14)}

cw(Ξ)c
′
w′(ξ)

ζ(ξ,Ξ)

(
(wΞ)−1δ1/2

)
(t(λ))

(
(w′ξ)−1δ

1/2
0

)
(t(λ′))

× Ωξ,Ξ(g
′
w′ ⊗R(ηwℓ)gw)

= q6 · vol(B; dg)vol(B0; dg
′)cS(ξ,Ξ)

(
Ξ−1δ1/2

)
(t(λ))

(
ξ−1δ

1/2
0

)
(t(λ′))

+ q6
∑

(w,w′)∈W×W0−{(14,14)}

cw(Ξ)c
′
w′(ξ)

ζ(ξ,Ξ)

(
(wΞ)−1δ1/2

)
(t(λ))

(
(w′ξ)−1δ

1/2
0

)
(t(λ′))

× Ωξ,Ξ(g
′
w′ ⊗R(ηwℓ)gw).

Since Ξ and ξ are regular, the set {(wΞ)−1δ1/2 � (w′ξ)−1δ
1/2
0 | (w′, w) ∈ W0 × W} of characters of

T0 × T is linearly independent. Hence Proposition 4.5.1 implies that

Sξ,Ξ(t(λ
′)ηwℓt(λ)

−1)

ζ(ξ,Ξ)

= q6 · vol(B; dg)vol(B0; dg
′)

∑
w ∈ W
w′ ∈ W0

cS(w
′ξ, wΞ)

(
(wΞ)−1δ1/2

)
(t(λ))

(
(w′ξ−1)δ

1/2
0

)
(t(λ′)).

�
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Finally we prove our main theorem, which is an explicit formula of the Shintani function of type
(ξ,Ξ) for any (ξ,Ξ) ∈ X♯.

Theorem 4.5.4 Let (ξ,Ξ) be any element of Xnr(T0)×Xnr(T ). Then we have

dimC S(ξ,Ξ) =

{
1 (if (ξ,Ξ) ∈ X♯),

0 (otherwise).

If (ξ,Ξ) ∈ X♯, for any nonzero element S ∈ S(ξ,Ξ) we have S(14) ̸= 0, and the Shintani function
Wξ,Ξ ∈ S(ξ,Ξ) with Wξ,Ξ(14) = 1 is given by

Wξ,Ξ(g(λ
′, λ)) = (Ξ1Ξ2Ξ

2
3)

λ3Wξ,Ξ(t(λ
′)ηwℓt(λ)

−1)

=
(Ξ1Ξ2Ξ

2
3)

λ3

(1− q−2)2

∑
w ∈ W
w′ ∈ W0

cS(w
′ξ, wΞ)

(
(wΞ)−1δ1/2

)
(t(λ))

(
(w′ξ)−1δ

1/2
0

)
(t(λ′))

for all (λ′, λ) ∈ Λ++
0 × Λ+.

In order to prove Theorem 4.5.4, we first compute the value

Sξ,Ξ(14) = Sξ,Ξ(ηwℓ) = q6 · ζ(ξ,Ξ)vol(B; dg)vol(B0; dg
′)

∑
w ∈ W
w′ ∈ W0

cS(w
′ξ, wΞ)

at the identity and normalize the Shintani function. The following lemma can be easily checked by
direct computation.

Lemma 4.5.5

Sξ,Ξ(14) = Sξ,Ξ(ηwℓ)

= q6(1− q−2)2ζ(ξ,Ξ)vol(B; dg)vol(B0; dg
′).

Hence we have immediately the following proposition.

Proposition 4.5.6 For any (ξ,Ξ) ∈ D♯ such that ζ(ξ,Ξ) ̸= 0, the basis of S(ξ,Ξ), Wξ,Ξ ∈ S(ξ,Ξ)
with Wξ,Ξ(14) = 1, is given by

Wξ,Ξ(g(λ
′, λ)) = (Ξ1Ξ2Ξ

2
3)

λ3Sξ,Ξ(t(λ
′)ηwℓt(λ)

−1)/Sξ,Ξ(14)

=
(Ξ1Ξ2Ξ

2
3)

λ3

(1− q−2)2

∑
w ∈ W
w′ ∈ W0

cS(w
′ξ, wΞ)

(
(wΞ)−1δ1/2

)
(t(λ))

(
(w′ξ)−1δ

1/2
0

)
(t(λ′))

for all (λ′, λ) ∈ Λ++
0 × Λ+.

For any (λ′, λ) ∈ Λ++
0 × Λ+, we denote by Fξ,Ξ(λ

′, λ) a rational function on X♯ given by the
right hand side of the formula in Proposition 4.5.6. We set Fξ,Ξ(k0g(λ

′, λ)k) = Fξ,Ξ(λ
′, λ) for any

(k0, λ
′, λ, k) ∈ K0 ×Λ++

0 ×Λ+ ×K. Then, for (ξ,Ξ) ∈ D♯ such that ζ(ξ,Ξ) ̸= 0, the function Fξ,Ξ is a
Shintani function with Fξ,Ξ(14) = 1. Theorem 4.5.4 follow from Theorem 3.3.1, Proposition 4.5.6 and
the following proposition.
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Proposition 4.5.7 i) For any x ∈ G, the rational function Fξ,Ξ(x) is regular on the whole X♯;

ii) For any (ξ,Ξ) ∈ X♯, the function Fξ,Ξ on G is the Shintani function of type (ξ,Ξ) with Fξ,Ξ(14) =
1.

Proof. From Theorem 3.2.1, it is enough to show that Fξ,Ξ(µ
′, µ) is regular on X♯ for any (µ′, µ) ∈

Λ++
0 × Λ+. By induction on m(µ′, µ) ≥ 1, we shall see the assertion (i). We put

U0 =
{
(ξ,Ξ) ∈ D♯

∣∣ ζ(ξ,Ξ) ̸= 0
}
.

Then X♯ − U0 is a countable union of proper Zariski closed subsets in X♯ (see Corollary 4.4.2). In
particular, U0 is a dense subset of X♯ by Proposition 4.3.17.

First we assume that m(µ′, µ) = 1. Then, since

K0t
′(µ′)Kt(µ)K = K0g(µ

′, µ)K,

for all (ξ,Ξ) ∈ U0 we have

ωξ(chK0t′(µ′)−1K0
)ωΞ(chKt(µ)K) = Cµ′,µvol

(
K0g(µ

′, µ)K; dg
)
Fξ,Ξ(µ

′, µ),

where Cµ′,µ is a certain positive integer, which does not depended on (ξ,Ξ). Hence Fξ,Ξ(µ
′, µ) is regular

on X♯.
Next we assume that Fξ,Ξ(λ

′, λ) is regular on X♯ for any (λ′, λ) ∈ Λ++
0 × Λ+ which satisfies

m(µ′, µ) > m(λ′, λ). If

K0t
′(µ′)Kt(µ)K =

M⊔
i=0

K0g(λ
′
(i), λ(i))K, (λ′

(0), λ(0)) = (µ′, µ),

then we have an equality

ωξ(chK0t′(µ′)−1K0
)ωΞ(chKt(µ)K)

= C
(0)
µ′,µvol

(
K0g(µ

′, µ)K; dg
)
Fξ,Ξ(µ

′, µ) +
M∑
i=1

C
(i)
µ′,µvol

(
K0g(λ

′
(i), λ(i))K; dg

)
Fξ,Ξ(λ

′
(i), λ(i))

for all (ξ,Ξ) ∈ U0 (see (3.3)). Here C
(i)
µ′,µ is a certain positive integer which does not depend on (ξ,Ξ) for

all i = 0, · · · ,M . Since m(µ′, µ) > m(λ′
(i), λ(i)) for i = 1, · · · ,M by Lemma 3.3.13, each Fξ,Ξ(λ

′
(i), λ(i))

is regular on X♯ by the induction hypothesis. Hence Fξ,Ξ(µ
′, µ) is regular on X♯.

We show the assertion (ii). The assertion (i) implies that, for all (µ′, µ) ∈ Λ++
0 ×Λ+ and all (ϕ,Φ) ∈

H(G0,K0) × H(G,K), the function X♯ ∋ (ξ,Ξ) 7→ [L(ϕ)R(Φ)Fξ,Ξ](g(µ
′, µ)) ∈ C is regular on X♯. If

for any (µ′, µ) ∈ Λ++
0 × Λ+ we put fµ′,µ(ξ,Ξ) = [L(ϕ)R(Φ)Fξ,Ξ](g(µ

′, µ))− ωξ(ϕ)ωΞ(Φ)Fξ,Ξ(g(µ
′, µ)),

then fµ′,µ is regular on X♯. Since fµ′,µ is zero on the dense subset U0 of X
♯, we have fµ′,µ = 0. Namely,

for any (ξ,Ξ) ∈ X♯, the function Fξ,Ξ is the Shintani function of type (ξ,Ξ) with Fξ,Ξ(14) = 1. �

5 Evaluation of a local zeta integral of Murase–Sugano type

In this section, we introduce a local zeta integral of Murase–Sugano type (cf. [MS]) and evaluate it as
an application of our explicit formula of the Shintani function on G.
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5.1 A local zeta integral of Murase–Sugano type.

In this subsection, we define a local zeta integral of Murase–Sugano type and state that the zeta
integral represents the local spin L-factor of GSp4. Let G1 be the subgroup of GL4(F ) defined by

G1 := {g ∈ GL4(F )| det(g) ∈ (F×)2}

and P22 the maximal parabolic subgroup of G1 given by

P22 =




∗ ∗ ∗ ∗
∗ ∗

∗ ∗ ∗ ∗
∗ ∗

 ∈ G1

 .

We note that G ⊂ G1. We put

κ =


1

1
−1

1

 ∈ G1.

Let P22 = M22N22 be the Levi decomposition of P22, where

M22 =

{
m1(a, b) := κ

(
a

b

)
κ−1

∣∣∣ a, b ∈ GL2(F ),det(ab) ∈ (F×)2
}
,

N22 =




1 ∗ ∗
1

∗ 1 ∗
1

 ∈ G1

 .

We note that every m1(a, b) ∈ M22 has a factorization

m1(a, b) = κ

(
α−1 · a

b

)(
α · 12

12

)
κ−1, α2 =

det(ab)

det(b)2
=

det(a)

det(b)
.

Namely, for any m1 ∈ M22 we have a factorization m1 = β(m1)diag(α(m1), 1, α(m1), 1) for some
(β(m1), α(m1)) ∈ G0 × F×. We note that such a factorization of m1 is not unique. We set K1 :=
G1 ∩GL4(o). Then every g ∈ G1 has an Iwasawa decomposition

g = m1(g)n1(g)k1(g)

= β(m1(g))diag(α(m1(g)), 1, α(m1(g)), 1)n1(g)k1(g)

for some (m1(g), n1(g), k1(g)) ∈ M22×N22×K1. For every g ∈ G1, we fix such a factorization and set
β(g) := β(m1(g)) and α(g) := α(m1(g)). The following lemma is easily checked by direct calculation.

Lemma 5.1.1

P22 ∩K1 = κ

(
GL2(o) M2(o)

GL2(o)

)
κ−1 ∩K1.
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Let (ξ,Ξ) ∈ X♯. For any Shintani function S ∈ S(ξ,Ξ), we define a local zeta integral of Murase–
Sugano type by

(5.1) ZMS(s;S) :=

∫
G0\G

W (β(g)−1g)|α(g)|sdġ (s ∈ C),

where dġ is the right invariant measure of G0\G. Since a Shintani function S ∈ S(ξ,Ξ) can be
regarded as a function on K0\G/K, it follows from Lemma 5.2.3, described in §5.2, that the value
S(β(g)−1g)|α(g)|s is independent of a choice of an Iwasawa decomposition of g ∈ G ⊂ G1. For
χ = (χ1, χ2, χ3) ∈ (C×)3, s ∈ C, we set

L(χ; s) := (1− χ3q
−s)−1(1− χ1χ3q

−s)−1(1− χ2χ3q
−s)−1(1− χ1χ2χ3q

−s)−1.

As an application of the explicit formula of Shintani functions, we shall prove the following theorem
in §5.3.

Theorem 5.1.2 Let (ξ,Ξ) ∈ X♯. For the Shintani function S ∈ S(ξ,Ξ) such that S(14) = 1, the zeta
integral (5.1) is absolutely convergent if

Re(s) > sΞ := max
{
logq ∥Ξ3∥, logq ∥Ξ1Ξ3∥, logq ∥Ξ2Ξ3∥, logq ∥Ξ1Ξ2Ξ3∥

}
.

Then the zeta integral (5.1) can be evaluated as

ZMS(s;S) =
L(Ξ; s)

L(ξ−1; s+ 1/2)
(Re(s) > sΞ).

Remark 5.1.3 Theorem 5.1.2 is generalization of [MS, Theorem 1.6] for the pair (SO5(F0),SO4(F0))
of split special orthogonal groups. Here F0 is a non-archimedean local field of characteristic 0. While
they proved their result without using the explicit formula of Shintani functions for (SO5(F0),SO4(F0)),
we compute the local zeta integral (5.1) using that for (G,G0).

5.2 A double coset decomposition.

In this subsection, we prove the following theorem, which is necessary for our computation of the zeta
integral ZMS(s;S).

Theorem 5.2.1 We have

G =
⊔
l≥0

G0a(l)K, a(l) := g(0, (l, l, l)).

Remark 5.2.2 An Iwasawa decomposition of a(l) is given by

a(l) =
−ϖl −ϖl − 1

1

−1 −1
1




ϖl

1
ϖl

1




1 ϖ−l

1

−ϖ−l 1 −ϖ−l

1




1 1 −1
−1 1

−1 1
ϖl 1 ϖl

 .

We note that  −ϖl −ϖl − 1
1

−1 −1
1

 ∈ K0.
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First we prove the following lemma.

Lemma 5.2.3 Let g ∈ G. We assume that g ∈ G0a(l)K for some l ≥ 0. Then the following assertions
hold :

i) |α(g)| = q−l;

ii) β(g)−1g ∈ K0a(l)K.

Proof. Let g = ha(l)k for some (h, k) ∈ G0 ×K. We note that a(l) ∈ K0diag(ϖ
l, 1, ϖl, 1)N22K1 (see

Remark 5.2.2). Hence we have

β(g)−1g = diag(α(g), 1, α(g), 1)n1(g)k1(g) ∈ β(g)−1hK0diag(ϖ
l, 1, ϖl, 1)N22K1.

In particular, β(g)−1h ∈ K0 and α(g) ∈ ϖlo× from Lemma 5.1.1. �

Next we show the following lemma to prove the disjointness of Theorem 5.2.1.

Lemma 5.2.4 Let g ∈ G. If |α(g)| = q−l and g = ha(l′)k for some (h, k) ∈ G0 ×K, then l = l′.

Proof. We have

diag(α(g), 1, α(g), 1)n1(g)k1(g) ∈ K0a(l
′)K

by Lemma 5.2.3 (ii). By comparing the determinants of both sides, we have q−2l = |α(g)|2 = q−2l′ . �

Proof of Theorem 5.2.1. By the Iwasawa decomposition of G, G can be written as

G = G0NK

= G0K ∪G0




1 x0
1

1
−x0 1


∣∣∣∣∣ x0 ̸= 0

K

∪G0




1 x2
1 x2

1
1


∣∣∣∣∣ x2 ̸= 0

K ∪G0




1 x0 x2
1 x2

1
−x0 1


∣∣∣∣∣ x0, x2 ̸= 0

K.

Since w2 = w′
2 ∈ G0 ∩K = K0, we have

G0


1 x0 x2

1 x2
1

−x0 1

K = G0


1 x2 x0

1 x0
1

−x2 1

K.

Hence we have

G = G0K ∪G0




1 x0
1

1
−x0 1


∣∣∣∣∣ x0 ̸= 0

K ∪G0




1 x0 x2
1 x2

1
−x0 1


∣∣∣∣∣ x0, x2 ̸= 0

K
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= G0K ∪
∪
k∈Z

G0


1 ϖk

1

1
−ϖk 1

K ∪
∪

k,l∈Z
G0


1 ϖk ϖl

1 ϖl

1
−ϖk 1

K

= G0K ∪
∪
k>0

G0


1 ϖ−k

1

1
−ϖ−k 1

K ∪
∪

k,l>0

G0


1 ϖ−k ϖ−l

1 ϖ−l

1
−ϖ−k 1

K

= G0K ∪
∪
k>0

G0


1 ϖ−k

1

1
−ϖ−k 1

K ∪
∪

k≥l>0

G0


1 ϖ−k ϖ−l

1 ϖ−l

1
−ϖ−k 1

K.

Since

G0


1 ϖ−k 1

1 1

1
−ϖ−k 1

K = G0


1 ϖ−k

1

1
−ϖ−k 1

K,

we have

G =
∪

k≥l≥0

G0


1 ϖ−k ϖ−l

1 ϖ−l

1
−ϖ−k 1

K.

If k ≥ l ≥ 0, we have

a(k) =


ϖk −1−ϖk

ϖk

−1
1 ϖk−l




1 ϖ−k ϖ−l

1 ϖ−l

1
−ϖ−k 1




1 1 −1
−ϖk−l −1 1

−1
1

 .

Hence we obtain

G =
∪
l≥0

G0a(l)K.

From Remark 5.2.2 and Lemma 5.2.4, if a(l′) ∈ G0a(l)K, then l = l′. This means that the above union
is disjoint. We have completed the proof of Theorem 5.2.1.

�

5.3 Evaluation of the local zeta integral.

In this subsection, we evaluate the zeta integral ZMS(s;S) by using our explicit formula of the Shintani
function. Theorem 5.2.1 yields that∫

G0\G
F (g)dġ =

∞∑
l=0

F (a(l))vl, vl := vol(G0 ∩ a(l)Ka(l)−1; dg′)−1
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for any function F : G0\G/K → C. We note that the integrand S(β(g)−1g)|α(g)|s of the zeta integral
is a function on G0\G/K. Hence we have

ZMS(s;S) =

∞∑
l=0

S(β(a(l))−1a(l))|α(a(l))|svl

=

∞∑
l=0

S(β(a(l))−1a(l))vlq
−ls.

Since β(a(l))−1a(l) ∈ K0a(l)K, it is enough to compute the volume vl and the value

S(β(a(l))−1a(l)) = S(a(l)).

First we calculate the volume vl. From the definition of the measure dg′ of G0, we have v−1
0 =

vol(G0 ∩ ηKη−1; dg′) = vol(K0; dg
′) = 1. Let l ≥ 0. We put

ã(l) =


1 −1

1

−1
1

 a(l)


1 −1

1

−1
1 −1

 =


ϖl 1

1

1
−1 ϖl

 .

We note that ã(l) ∈ K0a(l)K. By the invariance of the Haar measure dg′, we have

v−1
l = vol(G0 ∩ ã(l)Kã(l)−1; dg′)

= vol(K
(l)
0 ; dg′),

where K
(l)
0 := G0 ∩ ã(l)w2Kw−1

2 ã(l)−1. Then K
(l)
0 is the group consisting of elements

(5.2) h = (

(
a1 b1
c1 d1

)
,

(
a2 b2
c2 d2

)
)

of K0 which satisfy the following four congruences:

(5.3)

(
a1 b1
c1 d1

)
≡
(

a2 −b2
−c2 d2

)
(mod pl)

We note that K
(0)
0 = K0 and K

(l)
0 ⊃ K

(l+1)
0 (l ≥ 0). In order to compute the volume vl, it is enough to

compute the index [K
(l)
0 : K

(l+1)
0 ] for all l ≥ 0.

Proposition 5.3.1 We have disjoint unions

K0 =
⊔

u ̸≡ 0 mod p
x mod p

K
(1)
0 (

(
u x

u−1

)
, 12) ⊔

⊔
u, v ̸≡ 0 mod p

K
(1)
0 (

(
u
v u−1

)
, 12)

⊔
⊔

u ̸≡ 0 mod p
x mod p

K
(1)
0 (

(
x u

−u−1

)
, 12) ⊔

⊔
u, v ̸≡ 0 mod p

K
(1)
0 (

(
u

−u−1 v

)
, 12)
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⊔
⊔

u1, u2 ̸≡ 0 mod p
u1u2 ̸≡ 1 mod p
v1 ̸≡ 0 mod p

K
(1)
0 (

(
u1 (u1u2 − 1)v−1

1

v1 u2

)
, 12)

and

K
(l)
0 =

⊔
x, y mod p

K
(l+1)
0 (

(
1 +ϖlx ϖly

(1 +ϖlx)−1

)
, 12)

⊔
⊔

u ̸≡ 0 mod p
x mod p

K
(l+1)
0 (

(
1 +ϖlx
ϖlu (1 +ϖlx)−1

)
, 12)

⊔
⊔

x mod p
u, v ̸≡ 0 mod p

K
(l+1)
0 (

(
1 +ϖlx ϖlu

ϖlv 1+ϖ2luv
1+ϖlx

)
, 12)

for any l > 0.

Before proving Proposition 5.3.1, we calculate the volume vl for all l ≥ 0 and prove Theorem 5.1.2.

Corollary 5.3.2 For l ≥ 0, we have

vl =

{
1 (if l = 0),

q3l(1− q−2) (if l > 0).

In particular, the generating function for the sequence {vl}l≥0 is given by

∞∑
l=0

vlt
l =

1− qt

1− q3t
.

The domain of convergence of the above power series is ∥t∥ < q−3.

Proof. Since

[K0 : K
(1)
0 ] = q(q2 − 1) = q3(1− q−2), [K

(l)
0 : K

(l+1)
0 ] = q3 (l > 0)

from Proposition 5.3.1, we obtain v−1
l = vol(K

(l)
0 ; dg′) = q−3l(1− q−2)−1 for all l > 0. �

Remark 5.3.3 Murase–Sugano proved Corollary 5.3.2 as a corollary of computation of their local
zeta integral (see [MS, Lemma 1.12]).

Proof of Theorem 5.1.2. Let S ∈ S(ξ,Ξ) be the Shintani function such that S(14) = 1. From
Theorem 4.5.4, we have

S(a(l)) =
(Ξ1Ξ2Ξ

2
3)

l

(1− q−2)2

∑
w ∈ W
w′ ∈ W0

cS(w
′ξ, wΞ)

(
(wΞ)−1δ1/2

)
(t((l, l, l)))
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=
q−3l(Ξ1Ξ2Ξ

2
3)

l

(1− q−2)2

∑
w ∈ W
w′ ∈ W0

cS(w
′ξ, wΞ)(wΞ)−1(t((l, l, l))).

Hence we have

ZMS(s;S) =

∞∑
l=0

S(a(l))q−lsvl

= (1− q−2)−2
∑

w ∈ W
w′ ∈ W0

cS(w
′ξ, wΞ)ζw(s),

where

ζw(s) =

∞∑
l=0

(Ξ1Ξ2Ξ
2
3)

l(wΞ)−1(t((l, l, l)))q−l(s+3)vl

for any w ∈ W . From Corollary 5.3.2, we have

ζw(s) =



1− q−s−2Ξ3

1− q−sΞ3
(if w = 14, w1),

1− q−s−2Ξ2Ξ3

1− q−sΞ2Ξ3
(if w = w2, w1w2),

1− q−s−2Ξ1Ξ3

1− q−sΞ1Ξ3
(if w = w2w1, w1w2w1),

1− q−s−2Ξ1Ξ2Ξ3

1− q−sΞ1Ξ2Ξ3
(if w = w2w1w2, wℓ)

for Re(s) > sΞ. Hence we obtain

ZMS(s;S) = (1− q−2)−2
∑

w ∈ W
w′ ∈ W0

cS(w
′ξ, wΞ)ζw(s)

=
(1− q−s−1/2ξ−1

1 ξ−1
3 )(1− q−s−1/2ξ−1

2 ξ−1
3 )(1− q−s−1/2ξ−1

1 ξ−1
2 ξ−1

3 )(1− q−s−1/2ξ−1
3 )

(1− q−sΞ1Ξ3)(1− q−sΞ2Ξ3)(1− q−sΞ1Ξ2Ξ3)(1− q−sΞ3)

=
L(Ξ; s)

L(ξ−1; s+ 1/2)

for Re(s) > sΞ. �
Finally we prove Proposition 5.3.1.

Proof of Proposition 5.3.1. For g ∈ GL2(o), we put

g∗ =

(
1

−1

)
g

(
1

−1

)−1

∈ GL2(o).

We note that (g∗)−1 = (g−1)∗ and (g∗)∗ = g. For any l > 0, every element of K
(l)
0 can be written in the

form (g+ϖlX, g∗) for some (g,X) ∈ GL2(o)×M2(o). In particular, (g, g∗) ∈ K
(l)
0 for any g ∈ GL2(o).

Since for any (k1, k2) ∈ K0 the equality

K
(l)
0 (k1, k2) = K

(l)
0 ((k−1

2 )∗, k−1
2 )(k1, k2)
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= K
(l)
0 ((k−1

2 )∗k1, 12)

holds, we have

K
(l)
0 =

∪
k ∈ SL2(o)

k ≡ 12 mod pl

K
(l+1)
0 (k, 12)

for any l ≥ 0. Let l ≥ 0. We take k = (kij) ∈ SL2(o) such that k ≡ 12 mod pl.

i) We handle the case where k21 = 0. We note that k11, k22 ∈ o×. First we assume that l > 0. Since
k11 = k−1

22 , we have

K
(l+1)
0 (k, 12) = K

(l+1)
0 (

(
1 k11k12

1

)(
k11

k−1
11

)
, 12)

= K
(l+1)
0 (

(
1 ϖlb

1

)(
k11

k−1
11

)
, 12) (∃b mod p)

= K
(l+1)
0 (

(
k11

k−1
11

)(
1 ϖlbk−2

11

1

)
, 12)

= K
(l+1)
0 (

(
1 +ϖla

(1 +ϖla)−1

)(
1 ϖlbk−2

11

1

)
, 12) (∃a mod p).

We note that the last equality follows from (1+pl)/(1+pl+1) ≃ o/p. Hence there exist a, b mod p
such that

K
(l+1)
0 (k, 12) = K

(l+1)
0 (

(
1 +ϖla ϖlb

(1 +ϖla)−1

)
, 12).

Next we assume that l = 0. Then we have

K
(1)
0 (k, 12) = K

(1)
0 (

(
1 k11k12

1

)(
k11

k−1
11

)
, 12)

= K
(1)
0 (

(
1 ϖlb

1

)(
k11

k−1
11

)
, 12) (∃b mod p)

= K
(1)
0 (

(
k11

k−1
11

)(
1 ϖlbk−2

11

1

)
, 12)

= K
(1)
0 (

(
a

a−1

)(
1 ϖlbk−2

11

1

)
, 12) (∃a ̸≡ 0 mod p).

We note that the last equality follows from o×/(1+p) ≃ (o/p)×. Hence there exist a ̸≡ 0, b mod p
such that

K
(l+1)
0 (k, 12) = K

(l+1)
0 (

(
a ϖlb

a−1

)
, 12).

ii) We handle the case where k21 ̸= 0. Since k21 ≡ 0 mod pl, there exist u ∈ o× and n ≥ 0 such that
k21 = ϖl+nu. If n ≥ 1, then

K
(l+1)
0 (k, 12) = K

(l+1)
0 (

(
k11 k12

ϖl+nu k22

)
, 12)
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= K
(l+1)
0 (

(
k11 k12

k22

)
, 12).

This case is reduced to the case (i). We may assume that n = 0. Then we have

K
(l+1)
0 (k, 12) = K

(l+1)
0 (

(
k11 k12
ϖlu k22

)
, 12)

= K
(l+1)
0 (

(
k11 k12
ϖlv1 k22

)
, 12) (∃v1 ̸≡ 0 mod p).

We now consider the case (ii-i) k12 = 0 and the case (ii-ii) k12 ̸= 0, separately.

ii-i) We assume that k12 = 0. If l > 0, we have

K
(l+1)
0 (k, 12) = K

(l+1)
0 (

(
1 +ϖla
ϖlv′1 (1 +ϖla)−1

)
, 12) (∃v′1 ̸≡ 0 mod p, a mod p).

If l = 0, we have

K
(1)
0 (k, 12) = K

(1)
0 (

(
a

ϖlv′1 a−1

)
, 12) (∃v′1, a ̸≡ 0 mod p).

We note that o×/(1 + p) ≃ (o/p)×.

ii-ii) We assume that k12 ̸= 0. Since k12 ≡ 0 mod pl, there exist u ∈ o× and n ≥ 0 such that
k12 = ϖl+nu, that is,

K
(l+1)
0 (k, 12) = K

(l+1)
0 (

(
k11 ϖl+nu
ϖlv1 k22

)
, 12).

If n ≥ 1, we have

K
(l+1)
0 (k, 12) = K

(l+1)
0 (

(
k−1
22

ϖlv1 k22

)
, 12).

This case is reduced to the case (ii-i). We may assume that n = 0. Then we have

K
(l+1)
0 (k, 12) = K

(l+1)
0 (

(
k11 ϖlu
ϖlv1 k22

)
, 12)

= K
(l+1)
0 (

(
k11 ϖlv2
ϖlv1 k22

)
, 12) (∃v2 ̸≡ 0 mod p).

Let l > 0. Then, since k11, k22 ≡ 1 mod pl, we have

K
(l+1)
0 (k, 12) = K

(l+1)
0 (

(
k11 ϖlv2
ϖlv1 k22

)
, 12)

= K
(l+1)
0 (

(
k11

k22

)(
1 ϖlv2k

−1
11

ϖlv1k
−1
22 1

)
, 12)

= K
(l+1)
0 (

(
k11

k22

)(
1 ϖlv′2

ϖlv′1 1

)
, 12) (∃v′1, v

′
2 ̸≡ 0 mod p)
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= K
(l+1)
0 (

(
1 +ϖla

1 +ϖld

)(
1 ϖlv′2

ϖlv′1 1

)
, 12) (∃a, d mod p).

Let l = 0. We note that

k =

(
k11 v2
v1 k22

)
=

(
v2 −k11
k22 −v1

)(
1

−1

)
.

If k11k22 = 0, we have

K
(1)
0 (k, 12)

=



K
(l+1)
0 (

(
a

a−1

)(
1 b

1

)(
1

−1

)
, 12) (∃a ̸≡ 0 mod p, b mod p)

(if k22 = 0),

K
(1)
0 (

(
a

v′1 a−1

)(
1

−1

)
, 12) (∃v′1, a ̸≡ 0 mod p)

(if k11 = 0 and k22 ̸= 0),

=


K

(l+1)
0 (

(
b′ a

−a−1

)
, 12) (∃b′ mod p) (if k22 = 0),

K
(1)
0 (

(
a

−a−1 v′1

)
, 12) (if k11 = 0 and k22 ̸= 0).

There remains only the case where k11k22 ̸= 0. Then there exist m,n ≥ 0,u, u′ ∈ o× such
that

K
(1)
0 (k, 12) = K

(1)
0 (

(
v2 −ϖmu

ϖnu′ −v1

)(
1

−1

)
, 12).

If m > 0 (resp. n > 0), the case is reduced to k11 = 0 (resp. k22 = 0). We may assume that
m = n = 0. Then we have

K
(1)
0 (k, 12) = K

(1)
0 (

(
v2 −u
u′ −v1

)(
1

−1

)
, 12)

= K
(1)
0 (

(
u

u′

)(
1 v2u

−1

v1u
′−1 1

)
, 12)

= K
(1)
0

(
u1 v′2
v′1 u2

)
, 12) (∃u1, u2, v

′
1, v

′
2 ̸≡ 0 mod p).

We note that u1u2 − v′1v
′
2 = 1.

Therefore the results for the cases (i) and (ii) yield that

K0 =
∪

u ̸≡ 0 mod p
x mod p

K
(1)
0 (

(
u x

u−1

)
, 12) ∪

∪
u, v ̸≡ 0 mod p

K
(1)
0 (

(
u
v u−1

)
, 12)
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∪
∪

u ̸≡ 0 mod p
x mod p

K
(1)
0 (

(
x u

−u−1

)
, 12) ∪

∪
u, v ̸≡ 0 mod p

K
(1)
0 (

(
u

−u−1 v

)
, 12)

∪
∪

u1, u2 ̸≡ 0 mod p
v1, v2 ̸≡ 0 mod p
u1u2 − v1v2 = 1

K
(1)
0 (

(
u1 v2
v1 u2

)
, 12)

=
∪

u ̸≡ 0 mod p
x mod p

K
(1)
0 (

(
u x

u−1

)
, 12) ∪

∪
u, v ̸≡ 0 mod p

K
(1)
0 (

(
u
v u−1

)
, 12)

∪
∪

u ̸≡ 0 mod p
x mod p

K
(1)
0 (

(
x u

−u−1

)
, 12) ∪

∪
u, v ̸≡ 0 mod p

K
(1)
0 (

(
u

−u−1 v

)
, 12)

∪
∪

u1, u2 ̸≡ 0 mod p
u1u2 ̸≡ 1 mod p
v1 ̸≡ 0 mod p

K
(1)
0 (

(
u1 (u1u2 − 1)v−1

1

v1 u2

)
, 12)

and, for l > 0,

K
(l)
0 =

∪
x, y mod p

K
(l+1)
0 (

(
1 +ϖlx ϖly

(1 +ϖlx)−1

)
, 12)

∪
∪

u ̸≡ 0 mod p
x mod p

K
(l+1)
0 (

(
1 +ϖlx
ϖlu (1 +ϖlx)−1

)
, 12)

∪
∪

x, y mod p
u, v ̸≡ 0 mod p

x+ y +ϖl(xy − uv) = 0

K
(l+1)
0 (

(
1 +ϖlx ϖlu
ϖlv 1 +ϖly

)
, 12)

=
∪

x, y mod p

K
(l+1)
0 (

(
1 +ϖlx ϖly

(1 +ϖlx)−1

)
, 12)

∪
∪

u ̸≡ 0 mod p
x mod p

K
(l+1)
0 (

(
1 +ϖlx
ϖlu (1 +ϖlx)−1

)
, 12)

∪
∪

x mod p
u, v ̸≡ 0 mod p

K
(l+1)
0 (

(
1 +ϖlx ϖlu

ϖlv 1+ϖ2luv
1+ϖlx

)
, 12).

We can easily check that these union is disjoint. �
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