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Abstract

Let F' be a non-archimedean local field of arbitrary characteristic. We give an explicit formula of
the unramified Shintani functions on GSp,(F). As an application, we evaluate a local zeta integral
of Murase-Sugano type, which turns out to be the spin L-factor of GSpy,.
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1 Introduction

Proving the meromorphic continuation and the functional equation of an automorphic L-function
is one of the basic problems in the theory of automorphic representations. In order to prove these,
there is a distinguished technique called Rankin—Selberg method, which is a theory of an integral
representation of automorphic L-functions. In 1994, Murase-Sugano [MS] introduced a new kind of
global zeta integral for the symmetric pair (O, O,_1) of the orthogonal groups over an algebraic
number field. Under certain assumptions, the global zeta integral turns out to be an integral of the
global Shintani function and moreover can be decomposed into an Euler product of local zeta integrals.
Local Shintani functions, which are main objects in this thesis, appear in the local zeta integral as an
integrand. They proved that the unramified local zeta integral represents the standard L-factor of O,
([MS, Theorem 1.6]). Later, for a non-archimedean local field F” of characteristic zero or p > 2, Kato—
Murase-Sugano [KMS] gave an explicit formula of the unramified (Whittaker—)Shintani functions for
the pair (SO, (F"),S0O,_1(F")) of the split special orthogonal groups.

In this thesis we first give an explicit formula of the unramified Shintani functions for the symmetric
pair (GSp,(F), (GL2 xgL, GL2)(F)). Here F' is a non-archimedean local field of arbitrary charac-
teristic. Moreover, by using our explicit formula, we prove that the unramified local zeta integral of
Murase—Sugano type for (GSp,(F), (GL2 xgr, GL2)(F)) represents the spin L-factor of GSp,. This
proof is more direct compared to [MS] (see Remark 5.1.3 and Remark 5.3.3). Here we note that there
are two important points in this thesis. First we allow F' to be of characteristic two. Our explicit
formula in the case where F' is of characteristic two is not reduced to the results in [KMS], although
that in the other case is reduced to a special case of their results (see [G1]). Second, in order to give
a meromorphic continuation of Shintani functionals, we employ Bernstein’s rationality theorem. Note
that the use of Bernstein’s rationality theorem is proposed in [BFF] without detailed explanation.
We supply the missing details and prove that Shintani functionals are extended to a dense subset
of the space of the Satake parameters. It seems that this argument is omitted in [S] and [Z], where
Bernstein’s rationality theorem is used in similar situations.

We explain our result more precisely. Let G = GSp,(F') be the symplectic similitude group as
defined in §2.2. We denote by Gy a certain subgroup of G which satisfies Gy ~ (GL2 xgr, GL2)(F). Let
P (resp. Pp) be the standard minimal parabolic subgroup of G (resp. Go) and ¢ (resp. dp) its modulus
character. We denote by T' (resp. Tp) the diagonal subgroup of G (resp. Go). Then T' (resp. Tp) is a
Levi subgroup of P (resp. F). If 0 is the ring of integers of F', then K = GSp,(0) (resp. Ko = GoNK)
is a maximal compact subgroup of G (resp. Gy). For any (£, Z) = ((£1,&2,83), (E1,E2,Z3)) € X (Th) X
X (T) = (C*)3 x (C*)3, we define S(&,Z) to be the C-vector space consisting of all the continuous
functions S : G — C such that

[L(OR(®)S](x) = we(p)wz(®)S(x) ("p € H(Go, Ko), '@ € H(G, K)).
Here H(G, K) (resp. H(Go, Ko)) is the Hecke algebra of (G, K) (resp. (Go, Ko)), and w= (resp. we)

is the C-algebra homomorphism H(G, K) — C (resp. H(Gp, Ky) — C) corresponding to = (resp. &)
via the Satake isomorphism. We call an element of S(§, =) an unramified Shintani function of type
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(&,2) for the pair (G, Gg), or simply a Shintani function. Our purpose is to give an explicit formula
of Shintani functions. It follows from the definition that a Shintani function S € S(&, Z) is determined
by the values on Ky\G/K. By the Cartan type decomposition (Theorem 3.2.1), it is enough to know
the values S(t(\)nt(\)) for all (N, A) = (N}, Ny, A)), (A1, A2, A3)) € AfT x AT, where
AT ={X= (A1, Ao, Ag) € Z% AL > Mg, 200 > A3},
AGT = {N = (A1, X5, M) € Z2IN 2 0,28, > M},
wht 11 1

t((A1, A2, A3)) =

where
dE)=(1-E5)(1 -5 )1 -5)1-Z), d(€)=01-8&)1-&),
b(£,E) = (1 — ¢ 2E15366) (1 — ¢ V/2E15368) (1 — ¢ V221536 68) (1 — ¢ /2505361 683)
x (1 — ¢ Y22155536163) (1 — ¢ V/2E150836063) (1 — ¢ V/2E1508363) (1 — ¢ /221508361 6263).
Then our main result is as follows.

Theorem A (Theorem 4.5.4) Let (§,E) be any element of Xp,(To) X Xpr(T). Then we have

| oo 1 (W (E@)z=1),
dimc S(§,E) = {0 (otherwise).

If (€E)|z = 1, for any nonzero element S € S(£,Z) we have S(14) # 0, and the Shintani function
Wez € S(&, ) with We=(14) =1 is given by

We (bt () = (15250 e w2 (w1612 L -1 51/2Y (v
=) = T X estwgud) (wE) 8 ) () (o) 6y ") (1Y)
weW
w' € Wy

for all (N, ) € AJ™ x AT. Here 14 is the identity element of G, Z is the center of G and W (resp.
Wy ) is the Weyl group of (G, T) (resp. (Go,Tp)).

We shall explain the outline of our proof of Theorem A by describing the contents of each section.
In Section 2, we introduce basic notation and objects which will be used throughout this thesis.
In Section 3, we recall the definition of the Shintani functions on GSp,(F) and prove the Cartan
type decomposition of GSp,(F'). Also, we prove the uniqueness of the Shintani functions by using
a system of difference equations satisfied by Shintani functions. In Section 4, we prove the explicit
formula of the Shintani function. In §4.1, we construct a nonzero Shintani functional ¢ = for any
element (£, =) of a certain domain Ul c (C*)3 by using relative invariants, which are introduced in
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[KMS]. In §4.4, we give a meromorphic continuation of Q¢ =. This is the most technical part of the
proof of Theorem A. In order to do that, instead of following the method of [KMS] closely, we apply
Bernstein’s rationality theorem (Theorem 4.4.4) combining with a simple measure theoretic argument
(Proposition 4.3.17). The necessary verifications for applying this theorem is done in §4.2 (Rank one
calculation) and §4.3 (Uniqueness of Shintani functionals). In §4.5, we prove Theorem A by using the
method employed to prove that of the unramified Whittaker functions in [CS] (see also [KMS]). The
meromorphic continuation of Q¢ = enables us to get a (Wy x W)-invariance of Shintani functions. In
Section 5, we evaluate a local zeta integral of Murase-Sugano type, which turns out to be the spin
L-factor of GSp,, as an application of our explicit formula.

We note that besides the paper [KMS| mentioned above there are several papers studying (Whittaker—
)Shintani functions on GSp,(F) or related groups. For example, an explicit formula of Whittaker—
Shintani functions for (Sps,, (F'),Jacobi group) was given by Murase [M] for n = 2. Later Murase’s
result was generalized to any n by Shen [S]. Also, Bump-Friedberg—Furusawa [BFF| proved an ex-
plicit formula of Bessel functions on GSp,(F') and Hironaka [H2] proved that of Shintani functions
for (Sp4(F'), SLa(F) x SLa(F)).

The main results in this thesis have been announced in [G1] and the contents from Section 2 to
Section 4 are going to be published as a paper [G2].
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2 Preliminaries

We denote by Z and C the ring of rational integers and the complex number field, respectively. For
z € C, we denote by ||z|| the absolute value of z. Throughout this thesis F' is a non-archimedean local
field of arbitrary characteristic. We denote by 0 = op the ring of integers of F', and we let p be the
maximal ideal of 0. Let ¢ be the number of elements of 0/p. Once and for all, we fix a generator w of
p. We normalize the p-adic absolute value |z| of x € F so that || = ¢~ !. For an affine algebraic group
H over F', we denote by H the locally compact group H(F'). We denote by 1, the identity matrix of
size n.

2.1 Unramified principal series representations of reductive groups.

In this subsection, we recall properties of an unramified principal series representation of a connected
reductive algebraic group. Let H be a connected reductive algebraic group over F'. For simplicity, we
assume that H is split over F. Let Ty be a maximal split torus of H and Py a minimal parabolic
subgroup of H containing Ty. Then we have the Levi decomposition Py = TyNyg. Here Ny is
the unipotent radical of Pyg. We denote by ¥ = X(H, Tyg) the root system of (H, Tg), by X1 =
Y1 (H, Tq) the set of positive roots corresponding to Py and by A = A(H, Ty, Py) the set of simple
roots determined by ¥ . We denote by a" the coroot corresponding to a € . We set a,, := o (w) for
a € X. Since H is split, H is defined over o (see [T, 1.10], for example). Also, since Py, Ty and Ny
are split, Py, Ty and Ny are defined over 0. We set Ky = H(0). Then Ky is a maximal compact
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subgroup of H = H(F'). We have the Iwasawa decomposition H = PyKpy. Let By C Kpg be the
Iwahori subgroup corresponding to T, that is,

By = (the inverse image of Pr(o/p) C H(o/p) via the natural map Ky — H(o/p)).
Let Wy be the Weyl group of (H, Ty ). Then we have the following three Bruhat type decompositions:
H = PyWyPy, H=PyWygByg, Kg=DBgWgyDBy.

We denote by £(w) the length of w € Wy corresponding to 1 and by wy the longest element of Wy.
We denote by w, € W the reflection corresponding to a € 3.

We fix an isomorphism ¢ : (GLp)3™(TH) 5 Ty (t,--- stdim(Te)) =t tdim(Ty))- Let
X*(Ty) be the Z-module consisting of algebraic homomorphisms Ty — GL; and X, (Ty) the Z-
module consisting of algebraic homomorphisms GL; — Ty. Then we have the canonical pairing
(-,) : X*(Th) x X«(Thg) — Z given by composition. Let {el}dlm T5) be the standard basis of X*(Tu)
given by e;(t(t1, -+ taim(Ty))) = ti (1 = 1,--- ,dim(THq)) and {d; }dlm (1) the basis of X.(Tq) dual
to {ei}?;nll(TH) with respect to the canonical pairing. For 0,7 € X*(Ty), we write 0 > 7 if 0 — 7 is a
linear combination of positive roots with nonnegative coefficients.

A character of the group Ty is called unramified if it is trivial on Ty N Kp. Let X, (Ty) be the
group of unramified characters of Tr. Then the modulus character dp,, of Py is an element of X,,,(Tf).

If we denote by X,,,(F*) the group of unramified characters of F'*, we often identify X, (Ty) with
Xm«(FX)dim(TH) via

Xnr(TH) — Xm(FX)dim(TH), X (X1 s Xdim(Ty)) = (X0 d1, X © ddim(Ty))
or ((CX)dim(TH) via
XTLT(TH) - (Cx)dim(TH)7 X — (Xl(w)a e aXdim(TH)(w))‘

Remark 2.1.1 Via the above identify X, (Ty) ~ (C)3(Tr) we often regard X, (Ty) as a complex
manifold or an affine algebraic variety.

For x € X, (T), we denote by igH(X) the normalized unramified principal series representation
of H. The standard model of this representation is the vector space consisting of locally constant

functions f € C°°(H) which satisfy f(px) = (X61/2)( )f(z) ((p,x) € Py x H). The group H acts
on ZP (x) by the right translation R = R,, where [R(h)f](z) = f(xzh). We note that igH (x) is an
admissible representation of H. Let P, be the intertwining operator C°(H) — igH (x) defined by

14172

PN = [ @) e (€ C2)
H

Here d;p is the left invariant measure of Py with vol(Pg N Kg;d;p) = 1. It is well-known that P,

is surjective. We set ¢, , := Py(chg, ). Here chy is the characteristic function of a subset A C H.

Then we have igH (x)5# = Coryy.- The restriction of f € igH (x) to Kp induces an isomorphism

igH (x) = C>®°(Py N Ky\Kpy) as a C-vector space. Indeed, its inverse map C®(Py N Ky\Kg) > f —

fx € igH (x) is given by

Fuk) = (6 g2) () (k) (Y(p,k) € Py x Kpr)
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via the Iwasawa decomposition. We denote by R, a group homomorphism H — GL(C*(Py N
Kpy\Kp)) so that the diagram

ity (X) — C>(Py N Kp\Kp)

R(’”l le(m
ZII;IH(X> LN COO(PH ﬂKH\KH)

commutes for all h € H.
Let H(H, Kp) be the Hecke algebra of (H, Ky) over C, that is,

H(H,Ky) = {¢ € Co(H)| p(kizks) = o(x) ("z € H, k1, ko € Kp7)}

with the multiplication given by convolution

(1% @2)(x) = /Hsol(ﬂfhl)soz(h)dh ("1, 02 € H(H, Knr)).

Here dh is the Haar measure of H with vol(Kp;dh) = 1. We note that the identity element of
H(H,Kpg) is chg,, for the multiplication. For an unramified representation (m, V') of H, the Hecke
algebra H(H, Kp) acts on VE# by

() = /H o(h)r(hyvdh ("o € VE# Yo & H(H, Kp)).

In particular, H(H, Ky) acts on igH(X)KH. Since igH (x)E# = Cér, .y, there exists a C-algebra
homomorphism w, : H(H, Kp) — C such that

R(‘P)¢KH,X = wx((P>¢KH,X (v(P € H(Ha KH))

We recall the Satake isomorphism using the above notation. Let C[Ty /Ty N Kg| be the group
algebra of Ty /Ty N K. Since a C-algebra homomorphism C[Ty /Ty N K] — C is determined by
the image of the generator di (@), - - , dgim(Ty) (@) of C[Th /Ty N Ky], we have Homc_aig (C[TwH /Ty N
Kpg],C) ~ (C*)4mTu ~ X (Tg). The Weyl group Wy acts on T by w -t := wtw ™ (w € Wy, t €
Tyr). The action is extended linearly to an action of Wy on C[Ty /Ty N K.

Theorem 2.1.2 There exists a unique C-algebra homomorphism w : H(H, Ky) — C[Ty /Ty N Kg|
with the following properties:

i) w:HH,Ky) S ClTy /Ty N K)o .= {f e ClTy/Tu N Kyl| w- f = f("w € Wg)};
ii) For all x € Xpr(TH), X 0w = wy.

For two unramified characters y,x’ € X, (Ty), there exists w € Wy such that x = wy’ if and
only if wy = w,/. Here Wy acts on X,,,(Tr) by (wx)(t) :== x(w™' - t)(t € Ty, w € Wy, x € Xpr(Th))-
Therefore we have an isomorphism

X0 (Tr)/We = Homg ag(H(H, Kir),C), X+ wy.

An unramified character x of Ty is called regular if wy # x for all w € Wy — {1}. We denote by
Xn?(Th) the set of regular characters in X, (T). We assume x to be a regular character until the
end of this subsection. For any w € Wy, we set ¢, := Py(chp,uwny) € igH (x)- Then {¢y twewy, is a
basis of igH (x)B#. It is well-known that there exists a set {7 : igH(X) — igH (WX) bwewy e X189 (Th)

of intertwining operators such that
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i TLX = id;

)

ii) Twx(PKm.x) = cw(X)PKy wxi
)
)

iil) If {(wiws) = £(wy) + €(wa), then Ty wy = Ty sy © Tuwsxy (w1, w2 € Wip);

iv Twa (waaw + wa) = Ca(X)(¢waw + ¢w) (vOé S A)

Here
_ g1 g
ca(x) == 113){52(04))7 cw(Xx) = 1:[0 calX)
wa < 0

for a € X, We call ¢, a c-function for « € £T. See [C2, §3] and [C1, §6.4] for more detail.

Proposition 2.1.3 ([C2, §3]. See also [KMS, 1.10]) There is another basis {gu }wewy ofigH(x)BH
such that

i) R(chp,et,)90 = vol(ButBa) (wx) 017 (g ("t € T5);
i) g1 =¢n;
i) Grcpx = 4" X pewy Cw(X) 9w,
where Tiy = {t € Ty| |a(t)| < 1("a € T7)} and ¢,(x) == Ha>0,wa>0 ca(X)-

The two bases {¢w fwew, and {gw twew, play an important role in our proof of an explicit formula
of Shintani functions (see §4.2 and §4.5).

2.2 Basic objects
Let G be an affine algebraic group over F' defined by

1
G = GSp, = {g € GL4| "gJg = v(9)J,v(g9) € GL1}, J= < 1, ’ )

and P its standard minimal parabolic subgroup defined by

*

2]
Il

% %% %
m
@

*

We note that v : G — GL; is a homomorphism of algebraic groups, which is called the similitude
character of G. Let P = TN be the Levi decomposition of P, where T is the maximal (split) torus of
G defined by

T = {t(tl, tg, tg) = diag(tl, t2, tgtfl, t3t51)| tl, t2, t3 € GLl}

and N is the unipotent radical of P. Then X*(T) = Hom(T,GL;) and X, (T) = Hom(GL;,T) are
Z-modules of rank three. Let {e;}?_; be the standard basis of X*(T) given by e;(t(t1,t2,t3)) = t; and
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{d;}3_, the basis of X,(T) dual to {e;}3_, with respect to the canonical pairing X*(T) x X.(T) —
Z, (x, 1) = {x, 1. We often identify X,(T) with Z3 via

X*(T) =N s (<€1,/L>, <€2,,u>, <63,/L>) € Z>.

Let ¥ C X*(T) be the root system of (G,T) and X% the set of positive roots with respect to P.
Then we have 7 = {e; — ea,e1 + €3 — €3,2e1 — e3,2e2 — e3} and the set of simple roots is given by
A = {aj :=e1 — ez, a3 := 2e5 — e3}. The coroot of a € X1 is given by

di — do (ifa:a1261—62),
v di + ds (ifa=€1+€2—63),
dq (
do (

if @ =2e; — e3),

if « = 262 — 63).

We define homomorphisms z,, : G, — G(a € X) by

Ley—eg (t) = t$*€1+62 (t) = 1 y  Lertez—es (t) = tl‘*€1*€2+€3 (t) = 1 )

L2e;—es3 (t) = tx*261+63 (t) = ) T2eg—es (t) = tx*262+63 (t) =

and set N, := {z,(t)|t € G,}. We denote by N~ the group generated by {z_,(t)| a € Z1,t € G,}.
We note that N is generated by {z,(t)| a € X7,t € G, }.
Let G be an affine algebraic group over F' defined by

Gy = GL; XGL; GL; = {(gl,gg) € GLs x GLQ‘ det(gl) = det(gg)}.
We often identify Gg with a subgroup of G via the embedding

b1

ai

ap by az by a
G09(<61 d1>’<02 d2>)'—> C1

2

by

& e G

do

Then Py = PN Gy is a minimal parabolic subgroup of Gg. Let Pg = ToNj be the Levi decomposition
of Py, where T is the maximal (split) torus of G defined by

t) ty
= (g ) (F )
tht' ™1 thtt !

and Ny is the unipotent radical of Py. Then Ty is identified with T via the embedding. Let {e; ?:1
be the standard basis of X*(Ty) given by el(¢(t;,th,t5)) = t, and {d}3_, the basis of X.(T) dual to
{e!}2_, with respect to the canonical pairing. We often identify X, (T() with Z3 in the same way as
X, (T). Let 9 C X*(Tp) be the root system of (Go, Tp) and £ the set of positive roots with respect

tLQJgeGL}
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to Pg. Then we have X7 = {8 := 2¢]| — €}, B2 := 2¢}, — €5}. We note that the set of simple roots
coincides with Z(J{ . The coroot of § € 23 is given by

B\/ — dll (lf 5 = ﬁl = 26/1 - 6%)7
dy (if f = fr = 2¢h, — €5).

We define homomorphisms 27 : G, = Go C G(8 € ¥9) by

'7“/26’1 —el (t) = txl_Qef +ef (t) -

and set No 5 := {255(t)|t € Go}. We denote by Ny the group generated by {z_4(t)| a € Y5t € Gal.
We note that Ny is generated by {2(t)| a € ¥t € G,} We define w; € X*(T),w; € X*(To) (i =
1,2) by

R o /o / /A | /
wi =€, wo:=e1+ey, W) =€ —€3, Wy.:=E€Ey— e3.

Each w; (resp. w)) is called the fundamental weight attached to the simple root «; (resp f;).
We set K := G(0). Then K is a maximal compact subgroup of G = G(F'). Similarly, Ky := Go(0)
is a maximal compact subgroup of Gy = Go(F'). For a subgroup H of G defined over o, we set

H(O) = H(O), H(l) = ker(H(O) —» H(O/]J))

Here H ) — H(o/p) is the canonical surjection.

2.3 Decompositions for GSp,(F') and its subgroups.

In this subsection, we recall several important decompositions of G and its subgroups. For any closed
subgroup H of G, we normalize the measure dh of H so that vol(H N K;dh) = 1. Let dg, dk, dt and dn
be the Haar measures of GG, K, T and N, respectively. We denote by d;p the left invariant measure dtdn
of P =TN and by § : P — C* the modulus character of P: §(p) = |t{t5t5°|("p = t(t1,ta,t3)n € P).
Similarly, let dg’, dk’, dt’ and dn’ be the Haar measures of Gy, Ko, Ty and Ny, respectively. We denote
by d;p’ the left invariant measure dt'dn’ of Py = TyNg and by &g : Py — C* the modulus character of
Po: do(p') = [62t3t3 2| ("D = t(t1, Lo, t3)n' € Ry).

Proposition 2.3.1 (Iwasawa decomposition)

G =PK =KP, dg=dpdk=04(p)dkdp,
Go = PKo = KoPy, dg' = dip'dk’ = 6o(p")dk'dpp’.

Let W be the Weyl group of (G,T), that is, W = {g € G|gT'g~! = T}/T. Then W is generated
by w11 and weT’, where
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A complete set of representatives of W is given by
{14, w1, wa, wiwe, Waw1, WiWaW1, WaWIW2, W2W1W2W1 }.

We set

€ wowiwowi 1.

Similarly, let Wy be the Weyl group of (Go, Tp), which is defined in the same way as W. Then W) is
generated by w|Tp and w)Ty, where

A complete set of representatives of Wy is given by {14, w}, w}, wjw}}.
Proposition 2.3.2 (Bruhat decomposition)

G= || PwP= || PuN= || NwP,

weWw wew weWw
Go= || Prw'P= || Pw'No= || Now'P.
’LU/EW() w/€W0 w’EWU

Let B be the Iwahori subgroup of G corresponding to ¥* and By the Iwahori subgroup of Gg
corresponding to Zar .

Proposition 2.3.3 (Bruhat type decomposition)

K= || BuB= | | NoTowB,

weWw weW
Ky = |_| Byw'By = |_| No () To,(0)w' Bo.
w'eWp w'eWy

Proposition 2.3.4 (Iwahori factorization)

B=N

TNy, Bo = Ny 1)T0,0)No,0)-

3 Shintani functions

In this section, we prove the uniqueness of Shintani functions on G. In §3.1, we introduce the space
of Shintani functions. In §3.2, we prove a Cartan type decomposition of G. In §3.3, we show that the
dimension of the space of Shintani functions is at most one by using a system of difference equations
which Shintani functions satisfy.
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3.1 The space of Shintani functions.

In this subsection, we introduce the space of Shintani functions on G and investigate fundamental
properties of Shintani functions. Let X,,,.(T)(resp. X,-(Tp)) be the group consisting of unramified
characters of T'(resp. Ty). We note that § € X,,,.(T'), 00 € Xpnr(Tp). For € € X, (T0), E € Xy (T), we
define S(&, Z) to be the C-vector space consisting of all continuous functions S : G — C such that

L(&)R( /G dq/ / dg 8(g 29)®()
= we(P)w=(P)S ()

for all (¢, ®) € H(Go, Ko) X H(G, K). We call an element of S(§,Z) an unramified Shintani function
of type (§,Z), or simply a Shintani function. Let Z (resp. Zp) be the center of G (resp. Gy). We note
that Z C Zo ~ Z x {£1}.

Lemma 3.1.1 FEvery Shintani function S € S(&,E) has the following properties.
i) S(k'wk) = S(z) (“(K,z,k) € Ko x G x K);
i) S(z0m2) = &(20) 7 '12(2)S(z)  (Y(20,7,2) € Zo x G x Z).

In particular, we have S(&,Z) = {0} if (§E)|z # 1.

Proof.
i) Since chg € H(G, K),chg, € H(Go, Ko), we have

[L(chg,)R(chk)S / dk’/ dkS (K xk).
Ko
On the other hand, by definition of Shintani functions we have

[L(chk,)R(chk)S](z) = we(chg, )w=(chk)S(z)
= S(z).

ii) Since ch,x € H(G, K), ch,,k, € H(Go, Kp), we have

[L(chagico ) R(ch ) S / df / dg chayico(5)S(g' L 2g)chc (g)
Go
/ dk:’/ dk S(k' "tz twzk)
Ko
=5( Zo :Uz

On the other hand, by definition of the Shintani functions we have
[L(chzo i) R(ch k) S] (%) = we(chey iy Jwz(chz k) S()
= £(20)2(2)5(2).

g

From Lemma 3.1.1 (i), it follows that a Shintani function S € S(§, Z) is determined by its values
on Ko\G/K
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3.2 A Cartan type decomposition of GSp,(F)

In this subsection, we shall prove the following theorem, called a Cartan type decomposition of G. The
proof is almost the same as that of [KMS] for the split special orthogonal group SO,,.

Theorem 3.2.1 We have the double coset decomposition

G= || Kog' mK
weE AT
:U«/ c Aadr
with
g/ ) = t(W)nt(p),  t(p) =tz @2, @h?).

From Theorem 3.2.1, it follows that a Shintani function S € S(§,=Z) is determined by its values on

{o(/ ) | (W) € AJT x ATY.
We set K := Ko - (w1), which is a subset of K. In order to prove Theorem 3.2.1, we shall first

prove the following decomposition of G.

Proposition 3.2.2
G= |J Ko, VK.
AeAT
NeAat
By [IM, Corollary 2.35], we have

G= || BWtNK
AEAT
= |J vBWt(V)K
AEAT
= |J YNy WiE.
AEAT

Here we set
V=K {n(y1,v2) | (y1,2) € 0’} > NoyT(0)-

We can easily check the following decomposition:

a={J U vNyuwtk
AEAT weW

= U U VN—81+62,(1)N—61—62+63,(1)wt()\)K'
AEAT weW

For w € W, we set

Uy = U VN—61—62+637(1)N—51+52v(1)wt(A)K'
AEAT

We note that

T—ey+es (a’)t(tlv la, t3) = t(tla t2, t3)x*€1+62 (atltgl)v
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L—e1—extes (a)t(tlv la, t3) = t(tla l2, t3)$*€1*62+63 (at1t2t§1)'

In particular, we have
U:=th, = J VtVK.
AEAT

First we shall see the following lemma to prove Proposition 3.2.2.
Lemma 3.2.3 For allw € W, we have U D Uy,.

Proof. We may assume that w # 14, that is, £(w) # 0. Since for each 14 # w € W there exist a
simple root @ and w’ € W such that w = waw’ and £(w’) < £(w). Then we shall see that U, C Uy,
We note that wqy, = wi and wq, = ws.

i) We assume that o = a;. We can easily check the following equalities:
L—er+en (a)wl = W1Tej—ey (a)v

T—e1—eates (a)wl = W1x—e1—ez+e3 (a)7

T—ey—eates (@) Tey—es (0) = T—2es4e3(2ab)Te; —ey (0)T—c)—entes(a).

Noting that w; € V, we have

Uy = U VN—el—62+63,(1)N—el-‘reg,(l)wt()\)K

AEAT

— U VN—el—62+63,(1)N—el—i—eg,(l)wlw,t()\)K
AEAT

= U leN—el—eg+eg,(1)Ne1—eg,(l)w/t()‘)K
AEAT

= U VN—e1—62+83,(1)Nel—GQ,(l)w,t()\)K
AEAT

C U VN aeren,)Ney—ea, () Noer—esreq, ()W HA) K
AEAT

= U VN_61_62+837(1)U)/7§()\)K
AEAT

= U VNfel*62+63,(1)N*61+62,(1)w/t()‘)K:uw’~
AEAT

ii) We assume that o = ag. We can easily check the following equalities:
T—e1+e2 (a)w2 = W2T—eq—entes (a)7
L—er+en (a)x*61*62+63 (b) = T—2ei+e3 (*2ab)$*€1 —e2te3 (b)x*€1+62 (a) :

Hence we have
Uy = U VN—el—62—!—63,(1)N—e1+62,(1)wt()‘)K
AEAT

= U VN_el_62+€37(1)N_el+e27(1)w2’w,t(>\)K
AEAT
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U Vw?N—eH—ez,(l)N—m—62+e37(1)w/t()‘)K
AEAT

U VN—el-‘rEQ,(l)N—61—62+63,(1)w,t()\)K
AEAT

- U VN—261+637(1)N—61—62+63,(1)N—€1+62,(l)w,t()‘)K
AEAT

U VN—e1—ez+e3,(I)N—e1+eg,(1)w,t()‘)K = Uy
AeAT

Hence we have the assertion. O

For g1,92 € G, if g1 € Kjg2 K, then we write g1 ~ go.
Lemma 3.2.4 For (yi,y2) € 0%, pu = (1, pio, 13) € AT and u1,us € 0%, we have

n(y1, 0)t(p) ~ n(yr, @271 (),
(0, y2)t (k) ~ (" 2, y2)t (),
n(ury, uzya)t(p) ~ (y1,y2) (1)

Proof. The following equalities are easily checked by direct computation:

77(3/17 O)t(:u) = T2ef —ef (wm+u27ﬂsyl)77(y17 wul+u27u3)t(ﬂ)w€1+ez—63(_1)’
(0, y2)t (1) = Taer — et (=" T H2y2) (@ 12, y2) (1) e, —en (—1),
n(uryr, ugy2)t(p) = t(1,ur, uruz) " n(ys, yo)t(p)t(1, ur, uuz).

Proposition 3.2.2 follows immediately from Lemma 3.2.3 and the following lemma.

Lemma 3.2.5 For any (y1,y2) € 0% and u € A™, there exist (N, \) € AJTxAT such that n(y1,y2)t(p) ~
g\ A) = t(N)nt(A).

Proof. By Lemma 3.2.4, we may assume that y = (y1,y2) = (@™, w"?),v1,v2 > 0. Let y = (y1,y2) =
(wul7wy2)a v, V2 > 0.

i) If 1 > 1, then

et o, (@ =1)n(y)t (1) = DY) T g0l e, (@2 TH (@72 -1)) (y1 = (@2, @),
that is, n(y)t(u) ~ n(y1)t(p). Hence we may assume that vo > vy.

ii) If g — pe < vy, then

Toeq e (@ 7121 — " THIEER) ) () () = (y2)H (1) Ty —eq (@ T2 — 1)

(Y2 = (wﬂl—MQ’ wVQ))y

that is, n(y)t(u) ~ n(y2)t(pn). Hence we may assume that gy — ps > vy.
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iii) If vy — 14 > 2u2 — s, then
Toel e, (2T (2 TS — 1))(y)t(p) = 0y )t () T2e, g (w2202 THE 1)
(y3 = (wV17w2u2—u3+V1))’
that is, n(y)t(u) ~ n(ys)t(p). Hence we may assume that vo — v < 2ug — us.

If o > vy, 1 — pe > v1 and 2ue — ug > 9 — vy, we have a factorization

V1 + 19 H1— V1 — V2
n(y)t(n) = t( v )nit( p2 = V2 )-

v+ Vg M3 — 1 — V2
We have completed the proof of the assertion. O
Proof of Theorem 3.2.1. First we shall prove the decomposition
(3.1) G= |J Koy, VK.

AeAt
Ne At

The disjointness of the above decomposition is proved in the next subsection. By Proposition 3.2.2, it
is enough to show that for any (i/, u) € AJ™ x AT there exist (V,\) € AJ" x AT and (K, k) € Ko x K

such that wyg(p/, u) = K'g(N', \)k. We can easily check that
wig(p's 1) = wit(u)nt ()
= wit(p)wy wint(p)
= t(wy - p)wint(p),
where wy - ' = (uh, pf, 1y). Putting

R 2y — 1y / py — Mo
p = 15 e B N I
25 — py 2(ph — p3)

we have wy -y = ji' + 11,. We note that 1/ € AdT, p+ pl, € AT and t(u)) € Z. Hence we have

wig(p, 1) = Ll )ywint () =t ywynt(p -+ ).

Since
W11 = W1T2e; —e5(1)Teqren—es(1)Te; —en (1)
= T2ey—e3 (1) Teyes—es (1)T—e;tes (101,
we have
wig(W's 1)
= t(p ywint(p + pil)

= (H)w2es e (D20 ey (~ DG ) 92 g1 1) (H + 1) ™ s (1) s ea (Dnt( + 1)),
Noting that
H(1) 265 —eq (1)T2er—ey (~1)E () H € Koy #(p+ ph) " ey e (—1)T ey ey (Dwit(p + pil) € K,

we have wig(u/, 1) ~ (i, + ). Hence we have the decomposition (3.1). O
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3.3 Uniqueness of Shintani functions.

Let (£,E) € X (To) X Xpr(T'). In this subsection, we prove the uniqueness of Shintani functions
(Theorem 3.3.1). We also prove the disjointness of the decomposition in Theorem 3.2.1.

Theorem 3.3.1 For any Shintani function S € S(§,Z), we have S = 0 if S(14) = 0. In particular,
we have

dimc §(&,2) < 1.
Remark 3.3.2 In §4.5, we shall prove that dimc S(&,Z) = 1 if and only if (§2)|z = 1 (see Theorem
4.5.4).

We denote by F[G] the ring of polynomial functions on G, which represents the group scheme G.
First we define elements aq, as, 51, 82 of F[G], which are called relative invariants on G.

Remark 3.3.3 Although we use the same symbols oy, s, B1 and Bo for relative invariants as the
simple roots introduced in §2.1, this will not cause any confusion.

For I = {i1, - ,is}, J ={j1, - ,js} € {1,2,3,4}, we set
Arg(g) ==det(gr,0), 91,0 = (Gir.ji)1<k,i<s-
We define relative invariants a;(i = 1,2) on G by
a1(g9) = Ay, iy (weg),  a2(9) = Aqr 9y, 41,2) (weg)-

Here wy is the longest element of the Weyl group W defined in §2.3. Then, for (y1,y2) € F?,t =
t(t1,t2,t3),t' = t(t),t5,t5) € T,n € N, we can easily check the following properties of o;(i = 1, 2):

i) ai(n(y,y2)we) =1 (i =1,2);

i) ai(tng) = @ (t)'an(g) = ¢ thau(g);

iii) az(tng) = (@] +wb)(t) taz(g) = t7 5 as(g);
iv) a1(gtn) = wi(t)ar(g) = troa(g);

v) az(gin) = wa(t)az(g) = titzaz(g).

We recall the Bruhat decomposition G' = | |,,cy PwP. The double coset PwyP has the following
properties.

Lemma 3.3.4 i) Pw,P = {g € Glai1(g9)az(g) # 0};
ii) The double coset PwyP is an open dense subset of G with respect to the p-adic topology;
iii) The double coset PwyP = Pw;N is homeomorphic to P x N via pwyn +— (p,n).

Proof. The assertions (ii) and (iii) are well-known. The assertion (i) follows from the Bruhat decom-
position of G. ([l

We define relative invariants 3;(j = 1,2) by

Bi(g) == Aoy 1y (weg),  B2(g) := Aga.ay,11,2 (weg).

Then, for (y1,y2) € F2,t = t(t1,t2,t3),t' = t(t),th,t3) € T,n € N,n’ € Ny, we can easily check the
following properties of 5;:
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) 1Bi(n(yr, y2)we| = |yl (i =1,2);
i) Bi(t'n’g) = wh(t') "1 Bi(g) = th "t4B1(g);
iit) Ba(t'n'g) = e5(t")B2(g) = t352(9);
iv) Bi(gtn) = @1(t)B1(g) = t151(9);
v) Ba(gtn) = w2 (t)B2(g) = titz2Ba(g).
Lemma 3.3.5 We have a decomposition
G = U Pyn(e1,e2)wP.
(51,82) € {0,1}2
weW
Proof. We note that
14 (If (ylayQ) = (07 O))7
77(:‘/ y ) _ t(l U1, ) ! (1,0)75(1,:1/1, 1) (if U1 7£ 07y2 = 0)>
b t(]-a]-ayZ) (O? 1)t(1317y2) (lf Y1 :O7y2 7&0)7
t(L oy, yay2) " tt(Ly, vaye) (G (1, 92) # (0,0)).

Hence, by the Bruhat decomposition of G, we have

G = U Pon(yl,yg)wP == U Pon(€1,€2)wp.
(y1,92) € F? (e1,€2) € {0,1}2
weW weW

Remark 3.3.6 We note that the union in Lemma 3.3.5 is not disjoint (see Lemma 4.3.8).

The double coset Pynw,P has several properties which are similar to those of PwyP.
Lemma 3.3.7 i) PynweP = {g € Glai1(g9)a2(g9)B1(g)B2(g) # 0};
ii) The double coset PynwyP is an open dense subset of G with respect to the p-adic topology;

iii) The double coset PynwyP = PgnwgP 18 homeomorphic to Pg x P wvia ponwep — (po,p). Here
Pl :=TINg C Py, T*:={t(t1,ta,t1)| t1,t2 € F*}.

Proof. The assertion (i) follows from Lemma 3.3.4 (i). Since ajag/31f2 is a surjective continuous
function from G to F, it follows from (i) that the double coset Pynw,P is an open subset of G. To
prove (ii), we shall see that PynwyP is dense in G. Since Pw,P is dense in G, it suffices to show that
Ponw P is a dense subset of PwyP. It follows from the remark mentioned in the proof of Lemma 3.3.5.
It is easy to see the assertion (iii). O

The following lemma is used to obtain an integral expression of Shintani functions in §4.1.
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Lemma 3.3.8 Let g = n't(t],th, t)nwet(t1,t2, t3)n € PgnwgP. Then we have

. -5, -
] = ‘51(9)52(9) ] = ﬁz(g)‘
Y laa(g)ea(g) T T ealg) |

Here v : G — F* is the similitude character of G.
In order to prove Theorem 3.3.1, we introduce a partial order >g on the set Aar T x AT,

Definition 3.3.9 For (i, ), (N, ) € AJT x AT, we write (1, ) >s (N, A) if all of the following five
conditions hold:

i) p1—p3 = A — Az;

)
i) gy 4 p2 — 2p3 — py 4 py > A4 A — 223 = A+ A
i) p1—ps — ph +py = A= A3 — Ay 4 Ay;
V) p1 4 pe —2u3 — ph > A+ Ao — 203 — A5
V) p3+py = A3+ A
Remark 3.3.10 We note that (¢, 1) >g (N, ) if and only if all of the following five conditions hold:
' p1+pt = A+ Ay
0)" gy + po 4 py + py 2 A+ g+ N+ Ay
i)' g+ ph > A+ Ay
) p1+ ope 4 > A+ A+ NS
V) p A+ ph = Az + A
Then we have the following lemma.
Lemma 3.3.11 Let (p/, ) € AJt x AT,
i) If (N,\) € AJT x AT satisfies
Kot (1) Kt(p) ™" 2(us) K N Kot (N )nwet(A) " 2(As) K # 0,
then (i, 1) >s (N, ) holds.
ii) The number of (N, \) € AJ+ x AT which satisfies (1, 1) >s (N, \) is finite.
Remark 3.3.12 We can easily check the following two equalities :

Kot(u')Kt(p) " 2(u3) K = Kot(1') Kt(u) K,
Kot(\)nwet(A\)1z(A3) K = Kog(N, M) K.
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Before proving Lemma 3.3.11, we shall see the disjointness of the decomposition in Theorem 3.2.1.

Proof of the disjointness of Theorem 3.2.1. Let g(u/,u) € Kog(N,\)K. Since g(p/,p) €
Kot(p")nt(p) K C Kot(u')Kt(pn) K, we have

g, 1) € Kot(1')Kt(p) K N Kog(N, M) K.

From Lemma 3.3.11 (and Remark 3.3.12), we have (¢/, ) >g (N, \). Similarly we have (N, \) >g
(i, ), that is, (¢, 1) = (N, X). We have completed the proof of Theorem 3.2.1. O

We denote by o[G] the o-structure of F[G]|. We note that o[G]| is a Hopf algebra over o. If m*
0[G] — 0[G] ®, 0[G] is the coproduct of o[G], we denote by A an o-algebra homomorphism defined

by the composite

A 1 0[G] 5 0[G] ®, 0[G] "=E 0[G] ®, 0[G] @, 0[G.

Proof of Lemma 3.3.11. We fix (¢/, u) € AJT x A,

i) Let g = t(\)nwet(N\)"12(X3) for some (N,A) € AJT x AT. By the assumption, there exist
k k1 € K and k' € K such that g = k't(u/)kt(u)12(u3)ki. By comparing the similitudes of
both sides, we have pz + p) = Az + A}. This is (v) of the definition of the partial order >g. We
put f =y € 0o[G] C F[G]. Since we have

flg) = f(t(X)nwet(/\) z(A3))

= @ (H(A) T (t(A)2(As) ) T f ()
= @1 (t(A)z(X3) )7,

we obtain

(3.2) v(f(9)) = —(@1, A — (A3, A3, 2A3)).

Here, for any = € F*, the value v(z) is defined by z € w’®o*. We note that if A(f) =
> f(1), @ f2), @ f3),i (f(j),: € 0[G]), then we have

Zf k) fi2),i (E(u Ykt (1)~ 2 (13)) f3) 4 (K-

We may assume that each f;); is a nonzero element of o[G]. Since o[G] has a basis consisting
of weight vectors, we may assume that each f(g); is a weight vector. Namely, there exist o) €
X*(Ty),0; € X*(T) such that

Feoy,i(t(H )kt (1) ™ 2 (p3)) = oi(t (1)~ oa(t () 2 (p3) ™) ™ frap k)

We note that G x G acts on F[G] by the left translation L and the right translation R. Then f is
a highest weight vector belonging to a finite dimensional (G x G)-submodule of F[G]. Let V; be
the (G x G)-submodule of F[G] generated by f. Since, for n,n’ € N—, there exist A;(n’,n) € F
such that

[L(n') " R(n) f)(g) = f(n'gn) ZA (7', 1) f24(9);
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{f(2),z-} is a basis of V}. Since f is the highest weight vector of Vy, we have @] > o}, w1 > 0;.
Therefore we have

v(f(g)) = U(Z f(1),i(k’/)f(2),i(t(#/)kt(ﬂ)_1Z(M3))f(3),z‘(kl))

> inf{o(f1),: (k) frz),i (1 Rt (1)~ 2 () f 3,6 (1)) |}
> inf{o( o) (L )kt ()~ 2(p3))) i}

= inf{—(oj, t') — (o4, p — (3, p3, 2p13)) |i}

> —(wh, 1) — (w1, o — (3, p3, 23))

= —(w1, 1 — (13, 3, 243))-

Comparing the equation (3.2) and the above, we have

<’W1,,U - (/.L3,,LL3,2,U3)> > <w17>\ - (>\37)‘37 2)‘3)>7

that is, u3 — 3 > A\ — Ag. This is (i) of the definition of the partial order >g. By applying the
same way as f = a1 to f = «ag, 81, B2, the conditions (ii),(iii) and (iv) of the definition of >g are
also obtained. However note that we must consider Vy to be a (Go x G)-submodule of F[G] for

f = p1 or Ba.

ii) This assertion follows from the definitions of AT, Aar T and the partial order >g. O

For (1/, 1) € AT x AT, we denote by m(y/, 1) the number of (X, \) € AJ ™ x AT which satisfies
(1, 1) >s (N, A). Then we have 1 < m(u/,p) < oo for all (¢, ) € A+ x AT from Lemma 3.3.11 (ii).
The following lemma is easily checked.

Lemma 3.3.13 If (¢/, ) >s (N, A) and (1, ) # (N, ), then m(p', ) > m(N, ).
Proof of Theorem 3.3.1. For any Shintani function S € S(&,E) and (¢, ) € AZT x AT, we put
S, 1) = S(g(w', p)). We assume that

M
Kot' (W) Kt() K = || Kog(Xpy, Aa)) K, 9Ny Ay) = £/ (Nt (o))
=0

Since Kot'(p/')Kt(u)K is a compact subset of G, the above union is finite. We may assume that
()\’(0), A©y) = (¢, ) without loss of generality. It follows from Lemma 3.3.11 (i) that each ()\’(i), o)
(

satisfies (p/, ) >g )\’(i), A@))- By definition of the Shintani functions, we have

w§ (ChKot’(u’)_lKo )WE (Cth(#)K)S(O, 0)

M
0 i
(33) =0 vol(Kog(u', ) dg) S, ) + > C) vol(Kog(Xyy, Aay) K dg) S(\yy, Aiy).
i=1
Here 0 := (0,0,0) € Z3 and, for all i = 0,--- ,m, ' s a positive integer given as the number of

s
elements of the inverse image of Kgg()\’(i), )\(i))K under the multiplication map

Ko\Kot,(u/)Kg X Kt(,u)K/K — Ko\Kot,(/L,)Kt(,u)K/K.
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We note that VOl(Kgg(,u’,,u)K; dg) is nonzero. In particular, if S(0,0) = 0, then S(¢/, ) = 0 for all
(1, 1) € AJT x A*. We shall prove it by induction on m(p/, 1) > 1. We take (', ) € AgT x AT and
assume that S(0,0) = 0.

First we assume that m(u/, u) = 1. Then, since Kot'(p/)Kt(pu) K = Kog(i/, 1) K, we have

0 = we(chgy ()1 K )W=(Chgy(wx)S(0,0) = Cu ol (Kog(p', 1) K5 dg) S(1, ).

Here C)y, is a positive integer. Hence we have S(u/, ) = 0.
Next we assume that S(A', X\) = 0 for all (X, \) such that m(p/, u) > m(N,\). If

M
Ko (1)Kt K = || KogWop A K, (oo Ay) = (')
i=0
then m(p/, pu) > m(/\’(z.), A) foralli =1,---, M from Lemma 3.3.13. Hence the equality (3.3) implies
S, ) = 0 by the induction hypothesis. O

4 An explicit formula of Shintani functions

In this section, we shall prove one of the main results in this thesis. In §4.1, we construct a nonzero

intertwining operator )¢ = € Homg, (igg (&) ®c i%(Z),C) for any element (£,Z) of a certain domain

Ut c (C*)° and give an integral expression of Shintani functions by using Q¢ =. In §4.2, we calculate
the image of the intertwining operator Q¢ = for several elements in iIG;(? (&) ®c zg(E) In §4.3, we prove
that there exists a nonempty subset U? of X, (Th) X Xnr(T) such that Homg, (igg (¢) ®i%(=),C) is

one dimensional for any element (§,Z) € Ut (Corollary 4.3.16). The uniqueness is indispensable for a
meromorphic continuation of )¢ = in §4.4. In §4.5, we prove an explicit formula of Shintani functions
in the same way as [KMS] for the unramified (Whittaker-)Shintani function.

4.1 An integral expression of Shintani functions.

In this subsection, we give an integral expression of Shintani functions. For an intertwining operator
Q € Homg, (i70(§) ® i%(Z),C), we set

Sa() == Aok, ® R(x)érz) (Tzeq).

Proposition 4.1.1 Let Q € Homgo(igg (&) ®iG(Z),C). Then Sq € S(¢, =), that is, Sq is a Shintani
function of type (§,Z).

Proof. Let x € G. The we have
L(¢)Sa(z) = g o(g")Salg 'z)dg
0

=/ $(9 ) xye ® R(g' ™ 2)px =)dg
= /. P(9)UR()Proe @ R(x)px =)dg’

=9() $(9)R(9)Proedg’ ® R(2)dK =)
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= Q(R($) K¢ @ R(2)¢K )
= we(¢)Sa(z)

for all ¢ € H(Go, Ko). Also, we have R(®)Sq(z) = wz(P)Sq(x) for all & € H(G, K) in a similar way.
U

We shall construct an intertwining operator 2 € Homg, (zgg (6)®i%(Z), C) concretely by using the
relative invariants on G. Let £ € X,,,-(Tp),E € Xy, (T) be unramified characters such that (£2)|z = 1.
Then we define a function Y¢ = : Pynw,P — C by the following properties:

i) YTez(porp) = (€7155*) (00) (B V2)(p)Yez(z)  (Y(po,x,p) € Py x PoqueP x P);
ii) Tez(nwe) = 1.

Remark 4.1.2 We note that Py N\ nweP(nwe) ™' = Z. Hence the condition (€Z)|z # 1 implies every
function F : PonwyP — C which has the property

F(poxp) = (6765 (p0) (E6 ) (p) F(x)  ("(po,x,p) € Py x PorpweP x P)
18 identically zero.

Lemma 4.1.3 For g € PonwyP = PgnwgP, we have

Tez(9) = (E155618] - |72 (a1(9)) (E2E3616263] - |7H/2)(2(g))
< (Z 25 G YD (B9) (B G 1Y) (Ba(9) (Bs| - P (n(g)).

Proof. From Lemma 3.3.8, we obtain the assertion. O

We extend Y¢ = : PonweP — C to the whole G by setting T¢ = = 0 on G — Fynw,P. We note that
T¢ = is not necessarily continuous on the whole G.

Proposition 4.1.4 Let U, be a nonempty open subset of the complex manifold Xy, (To) X Xpr(T) =
(C*)3 x (C*)3 given by

11635153 < q‘l/z/
- £162€3E0E3]| < ¢~ 1/2
U.={ (6,5) e (€ x (Cx)? | [61628=25sll - _
c ( ) ) ) Hgl 153 1:211;311” <q 1/2
16716 e B < g2

Then the function Y¢ = is continuous on G for any (§,Z) € Ue.

Proof. The set U, is nonempty, because ((¢72,¢72,¢%), (¢"*,¢72,1)) € U, for example. Let (£,Z) €
U.. We see that T¢ = is continuous at each x € G. Since it is obvious that Y¢ = is continuous on
Ponw, P, we may assume that x € G — PynweP. Then we have T¢=(x) = 0. We consider a sequence
{zn}32, of elements in G which converges to x. Then we may see that lim, o Y¢=(z,) = 0. Now,
since z ¢ PynwgP, at least one of aj(x) = 0,as(x) = 0,51(x) = 0 or f2(x) = 0 holds. We note
that aq, a9, 81 and By are continuous on G. We consider the two subsequences of {z,}72 ; given by
{x,(nblz)}Z = {zp 122 N PonweP, {xg)}, = {zp}22, N (G — PynweP). Obviously, we have {z,}>2, =
{at} 0 b
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i) We assume that the sequence {x%)} is a finite set, that is, x,, & Pynw,P for n > 0. Then we
have lim,, o T¢=(2n) = 0.

ii) We assume that the sequence {337(122)} is a finite set, that is, z,, € Pynwy P for n > 0. Then Lemma
4.1.3 yields that

| lim Yez(an)l| = lim (2155618 72 (a1 (20)) (E2Z3E16283] - |72 (aa(2n))

n—oo

x (55 S5 1Y) (Bulen)) (B3 1616 6 17 Y2) (Balan)) (B3| - P2 (v(an)

=0.
This means that lim,, o Y¢=(z,) = 0.

(1)

iii) We assume that both the sequences {xﬁff} and {xg)} are the infinite sets. Since lim; o0 xn, =

lim; 00 3:,(121) = z holds, we have lim;_,, T&E(.%q(@li)) = lim; 00 T&E(xgi)) = 0 from the cases (i)

and (ii). Hence we have lim,, o Y¢=(2,) = 0.

Therefore we have completed the proof of the proposition. O

For (£,Z) € U., we define a continuous function Yg = : G — C by

Yez(g) = TYez(g™) (Tgeq).

From Remark 4.1.2, if (§2)|z # 1, we have Ye= = 0 on G. Since n~' = ¢(1,—1,1)nt(1,—-1,1) €
T0ynT(0), we have the following lemma from the definition.

Lemma 4.1.5 For (§,Z) € U, such that (§Z)|z = 1, we have

) Yez(pgpo) = (57100 0)Vesle)  (pp) € Px Ro);

ii) Yez(wem) = 1.

Let (£, 2) € U.. We define an intertwining operator Q¢ = € Homg, (igoo (¢) ®i%(2),C) by

Q=(Pe(¢) @ P=(0)) = [ 6(0)6(g)Vezlog™)dody
GXGQ
— [ PORIPE) W) Yook dka

KXKO

for all (¢/,¢) € C(Go) x C°(G). Then S¢ = := Sq, - has the following expression.

Proposition 4.1.6 For (§,Z) € U., we have
Sez(z) = / Ye (ko K)dkdk'  ("z € G).
KXKO

Proof. Let z € G. Then we have
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chi (9z)chr, (') Yez(gg " )dgdg

/.
= /G chi(9)chry (9')Yez (g™ g™ )dgdy’
/ Ye=(ko 'K "1 dkdk’

K

_ / Ye = (k™ k) dkdl'

O

Remark 4.1.7 In the next subsection, we shall see that for (§,E) € U, such that (§E)|z = 1 the
intertwining operator Q¢ = is not identically zero.

4.2 Rank one calculation.

Let (&,2) € X (To) X Xy (T). For w € W (resp. w' € W), we set &, := P=(chpyp) € iJGD(E)(resp.
b = Pe(chpywnp,) € zgg(f)) From the Bruhat type decomposition (Proposition 2.3.3), the set

{®u wew (resp. {Gus Yurew,) s a basis of iG(2) 2 (resp. i70 (£)P0). We fix (&, E) = (&1, 62, 83,51, 52, 53) €
U, such that (£€Z)|z = 1 untill the end of this subsection. We note that & £635125=2 = 1. The purpose
of this subsection is to calculate the following integrals:

I; := vol(B; dg) " *vol(By; dg') Qe =(¢1, ® R(qwe) (@1, + @) (i =1,2),
Ji :=vol(B; dg)~'vol(Bo; dg') "' Qe z((61, + duy) © Ripwe)®1,) (i =1,2).

Refer to section 2 for notation T{g), N(1), o and so on.

Proposition 4.2.1

i) [ =(@—1 —— — ;
) hi=( )(1 — ¢ 12E15361&3) (1 — ¢ 1/221E56083)
.. 1-— q71£2
i) Iy =(¢—1 —— — ;
) 2= )(1 — ¢ 1/2E9E561£263) (1 — ¢ V221 E0E58;3)
1-— q_lfl
iii) J1=(¢g—1 —— — ;
) Si=A )(1 — ¢ 12212561&3) (1 — ¢~ V2525361 6283)
1—q1&

iv) Jo=(g—1 .
) 2=l )(1—q_1/25253€1§253)(1—q_1/25153€2§3)

First we calculate the value Q¢ =(¢1, ® R(wm)®P1,).
Proposition 4.2.2 Q¢ =(¢1, ® R(wen)P1,) = vol(B)vol(B').
To prove Proposition 4.2.2, we use the following lemma.

Lemma 4.2.3 i) wgnN(;(l) C Bwym;
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ii) Nayn € TioynT(0yNo,1);
iii) Nywen C TioywenT(o)No,)-
Proof.

i) Let _9¢;4e5(a)T_2eyte5(b) € Ny (1) that is, a,b € p. Then we have

WNT 2 +e5 (@) T—2¢5-+5 (D)
= Tciter(—0)T2ei 5 (—0)T—2e54¢5(a/(ab — a — 1))
X t(1,(—ab+a+ 1)1 1) ey —en(—a) 296, o5 (—a/(ab —a — 1))
X Teyteg—es(a(l —0)/(ab—a —1))x2e,—es((ab—a —b)/(ab—a —1))
€ Bwn.

ii) Let Te;—ey(a1)T2e; —e5(02)Tey+ey—e5(a3)Toey—e5(as) € Niyy, that is, ai,a2,a3,a4 € p. Then we
have

Tey—e (A1) T2e; —e5(02)Tey +en—e5(03)T2ey—e3 (@)
=t(1, (a1 + 1) (e + D)7 A 4 a3 —ag) "y

xt(lar 4+ 1, (a1 + 1)(1 + a3z — a4)))T2e,—es (@1 (1 + a3 — aq) + a2 — a3)T2e,—eq(as)
€ ToynT(0)No,)-

iii) This assertion follows immediately from (ii).

O
Proof of Proposition 4.2.2. By definition, we have
Qe =(p1, ® R(wen)®1,) = / Ve =(zwena’ ™) dzda’.
BXBO
From Lemma 4.2.3, we have
BwmBy C BwﬂnNQj(l)T(O)NO,(O)
C BwﬂnT(O)NO,(O)
C Tio) NioywenT o) No,0)
C P(O)wfnP&(O)'
Since 1"575]13(0)“,2,71307(0) = 1, we obtain Proposition 4.2.2. O

Let dr be the normalized Haar measure of F' so that vol(o;d7r) = 1. Next we prove the following
proposition.

Proposition 4.2.4 i) For each i = 1,2, we have

Ii =1+ q- /Yg,E(wi%ci (T)wgn)dT;
0
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ii) For each i = 1,2, we have

Ji=1+¢q- / Ve z(wmag, (T)w] " )dr.
o]

To prove Proposition 4.2.4, we use Proposition 4.2.2 and the following two lemmas.

Lemma 4.2.5 i) Bw; Bwgn C P(O)wiNai,(O)wﬁnPO,(O) (l =1, 2),’

ii) wemBow, By C P(O)WMNBi,(O)w;_IPO,(O) (i=1,2).
Proof.
i) By the Iwahori factorization, we have
Buw;B C Tig)Ngyw; B
C Tio)NioywiNioy) Ny,
C Ti0)NioywiNeq )N 7)-
Hence, from Lemma 4.2.3 (iii), we have
Bw; Bwgm C T0)NoywiNa, )T (0ywenT(0)No,1)
< Tio) NoywiNay, ) werTio)No,w)
C PoywiNa,, 0)wenFo,()-

ii) By the Iwahori factorization, we have

Bow; "By C Bow] " T{0)No (0)
€ NoyNo,ywi™ (o) No o)
C Ny oy Vs wi~ o) No,(0)-

Hence, from Lemma 4.2.3 (i),(iii), we have
meowg_lBo C meNBi7(0)w;_1T(0)N0’(0)

< TioywenT (o) No,1yN,,0)wi~ Ty No,0)

< TioywenNo,1)Ns, 0ywi " Tio)No,(0)

C TioywenNg, o) Ng; yw;  TioyNooy (1 <i#j<2)

< TioywenNg, oyw; " T(0)No (o)

C PoywenNs, oywi " Po,(o)-

The next lemma is easily checked.
Lemma 4.2.6 i) We have the following two double coset decompositions

a 1

Buy B = |_| 1

acO/p

B, BwB= ||
acO/p

1

In particular, we have vol(Bw;B;dg) = q - vol(B;dg) for each i =1,2.
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ii) We have the following two double coset decompositions

BowllBO = I_l
acO/p

In particular, we have vol(Bow,By; dg’) = q - vol(Bo; dg’) for each i =1, 2.
Proof of Proposition 4.2.4.

i) From the definition of ¢ = and Lemma 4.2.3 (iii), we have

Qz(0r,  ROmw@u) = [ 61, bl Ve (e dods’
GXGO
— [ o) o) Yez(alrw) e e
GXGO
— [ o o) Yelwwmedods’
GXGO
= / Ye =(zwenz’)dzda’
Buw; Bx By
= / Ye =(zwen)dzda’
Buw; Bx By
= vol(Bo;dg’)/ Ye =(zvwen)de.
Bw; B
Since Lemma 4.2.5 (i) and Lemma 4.2.6 (i) yield that
(01, © Rwn)@,) = vol(Busdg)) [ Yez(wum)do

= q‘V01(B;d9)V01(Bo;d9/)/Yg,E(wzﬂ?ai(T)wm)dﬂ
o

we obtain the assertion (i) by combining with Proposition 4.2.2.

ii) From the definition of )¢ = and Lemma 4.2.3 (iii), we have
Q¢ z(Pu; @ R(nwe)®1,) = / Gu () @1, (wwe) Ve (w2’ ) dwda’

GXGO

= (2D, (2)Ye = xwmx’*l dxdz’

w, 4 5)

GxGo "

= / Ye =(vwena’ ™) dzds’
BXBowgBO

= / Ye =(wena' ™) dzda’
BXBO?.U;B()

:vol(B;dg)/ ) Ye =(wema’)da'.

Bow, "By
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Since Lemma 4.2.5 (ii) and Lemma 4.2.6 (ii) yield that

Qe(01, ® Run)u,) =vol(Bidg) [ | Yez(w')ds'
Bw;'B

= ¢ - vol(B;dg)vol(Bo; dg') /Yg,g(wgm:gi (T)wg_l)dT,
[

we obtain the assertion (ii) by combining with Proposition 4.2.2. O

Now we shall see Proposition 4.2.1. We set

k(g) = (a1(g™ "), a2(g™ "), Bilg™"), Balg™ ") € F* (Yg € G).

We note that x(g) € (F*)* if and only if g € PwynPy. The next lemma is easily checked by direct
calculation.

Lemma 4.2.7 i)
(_77_171_7—7_1) (ZfZ: 1)7

K(wiTa, (T)wen) = {(17 -7, 1,1—71) (if i =2).

i)
1) =1,11) (ifi=1),
wlwenwg, (T)ui ) = {(1,m+ 1L1) (ifi=2).

We extend an unramified character x € X,,,.(F*) to a function on F by setting x(0) = 0. We can
easily check the following lemma, which is useful for our purpose.

Lemma 4.2.8 For unramified characters x,x' € Xpr(F*) such that || x(@)|, [[X (@)]] < ¢, we have

1—q%(xx)(w)
(1-q¢x(w)(1 - ¢ ¥ (w))

L [ XX+ 7= (g = 1)
o]
Proof of Proposition 4.2.1. We have the formula

Li=1+gq- /OYSE(wixm (T)wen)dr
from Proposition 4.2.4. From Lemma 4.1.3 and Lemma 4.2.7, we have
Li=1+gq: / (EiZs6i&s| - |7V () E B e [TV (A - n)dr
=1+q- / (E1Zs68| - [TV (NE S GG T+ ndr

Hence it follows from Lemma 4.2.8 that

1—q 155"
(1—q /25 E56183) (1 — V255 B¢ 1)

The assertions related to I, J; and Jy follow also in the same way as I;. ]

LI =(qg—1)
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4.3 Uniqueness of Shintani functionals.

In this subsection, we shall prove that the dimension of the intertwining space Homg, (zgoo (6)®i%(E),C)
is exactly one under the suitable assumption on (£, E) (Corollary 4.3.16). This result is indispensable
for a meromorphic continuation of the intertwining operator ¢ = € Homg, (zgg (¢) ® i%(Z),C) in the
next subsection.

First we recall the definition of an l-space and some properties from [BZ].

Definition 4.3.1 i) We call a locally compact Hausdorff topological space X an l-space if each
point of X has a fundamental system consisting of compact open neighborhoods.

ii) We call a topological group which is an l-space a locally profinite group.
The following two results are well-known (see [BZ, Lemma 1.2, Proposition 1.5]).

Lemma 4.3.2 Let X be an l-space and Y a locally closed subset of X. Then Y is an l-space in the
induced topology.

Proposition 4.3.3 Let X be an l-space and H a locally profinite group acting on X by a continuous
left action. We assume that

i) H is countable at infinity, that is, H is covered by its countable compact subsets;
ii) The number of H-orbits in X is finite.
Then there exists an open H-orbit Xg C X such that for any point xo € Xy the map H — Xgo given
by h — hxg is open.
Then we have the following proposition.

Proposition 4.3.4 Along with the assumptions of Proposition 4.3.3, let the number of H-orbits in
X be m+ 1. Then there exist distinct H-orbits X, -+ , Xy, such that Xqg U ---U X, is an open subset
of X for anyi=20,--- ,m.

Proof. Let Xo,---,X;_1 C X be distinct H-orbits such that XoU---U X; is an open subset of X
forany i =0,---,j—1. Weput Y;_1 = XgU---UXj;_4. Since X —Y)_1 is a closed subset of X, it is
an [-space by Lemma 4.3.2. We note that H acts on X — Y;_;. Hence Proposition 4.3.3 implies that
there exists an open H-orbit X; in X —Yj;_1. Then XoU---UXj is an open subset of X. Indeed, since
there exists an open subset U of X such that X; = U N (X —Yj_1), we have

XoU---UX; =Y, 4u(UN(X-Y1))=Y;1UU.
By induction, we have the assertion. O
Let us return to our situation. We set
K™ ={keK|k—14€w@"Myo)} ("n>0).

Then {K (n)}nzo is a fundamental system consisting of open compact neighborhoods of the identity
element of G. Hence G is a locally profinite group. Let I/ be a locally closed subset of G invariant
under the left and right translations by P and Py, respectively. For 0 € X, (T), we denote by
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I2°(o,U) the vector space consisting of f € C*°(U) with compact support modulo P, such that
f(pz) = (66Y?)(p) f(x) for (p,z) € P x G. Then Py acts on I2°(o,U) by the right translation. We set
O := (PynweP)™' = PwmPy. Then Oy is an open dense subset of G' by Lemma 3.3.7. We define an
action of P x Py on G by (P x Py) x G 3 ((p,po), ) — pl‘pal. From Lemma 3.3.5, the number of
(P x Py)-orbits in G is finite. If the number of (P x Py)-orbits in G is m + 1, then Proposition 4.3.4
yields that there exist distinct (P x Py)-orbits (91, e (’)m such that a = (90 U---UQO; is an open
subset of G for any i = 0,--- ,m. We note that (90 = Oy, Om =G and O; = (9 \(9z 1. In particular,
the third equality implies that O; is a closed subset of C’) Hence each orbit O; is a locally closed
subset of G. By [C1, Lemma 6.1.1.], we have the following proposition.

Proposition 4.3.5 Let o € X,,,.(T). For each i =1,--- ,m, the sequence of the Py-modules
0= I2(0,0;_1) = I(0,0;) = I(0,0;) = 0
18 exact.

We note that I2°(o, 5;) = i%(0). For each g € G, we set O, := PgPy and denote by J, the modulus
character of Py N g~'Pg.

Proposition 4.3.6 Let 0 € X,,,.(T) be an unramified character and p : Py — C* a one-dimensional
representation of Py. Then we have

dim¢ Homp, (I°(0,0y),p) <1 (Yg € G).

Proof. For o € X,,,(T), it follows from definition that the Py-module I°(o, O,) is isomorphic to the

compact induction c—IndP A ,lpg( o ® 6Y2) via I®(0,0,) > f = L(g™")f € c—IndIP;Om ,lpg( o ®8'/?),
where L(g~ 1) f(z) := f(gx) for any g,z € G. Hence, for each g € G, we have
dim¢ Homp, (I2°(0, O,), p) = dimc Homp, (I2°(0,0,) @ p~ 1, C)
= dim¢ Homp, (c-Ind? (062 0 Ad(g)) ® p™*,C)
= dim¢ Hompomg_1pg((0(51/2 oAd(g))®p '® 505;1, C)
<1
0

Corollary 4.3.7 Let 0 € X,,(T) be an unramified character and p : Py — C* a one-dimensional
representation of Py. Then the condition dimc Homp, (13°(0, Oy), p) =1 is equivalent to

((051/2 oAd(g)) ®pt @ 505;1) | ngipg(@) =1 (€ Bong~'Pg).
In particular, (cp~1)|z = 1 if and only if dimc Homp, (I°(a, O), p) = 1.

Proof. The first part of the assertion follows immediately from the proof of Proposition 4.3.6. We
note that Py N (wen)~tPwen = Z and dwm = 1. Then, for z € Z = PN (wen)~t Pwyn, we have

((051/2 o Ad(wem)) ® p! ® 50%,7) (2) = ((051/2) ® p*l) (2)
— (p™1)(2).
Hence we have the assertion. O

We have the following two lemmas by direct calculation.
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Lemma 4.3.8 Let wy # w € W. Then we have

PwP, (w = 14, w2),
PwnPo = Pwn(l, O)Po (w = w1, Wwawi, wlwgwl),
Pwn(0,1)Py (w = wjws, wowiws).

Lemma 4.3.9 Forw € W,e; =0,1(i = 1,2), we put g = wn(e1,e2). Then we have

(if (e1,€2) = (0,0)),

ngfng _ {t(tl,tl,tg) (S T} (Zf (81,82) = (1,0)),

{t(tl, to, tltg) S T} (’Lf (81, EQ) = (0, 1)),

Z (if (e1,€2) = (1,1)).

Lemma 3.3.5 implies that
G = U Pun(er,e2)Py.
weWw
€1,e2 =0,1

Let g = wn(e1,e2) and Oy = PgPy. We assume that Oy # Op. By Lemma 4.3.8, we may assume that
n(e1,e2) # 1. Hence the subgroup T N g~ 'Tg contains a torus which is properly larger than Z from
Lemma 4.3.9. We set R := {wn(e1,e2)| w € W,e1,e9 =0,1,e169 = 0}. Then the set R is the union of
R; and Rs, where

Ry :={g € R| (TNg 'Tg) — Z has an element of the form t(t1,t1,t2)},
Ry :={g € R| (TNg 'Tg) — Z has an element of the form t(t1,to,t1t2)}.

We set X 1= X (T0) X Xpp(T) =~ (C*)3 x (C*)? and, for each g € R,
X=X — {(5,5) €X| ((551/2 o Ad(g)) ® (€6, H) ® 505;1) () =1 (Yz € By mgflpg)} .
Then X, is a Zariski open set of X.
Theorem 4.3.10 Let (§,E) € (,cp Xg- Then we have
dime Homp, (i%(2), £ '6y/%) = dime Homg, (i€°(€) @ i%(E),C) < L.
. . - _ em—1/2 Gr=\ e—1¢1/2y
In particular, if (§2)|z = (§20, ' 7)|z # 1, we have Homp, (i5(2),£7", ") = {0}.
Remark 4.3.11 We shall see that the Zariski open set mgeR X, is nonempty (see Proposition 4.3.14).

Before proving Theorem 4.3.10, we shall see the following lemma.

Lemma 4.3.12 Let g € R and (§,Z) € X,. Then we have

dime Homp, (I3°(2, Oy), 5715(1)/2) =0.
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Proof. From Corollary 4.3.7, the condition dim¢ Homp, (12°(Z, O,), 5*15(1)/2) # 0 is equivalent to
((051/2 o Ad(g)) ® &6, @ 5059—1) (2)=1 ("z e PngtPg).

O
Proof of Theorem 4.3.10. Let (¢, Z) € (), Xy We note that the Hom-functor Homp,( - ,5*16(1)/2)
is a left exact contravariant functor. We put m = f (P\G/Py) — 1. Then, from Proposition 4.3.5, we
have an exact sequence

0 — Homp, (IZ(Z, 0;),6716y%) = Homp, (IZ(2, 0;),6716y%) = Homp, (IZ(2,0;1),616y%)
for each i =1,--- ,m. Since I°(E, @;) = i%(Z), we have an exact sequence
0 — Homp, (i%(Z), €7'8,/) = Homp, (I&*(Z, 0o),£ '8y
by Lemma 4.3.12. We obtain the assertion from Lemma 4.3.6 and Corollary 4.3.7. U

Corollary 4.3.13 Let ({,Z) € (,cp Xg- Then we have

gER

i) dime Homg, (i%(2),i7°(¢71)) = dime Homg, (i (€) ® i€(2),C) < 1.
i) If (€2)|z # 1, we have Homg, (i%(Z), zgg( 1) = {0}.

Proof. It follows immediately from Frobenius reciprocity and Theorem 4.3.10. O

For (£,2) € X = (CX)3 x (C*)3, the condition (£Z)|z = 1 means that (£,Z) is a zero of the
polynomial Y1Y2Y$ 217273 — 1 € C[X] := (C[Yli, Yzi, Ygi, Zli, ZQlL, Zgi] We consider the algebraic set
X% of X defined by

XF={(£,B) € X| L&6EEIEE] = 1} ~ (CF)? x (C)%.

We note that modulus characters § € X,,(T) and &y € X,,-(Tp) are identified with (¢~*,¢72, ¢®) and
(g72,q¢72,¢?), respectively. We set Ug = U,N X" and Xg =XgN Xﬁ. We note that Ug is a nonempty
open subset of X in the Euclidean topology. Indeed, we have ((¢72,¢72,¢°), (¢"*,¢7%,1)) € UE. We
set ﬁcﬁ = Ucti NN

gER Xg. ¢ Then U¢ U? is an open subset of X* in the Euclidean topology.

Proposition 4.3.14 The set ) Xg is an open dense subset of X* in the Euclidean topology. In

particular, we have U? # 0.

g€ER
We use the following lemma, which is easily checked by direct computation, to prove Proposition
4.3.14.

Lemma 4.3.15 For g = wn(e1,e2)g € R, we put t' = g~ tg € TNg~'Tyg.

i) If g € Ry, t' = (™, @™, @w™?), we have

)t (if w = 14, w1, wawiwa, wy),
t(w, @2, wMt2) (i w = wa, wiwe, wowy, W wawy ).
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ii) If g € Ry, t' = t(w™, @2, wMT22), we have

L t (if w = 14, w1, wowiwe, wy),
t(w’\l,wh,wh) (if w = wa, wiwe, Wow1, Wi WW?Y).

Proof of Proposition 4.3.14. We note that for each g € R there exist v;(g) € Z(i = 1,2,3) such
that 59_1 is identified with (¢71(9), q72(9) ¢73(9)) € (C*)3. For any A, uu € Z3, we consider the element in
C[X] given by

Fu,A(Yliv . ,th) —1_ (q*2Z1)u1(q*122),u2(qm(g)*lyl))\l(q’YQ(g)*lYQ))\z(q73(g)+5/2y?’Z3))\3
and its image Fﬁy/\ of the canonical surjection C[X] — C[X¥] ~ C[X]/(Y1Y2Y$Z1 2272 — 1), that is,
(Yot -, Z5) =1 — gAzm= M gy e (v 25) =2 mod (V1YY 20 2973 — 1),

where A = A(g) is a certain rational number. Let g € R. We note that there exists to € TN g~ 'Tg
such that

(4.1) (26720 Ad(g)) @ (€5, %) @ dod, ) (t0) # 1
if and only if there exist A\, u = u(A\) € Z® and u € T\ such that

t(A) =g 't(nug, Fru(&,E) #0.

For each g € R, we take \(g), u(g) € Z3 such that t(A(g)) = g~ 't(u(g))ug € T N g~'Tg and consider
the algebraic set V,; of X # given by

V= {(65) € X¥ = (C*)? x (C)?| FE ) \()(&E) =0}

Here u € T(g). We note that X*\V, C bel
We shall prove that Xﬁ\UgeR Vo =Nger X0V, C Nyer Xg is a dense subset of X*. By Proposition

4.3.17 described below in this subsection, it is enough to show that V, # X % for any g € R. For each
g € R, we take \(g) € Z3 so that

- (0,0, 1) (if g c Rl),
Ag) = {(0, 1,1) (if g € Ry).

Then Lemma 4.3.15 implies that for each g € R we have F)ﬁ\(g) u(9) # 0. This means that V, # Xt
’ O

The following corollary is crucial for our proof of a meromorphic continuation of the functional
Q¢ = (see Theorem 4.4.1).

Corollary 4.3.16 For (¢,E) € U?, we have

dime Homg, (i%(Z),i7°(¢71)) = dime Homg, (i (€) ® iG(E),C) = 1.
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Proof. Since Q¢ =z € Homg, (zgg (¢€) ®i%(Z), C), Proposition 4.2.2 yields the assertion. O
Finally we prove the above-mentioned proposition, which are also repeatedly used in §4.4 and §4.5.

Proposition 4.3.17 Let X’ be an open subvariety of the affine variety C™ and {V;}; a countable family
consisting of proper Zariski closed subsets of X. Then X —|J; V; is a dense subset of X in the Euclidean

topology.

Although Proposition 4.3.17 is a special case of Baire category theorem ([K, p.200, Theorem 34]),
we will give a proof without using the theorem.

Lemma 4.3.18 Let X be a Hausdorff topological space and B the Borel algebra of X. Also, let u be
a strictly positive measure on (X,B). If C is an element of B such that u(C) =0, then X — C is a
dense subset of X.

Proof. We put ) = X — C. Then we have X — ) C C. Since pu(C) =0 and X — ) is an open subset
of X, we have X — Y = (). Namely, X = ). O

Lemma 4.3.19 Let f be a monzero holomorphic function on a domain D C C". Then the set
{z €D | f(z) =0} has 2n-dimensional Lebesque measure zero.

Proof. See [GR, p.9, Corollary 10], for example. O
Proof of Proposition 4.3.17. We note that Lebesgue measure is strictly positive. Thus Proposition
4.3.17 immediately follows from Lemma 4.3.18, Lemma 4.3.19 and the countable additivity of Lebesgue
measure. O
4.4 Continuation of Shintani functionals.

We put V = C*°(PyN K\ Ko)@cC>®(PNK\K). Then we have V' ~ zgg (£)®ci%(Z). In this subsection,

we shall give a “meromorphic continuation” of the functional (¢ =.

Theorem 4.4.1 i) For each v € V, the function U: 5 (€,E) — Q¢ =(v) € C extends to a rational
function on X*;

ii) There exists a subset XT C X*, which is the complement of a countable union of hypersurfaces,
such that the rational function X* > (£,Z) — Qe =(v) € PY(C) has no poles on X1 for every
veV;

iii) For (¢,2) € X1, the above extended map Qe =z : V — C induces an intertwining operator ¢ = €
Homg, (z'IGD(()) (&) ®i%(Z), C) which satisfies Qe =(d1, @ R(wem)®1,) = vol(B)vol(By).

Corollary 4.4.2 There exists a dense subset D C X! which satisfies the following two properties:

i) The set D* is the complement of a countable union of proper Zariski closed subsets of X' and
stable under the action of the Weyl group Wy x W;

ii) For any element (&,2) € D¥, we have

Homg, (i%°(€) ® i§(2),C) = C - Qe =.
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There are several ways to give a meromorphic continuation of generalized spherical functions, like
Whittaker functions and Bessel functions, or the intertwining operators associated with such functions.
For example, Bump—Friedberg—Furusawa applied Hartogs’ theorem to give the analytic continuation
of the unramified Bessel functions on the split special orthogonal group of odd degree (see [BFF,
p.153]). Also, Kato-Murase-Sugano introduced a new rationality argument to give a meromorphic
continuation of an intertwining operator attached to generalized spherical functions on connected
split reductive groups (see [KMS, section 2]). We also note that another method was used in [H1] to
prove a rationality of p-adic integrals (see [H1, Remark 1.1]. See also [D]). In this thesis we apply
Bernstein’s rationality theorem to give a meromorphic continuation of the Shintnai functional. First
we recall a remarkable theorem for establishing a meromorphic continuation of a functional with
good properties, which was proved by Bernstein in a letter to Piatetski-Shapiro ([Be]), and obtain a
meromorphic continuation of the intertwining operator {2¢ = by using the theorem.

We shall recall Bernstein’s rationality theorem. Let k be a field, V' a k-vector space and V* its
dual space. We take a subset © of V x k. The set O is called a system of equations in V x k, or simply
a system. Then we call A € V* a solution to the system O if A(v) = s for any (v, s) € ©.

Let V' be a C-vector space and X an irreducible affine variety over C. We denote by C[X] the ring
of regular functions on X'. We consider V(x| := C[X] ®c V as C[X]-module. Each x € X induces a
linear map Vepx) — V, ¢ @ v = ¢(x)v. We denote also by x the map induced from x € X. For a map
p: X =V, we say that p is regular if there exists o € V(] such that p(x) = x(v) for all y € X.
Hence such a map p: & — V is identified with an element of Vg(y). For each x € X, we take a system
Oy = {(vry,Sry) € V xC| r € R}, where R is a common indexing set for any x. We consider the
family of the systems Oy = {Oy|x € X}. We say that ©x is regular if both x — v, and x — sy
are regular for all 7 € R. We denote by C(X) the field of fractions of C[X]. Let Vg x) := C(X) ®@c V
and V&X) := Homg(x)(Ve(xy, C(X)). If a family of systems ©x in V' x C is regular, for each r € R
there exist v, € Vepx) C Ve and s, € C[X] C C(X) such that

X+ x(0r) = Urx, X+t? sr(x) = Spx-
Hence we can regard such a family of systems ©y as a single system © in V(C( x) X C(X):
O = {(Vr, 8r) € Vo) x C(X)| r € R}.

We note that A € V¢ 4 is determined by its values on elements of the form 1®wv(v € V). For A € V&X)

and x € X, we define A\, € V* by A, (v) = A(1®v)(x) ("v € V). We note that A(9) € C(X) has no
poles at x for all ¥ € Vg if A(1®v) € C(X) has no poles at x for all v € V.

Lemma 4.4.3 For v € Vg(x], we have A\ (x(?)) = A(0)(x). In particular, if X € VE(x) s a solution
to the system ©, then A\ is a solution to the system ©, for all x € X.

With the notation above, we state Bernstein’s rationality theorem. For the proof, refer to [Ba] or
[G2, Appendix].

Theorem 4.4.4 (Bernstein[Be|) Along with the assumptions above, suppose that V' has a countable
basis over C, and there exists a nonempty subset Xy C X, which is open in the Fuclidean topology,
such that © has a unique solution for all x € Xo. Then

i) © has a unique solution \ € Ve (xys
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il) There erists a subset Xt C X, which is the complement of a countable union of hypersurfaces,
such that, for any x € X7, Ay € V* is defined and is the unique solution to ©,.

Remark 4.4.5 [t seems that Proposition 4.3.17 is implicitly used to prove the uniqueness of the
solution A € VE(X) in Bernstein’s rationality theorem in [BaJ. We also note that it is also possible to

prove it without using Proposition 4.3.17 (see [G2, Appendiz]).

Let us return to our situation. We put V- = C*(Py N Ko\ Kp) ®c C>*°(P N K\K). First we see the
following lemma to prove Theorem 4.4.1.

Lemma 4.4.6 For f'® f €V and (¢',9) € Go x G, the map X — V,(§,E) — Re(9)f' @ R=(g)f is
reqular in the sense of the above.

Proof. For any (f,g) € C*(P N K\K) x G and (f,¢') € C®(Py N Ko\Kp) x Gy, it is enough
to show that the maps X,,(T) > E — R=z(g)f € C®(P N K\K) and X,,,(Ty) 2 £ — Re(g)f €
C>*(Py N Ko\ K)p) are regular, respectively. We see that X,,,(T") > E — Rz(g9)f € C*°(P N K\K) is
regular. Let g € G. We note that

C=(PNK\K) = o= (PnK\K)*".
>0

Since {K (l)}zzo is the fundamental system of the identity element of GG, for any [ > 0 there exists
lp > I such that K() ¢ gk g=1n KU, Hence, for f € C®°(P N K\K)K(l) and k € K we have

[R=(k)R=(9)f](x) = f=(zkg) = f=(xgg™"kg) = fe(zg) = [R=(9)fl(x) ("z € K).

Namely, we have Rz(g)f € C*°(P N K\K) " We note that m(lo) := § (PN K\K/K®)) < co. This
means that C°°(P N K\K)X " is an m(ly)-dimensional vector space over C. We consider the basis
of C*(P N K\K)K(lm given by fi(lo)(Uj) = 6;5(i,5 = 1,--- ,m(lp)). Then we can wright R=z(g)f =
Yo en(E) {0) We shall see that ¢; € ClXpn(T)] for all i = 1,--- ,m(lo). Let u1,--- ,upq,) € K be
a complete system of representatives of P\G/K (o), Then, for each u;, there exist p; € P, k; € K(0)
K® and j(i) = 1,--- ,m(ly) such that u;g = pitj(iyk;. Hence we have

[R=(9)f1(wi) = f=(piujayki) = (E6Y2)(pi) f (ujs)

m

~

lo

—~

en(E)) (i)

).

If p; = t(u) mod (TN K)N for some u*) € Z3, the above equality yields that

I
(]

Il
—_

n
:Ci

@

() = (26Y/2)(pg) = g4 8"+ 620 gt =il g

for all i = 1,--- ,m(lp), that is, ¢; € C[X,(T)]. Therefore the map = +— R=(g)f is regular. It follows
that the map X, (To) 3 § — Re(g') f' € C°(Py N Ko\ K)p) is regular in the same way as above. O

Now we prove Theorem 4.4.1 as an application of Theorem 4.4.4.
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Proof of Theorem 4.4.1. Since i%(Z) (resp. igg (€)) is an admissible representation of G (resp. Gp),
i%(Z) (resp. igg(f)) has a countable basis {F;}icz (resp. {fj};jez) over C. Then {f; ® F;}; jcz is a
countable basis of V. For any (£,Z) € X*, we define a system Oc==0z) CV xChby

Ocz = {(Re(9) fi ® R=(9")Fj — fi ® F},0) | ¢’ € Go,i,j € Z} U{(d1, ® R(wem)P1,, vol(B)vol(Bo))}.

Let © = Oxt = {O¢= \ (£,2) € X*} be the family of the systems. Then O is regular from Lemma
4.4.6. For all (§,2) € UC, Proposition 4.2.2 and Corollary 4.3.16 imply that the functional ¢ = € V*

is a unique solution to O¢ =. Since Ug is the nonempty open subset of X* in the Euclidean topology,
Theorem 4.4.4 yields that

a) O has a unique solution 2 € V(C*( Xty

b) There exists a subset XT € X*, which is the complement of a countable union of hypersurfaces,
such that, for any (£,Z) € XT, Q=) € V™ is defined and is the unique solution to ©¢=. In

particular, we have ¢ =) = Q¢ = for (§,E) € Xtn Uz

For (£,2) € X1, we set Qe=(v) = Qez)(v) for all v € V. Then we have a family {Q¢z}ezyext of
U

intertwining operators. Hence we obtain the assertions.

Finally we construct a subset D! C X* which satisfies the properties in Corollary 4.4.2. We take
and fix the set XT considered in Theorem 4.4.1. For each subset Y C X!, we set

Yo ={x€Y|lw-xeY}=Ynw Y (weWyxW),

YWQXW = m Y = Nuweww - Y.
weWoxW

We note that the Weyl group Wy x W acts on X*. Indeed, if (¢,Z) € X*¥, then

(W) (2)(wE)(2) = {(w' ™ 2w )E(w ™ 2w) = £(2)2(2) = 1
for (w',w) € Wy x W and z € Z. The following lemma, which is easily checked, is useful in §5.3.
Lemma 4.4.7 Let = = (Z1,22,53) € X (1), € = (£1,£2,&3) € Xnr(To). Then we have

(E2,21,E3) (if w = wy),

(21,251, E253) (if w = wy),

(25,21, E253) (if w = wiws), (L6, 68)  (ifw =uw)),
w= = ¢ (5,51, E153) (if w = wowy), w'E =1 (6,61 68)  (ifw =w),

(51", 52, E15) (if w = wiwawn), (€161 086E)  (if w = wiw)).

(551,271, E1508s)  (if w = wawiwy),

(274251 E15053)  (if w = wy),

We set
DF i= Xy Nyer XEN X129(Ty) x X199(T) € X°.

We note that D? is stable under the action of the Weyl group Wy x W. In order to prove Corollary
4.4.2, it is enough to show the following lemma. Indeed, Corollary 4.4.2 is immediately obtained from
Theorem 4.4.1 .



38 K. Gejima

Lemma 4.4.8 The set D¥ is the complement of a countable union of proper Zariski closed subsets of
X%, In particular, D* is a dense subset of X* in the Euclidean topology.

Proof. We note that X‘];Voxw = ﬂwewoxw w- X is the complement of a countable union of hypersur-
faces. Since the set XN X759 (Ty) x Xpne?(T) is the complement of a finite union of proper Zariski closed
subsets of X*, the set Df = XJVMW N (XE N X09(Ty) x Xine?(T)) is the complement of a countable
union of proper Zariski closed subsets of X*. Hence we have the assertion by Proposition 4.3.17. O

4.5 An explicit formula of Shintani functions.

In this subsection, we shall prove an explicit formula of the Shintani function. For any (§,Z) =
(€1, €2, €3). (E1,E2,E3)) € X*, we set

where

€€)=(1-q¢'&)(1-q¢'%), eE) =01-q¢'E5)(1—-q¢ 'E15;")(1 - ¢ 'E1)(1 — ¢ 'Ea),
=) .— (1 — o V2522 _ g 2= = _ g 2= = _ g 2= =
b(§,2) = (1 —q 7*E1E3&1&3) (1 — ¢ /"E1E36283)(1 — ¢~ /7 E1E3616283) (1 — ¢~/ “E2E36162€3)
x (1 — ¢ V?E1E083616) (1 — ¢ V/2E1E0E36263) (1 — ¢ V/2E1505363) (1 — ¢ V221525361 6283).

First we shall prove the next proposition, which is an analogue of Jacquet’s functional equation
for the unramified Whittaker function in [J] (see also [CS]).

Proposition 4.5.1 Let g € G. For (§,Z) € D* such that ((£,Z) # 0, the value Sg=(g)/C(&,E) is
Wy x W-invariant as a function of (§,E).

We take an element (w',w) € Wy x W. Then we have
(Tw/7£ ® T, ,E)*Qw’g,wE = Qw’&wE o (Tw’,f ® T, ’E) S I‘IOIl’lG0 (’LIGD[;) (é) & Z]GD(E), C)

for any (¢,Z) € D*. Hence it follows from Corollary 4.4.2 that there exists a scalar factor a, ., (¢, Z) € C
such that
(Tw’,f T, 75)*Qw’§,w5 = C{w’ (f)cw(E)aw’,w(ga E)Qf,E

for any (£,Z) € D* which satisfies ¢/ ,(€)cy(Z) # 0. Here

C;u’(g) = H Clﬁ(é)v cw(Z) = H ca(E).

Bexy aext
w'B <0 wa <0
First we consider the case where w = w,, = w; and w' = 14. Then, since T, =(P1, + Pu,) =

Co; () (@1, + Pyy;), we have
Ca; (B)a14,w, (&, Z)Qe z(d1, @ R(nwe) (1, + Puy,))

= (1d ® Twiya)*9§7wi5(¢14 ® R(’I’}wg)(q)u + (I)wi))
= Cai(E)Qf,wiE(¢14 ® R(UW)((I’M + (Dwi))’
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that is,
a0 (6,E) = Qe wiz(01, ® R(nwe) (P, + q)wi)).
1,Wi\Ss Qe =(d1, @ R(nwe)(P1, + Poy,))

Next we consider the case where w = 14 and w’ = wg, = wj. Then, since Ty ¢(d1, +¢u) = cg,(€)(d1,+
$u;), we have

ngg,E((gbL; + ¢w;) ® R(UW)‘I)M)
9575((¢14 + wa;) ® R(UW)‘DM)

in the same way as the first case. In order to prove Proposition 4.5.1, we prove the following lemma.

aw;,14 (67 E) =

Lemma 4.5.2 Fori=1,2, we have

(& wiE) = a1, (6 E)CEE) (W E) = ayr 1, (€, D)C(E B).
Proof. From Proposition 4.2.1, we have

a1y, (& E) — Q§7w15(¢)14 & R(nwf)(q)h + (I>w1))
’ Qe (o1, ® R(nwe) (1, + Puwy))
(1 —¢'5"'S)(1 — ¢ PE566) (1 — ¢ TVPE1Eseds)
(1= g BB (1 — ¢ V2E0E56165) (1 — g7 V/2E0E56083)
((§, w1 E)

(A

The other cases are obtained in the same way as above. O

Proof of Proposition 4.5.1. Since T, =(¢K =) = cu,; (E)¢dK = holds for i = 1,2, we have

Sewz(9)  Qewz(dK,6 @ R(9)ox )

C(&wiE) C(€, wiE)

)71 Q§7wi5(¢[{07£ & Twi,E(R(g)CbK,E))
C(&, wiE)

(id® Twi’E)*Q&wiE(gbKo,E ® R(9)¢k =)

C(&, wiE)

— Qe 2(PK0.c @ R(9)PK =)

= Q14,w; (57 _) C(é.7 wiE)

_ Qe =2(roe @ R(9) 9K =)
¢(§,=)

~ Sez(9)

¢(&.5)

This means that the value Se =(g)/¢(€, E) is W-invariant as a function of Z. The Wy-invariance follows
in the same manner. O

[1]

= cuy (

[1]

)71

= Cuy (

Next we prove an explicit formula of the Shintani function S¢ = for ({,Z) € X ¥ such that ¢(&,Z) # 0.
By Theorem 3.2.1, it suffices to know the value

Sez(EN)nt(N) = Sez(t(N)nwet(X) " 2(A3))
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= w=(2(A3)) S (tN )nuwet(A) )
= (E1E2E5)M Se 2 (LN )t (M) 1)

for (A, \) € AT x AZT. For (¢,2) € X¥, we set

(e, z) 1w s 3O lagur &) e 2)

where

d(€)=(1-&)1-&), dE):=(1-E5)(1-E5")(1-E)l-E).
Theorem 4.5.3 For any element (&,2) € X' such that ((€,Z) # 0, we have

Sez(t(N)mwet(X) 1)

((EF)

= ¢®vol(B)vol(Bo) Y. esu'éwE) ((w2)™8"2) (1) ((w'e™)o5%) (X)),
weWw
w' € Wy

Proof. We can see that
Bot(\)BonweBt(\) ™' B € Kot(\)nwgt(\) 'K

in the same way as Lemma 4.2.3. Hence we have

L(chpyi(ny-1B,) R(chpyr)-18)Se z(nwe) = /Gdg/G dg chpxy-15,(9')Se (g mweg)chpny-15(9)
0

Z/Gdg g dg chpiny-18,(9 ") Se (g mweg)chpny-15(9)
0

= / dg / dg’ Se=(g'mweg)
Bt(/\)_lB Bot()\/)Bo

= vol(Bt(\) "' B; dg)vol(Bot(N)Bo; dg')Se = (¢(N )mwet(A) 1)
= vol(Bt(\) B; dg)vol(Bot(\) Bo; dg') Se = (¢ (N )nwet(A) 7).

Let {guw}wew and {g/, }wew, be the bases of i%(Z)? and igg (€)Bo obtained by Proposition 2.1.3,
respectively. We note that these bases satisfy

txz=q" Y tw@gw FSree=0 D Curl(E)gh

weW w'eWp

where

aext Bexg
wa >0 w'B >0

Hence Se = (t(N)nwet(X) ™) can be expressed as

Sez(t(X)mwet(A) 1)
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= vol(Bt(\) B; dg)~'vol(Bot(X) Bo; dg') "' L(ch g, yxy-1 5, ) R(ch i) -1 5) ez (mwe)
= vol(Bt(\) B; dg) ~'vol(Bot(\)By; dg') ~*

x L(chpyiay-18y) R(chpyny)-18)2e =(PKo.c @ R(nwe)dr =)
= ¢% - vol(Bt(\)B; dg) ™ *vol(Byt(X\)By; dg') !

X Z Ew(E)éiv’ (f)L(ChBot()\’)—lBo)R(ChBt()\)—lB)Qg,E(g{u/ ® R(nwe)gw)

weWw
w' € Wy

= ¢% - vol(Bt(\)B; dg) ~*vol(Bot(\)Bo; dg') ~*

X Z Cuw(2)C, (§)Qe z(R(chpyiay-15y) gy @ R(nwe) R(chpyn)-15)9w)
weW
w' € Wy

N —\— 11/2
=¢® > @@ (@) 16Y2) (k) (') 18)%) (M) (g @ Rlnwe)gu).
weWw
w' € Wy
Since ®1, = g1, and ¢1, = g,, we have
Q¢ =(g1, ® R(nwe)g1,) = vol(B)vol(By)
by Proposition 4.2.2. Therefore we have

Sez(t(N)nwet(A\) 1)

GE)
_ . . 614(5)6,4(5) e —1¢1/ /
- q6.V01(B,dg)vol(Bo,dg)Té) (u 161/2) (t(\) (f % 2) (t(X))

ew(E)ew ) (12~ 16172 (1

+q° ) s (@782) () (@e'5%) ()

(w0 EW xWo—{(14,14)}
x Qe z(9y ® R(nwe)guw)
— ¢° - vol(B; dg)vol(By dg)es (€, Z) (271012) (¢(V) (67157 (¢(X)
+q° > Cu(E)w (&) ((w2)71872) (t) ((w'e) oy’ (V)
(w,w")eW xWo—{(14,14)}
x Qe z(9y ® R(nwe) gu)-

Since Z and ¢ are regular, the set {(wZ)"161/2 X (w’&)_153/2| (w',w) € Wy x W} of characters of
To x T is linearly independent. Hence Proposition 4.5.1 implies that

Sez(t(N)nwet (X))

((&,E)
— ¢0-vol(B;dg)vol(By; dg') Y es(w'é, wE) ((wz)*lam) (t(\) (ngl)ag/ 2) (t(\).
weW
w' € Wy
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Finally we prove our main theorem, which is an explicit formula of the Shintani function of type

(¢,2) for any (&,2) € X5

Theorem 4.5.4 Let (£, Z) be any element of Xy (To) X Xpr(T). Then we have

1 (if (€E) € XF),

dimc S(&,2) =
me 5(¢, 2) {0 (otherwise).

If (£,2) € X, for any nonzero element S € S(&,Z) we have S(14) # 0, and the Shintani function
Wez € S(& ) with We=(14) =1 is given by

= =52\ A3
N m > es(w'é,wE) ((wE)”éW) (t(\) <(w/§)7153/2> (V)
weW
w' € Wy

for all (N',\) € AJH x AT,
In order to prove Theorem 4.5.4, we first compute the value

Se=(14) = Se=(nwe) = ¢° - ¢(&,Z)vol(B; dg)vol(Bo; dg’) Z cs(w'€, wE)
weWw
w' € Wy

at the identity and normalize the Shintani function. The following lemma can be easily checked by
direct computation.

Lemma 4.5.5

Sez(14) = Se=(nwe)
= ¢°(1 = ¢7)*¢(&, E)vol(B; dg)vol(Bo; dg').

Hence we have immediately the following proposition.

Proposition 4.5.6 For any (¢,2) € D* such that ((£,Z) # 0, the basis of S(&,Z), Wez € S(&,2)
with We =(14) = 1, is given by

= ﬁ—?)? Z Cs(wlf,wE) ((wE)_lél/Q) (t()\)) ((wlf)_153/2> (t()\,))
weW
w' € Wy

for all (N',\) € AJH x AT,

For any (M,\) € AT x AT, we denote by Fy=(\,)\) a rational function on X* given by the
right hand side of the formula in Proposition 4.5.6. We set F¢=(kog(N,\)k) = Fe=(X, ) for any
(ko, X', A\, k) € Ko x AJT x AT x K. Then, for (£, =) € D* such that ((&,Z) # 0, the function Fy g is a
Shintani function with F¢=(14) = 1. Theorem 4.5.4 follow from Theorem 3.3.1, Proposition 4.5.6 and
the following proposition.
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Proposition 4.5.7 i) For any x € G, the rational function F¢z=(x) is reqular on the whole Xt

ii) For any (¢,Z) € X¥, the function Fe= on G is the Shintani function of type (£, Z) with Fe =(14) =
1.

Proof. From Theorem 3.2.1, it is enough to show that Fg =(p/, i) is regular on X* for any (i, ) €
AZT x AT, By induction on m(u, ) > 1, we shall see the assertion (i). We put

Uo = {(6,5) € D*| ¢(¢,5) £ 0}

Then X* — Uy is a countable union of proper Zariski closed subsets in X* (see Corollary 4.4.2). In
particular, Uy is a dense subset of X* by Proposition 4.3.17.
First we assume that m(u/, u) = 1. Then, since

Kot' (1) Kt(p) K = Kog(1', p) K,
for all (§,E) € Uy we have

we (ch e ()1 ko )Wz (Chgy i) = Cour wvol (Kog (i, ) K5 dg) Fe =(1/, ),

where C\y ,, is a certain positive integer, which does not depended on (¢, Z). Hence F¢ =(u/, i) is regular
on X*.

Next we assume that Fr=()\,)) is regular on X* for any (V,\) € A{" x A* which satisfies
m(u, ) >m(N,N). If

M

Kot (W) Kt()K = | | Kog(\iys Ai)) K, Ny Ay) = (1, 1),
=0

then we have an equality
we (chgepr (1K, )wz (g (k)

M
0 A
= O vol(Kog(i', i) K dg) Fe (', 1) + Y CL) vol (Kog(Xyy, Ay K dg) Fe = (X, Aw)
=1

for all (£, Z) € Up (see (3.3)). Here O;(j'),u is a certain positive integer which does not depend on (&, Z) for
alli =0,---, M. Since m(u/, ) > (/\/(Z.), A@) fori =1,---, M by Lemma 3.3.13, each F&E()\/(i), AG))
is regular on X* by the induction hypothesis. Hence Fy = (4, 1) is regular on X*.

We show the assertion (ii). The assertion (i) implies that, for all (', 1) € AJ T x A" and all (¢, ®) €
H(Go, Ko) x H(G, K), the function X* 3 (¢,Z) = [L(¢)R(®)F¢=](g(i, 1)) € C is regular on X*¥. If
for any (1, 1) € AT+ x A+ we put fyr (€, ) = [L(6)R(®)Fe.z) (9(1'> 1)) — we(@)w=(®) Fez(g(it, 1)),
then f,/ , is regular on X f. Since fu 18 zero on the dense subset Uy of X ! we have fur = 0. Namely,
for any (£,Z) € X*, the function Fg = is the Shintani function of type (&, Z) with Fy=(14) = 1. O

5 Evaluation of a local zeta integral of Murase—Sugano type

In this section, we introduce a local zeta integral of Murase-Sugano type (cf. [MS]) and evaluate it as
an application of our explicit formula of the Shintani function on G.
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5.1 A local zeta integral of Murase-Sugano type.

In this subsection, we define a local zeta integral of Murase—Sugano type and state that the zeta
integral represents the local spin L-factor of GSp,. Let G1 be the subgroup of GL4(F') defined by

G1:={g € GL4(F)| det(g) € (F*)*}

and P, the maximal parabolic subgroup of G given by

We note that G C G1. We put

Let Pys = Moo Noo be the Levi decomposition of Pao, where

Moy = {ml(a, b) = ( " ) KL ) a,b € GLy(F), det(ab) € (FX)Z} ,

1 * *

N22: EGl
* | 1 %
1

We note that every mj(a,b) € Mag has a factorization

mlan) = (0 ) (U7, ) et = G

Namely, for any m; € My we have a factorization my = [(mq)diag(a(mq), 1, a(my),1) for some
(B(m1),a(my)) € Go x F*. We note that such a factorization of m; is not unique. We set K; :=
G1 N GLy4(0). Then every g € G has an Iwasawa decomposition

m1(g)ni(g)ki(g)

g = 1
= B(ma(g))diag(a(mi(g)), 1, a(mi(g)), Lni(g)k1(g)

for some (m1(g),n1(g),k1(g)) € Maa X Nog x K;. For every g € Gy, we fix such a factorization and set
B(g) :== B(mi(g)) and a(g) := a(mi(g)). The following lemma is easily checked by direct calculation.

Lemma 5.1.1

Pan i = (G120 2000 ) i,
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Let (¢£,2) € X*. For any Shintani function S € S(£,Z), we define a local zeta integral of Murase
Sugano type by

(5.1) Zus(s;8) = W(B(g) " g)lalg)l*dg (s € C),
Go\G
where dg is the right invariant measure of Gp\G. Since a Shintani function S € S(§,Z) can be
regarded as a function on Ky\G/K, it follows from Lemma 5.2.3, described in §5.2, that the value
S(B(g)"1g)|alg)|* is independent of a choice of an Iwasawa decomposition of ¢ € G C Gi. For
x = (x1, X2, x3) € (C*)3, s € C, we set
L(x;s) == (1= x3q~") " (1 = xaxsq*) " (1 — xax3q~*) " (1 — xaxaxsq )"

As an application of the explicit formula of Shintani functions, we shall prove the following theorem
in §5.3.

Theorem 5.1.2 Let (&,Z) € X*. For the Shintani function S € S(&,E) such that S(14) = 1, the zeta
integral (5.1) is absolutely convergent if

—_

Re(s) > sz := max { log, [|1Z5]], log, [|Z1Z3]], log, [|Z2Z3]|, log, HElEQEgH}.
Then the zeta integral (5.1) can be evaluated as
L(E;s)
Re(s) > s=).
TSV

Remark 5.1.3 Theorem 5.1.2 is generalization of [MS, Theorem 1.6] for the pair (SOs(Fp), SO4(Fyp))
of split special orthogonal groups. Here Fy is a non-archimedean local field of characteristic 0. While
they proved their result without using the explicit formula of Shintani functions for (SOs5(Fp),SO4(Fp)),
we compute the local zeta integral (5.1) using that for (G, Gy).

Zus(s; ) = 7

5.2 A double coset decomposition.

In this subsection, we prove the following theorem, which is necessary for our computation of the zeta
integral Zysg(s;.S).

Theorem 5.2.1 We have

G=||Goa(DK, a(l):=g(0,(11,1)).
>0

Remark 5.2.2 An Iwasawa decomposition of a(l) is given by

—wt —wl—1 o 1 wt 1 1 1
1 1 1 -1 1
-1 —1 w —w 1 -z -1 1
1 1 1 o | 1 @
We note that
—gt —wl -1
L € Ky.
-1 -1
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First we prove the following lemma.

Lemma 5.2.3 Let g € G. We assume that g € Goa(l)K for somel > 0. Then the following assertions
hold :

i) la(g)l =q7";

i) B(g)"'g € Koa(l)K.

Proof. Let g = ha(l)k for some (h, k) € Gy x K. We note that a(l) € Kodiag(w', 1, @', 1)Nao K7 (see
Remark 5.2.2). Hence we have

B(g)~'g = diag(al(g), 1, a(g), )i (9)k1(g) € B(g)~ hEKodiag(w', 1, ', 1) Naz K.
In particular, 3(g)"'h € Ky and a(g) € w'o* from Lemma 5.1.1. O
Next we show the following lemma to prove the disjointness of Theorem 5.2.1.
Lemma 5.2.4 Let g € G. If |a(g)| = ¢~ and g = ha(l')k for some (h,k) € Go x K, then 1 =1.

Proof. We have
diag(a(9), 1, a(g), 1)ni(g)k1(g) € Koa(l') K
by Lemma 5.2.3 (ii). By comparing the determinants of both sides, we have ¢~ = |a(g)]> = ¢~2'. O

Proof of Theorem 5.2.1. By the Iwasawa decomposition of G, G can be written as

G =GyNK
1 )
1
= GoK UGy 1 0 £ 0 3 K
—X0 1
1 o 1 xo 2
1 1
U Gy 312 2 £0 3 KUG 3312 xo,x2 #0 K.
1 —X0 1
Since wy = wh € Go N K = K, we have
1 xg T 1 xo To
1 1
Go 2 K =Gy 20 K.
1 1
—xg 1 —x9 1
Hence we have

1 xg 1 xo x2

1 1 X9

G =GoK UGy 1 9 #0  KUG 1 xo, 22 £ 0 p K

—x9 1 —x0 1
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1l w 1 @™ (v,
1 1|
:GOKUkUZGO : KUkpZGO . K
€ —wk 1 e —wk 1
1 w* 1 wk w!
1 1 w
:GOKUkUOGO . KukLlJOGO 0 K
~ —w k1 " —w k1
1 wk 1 w*k wt
1 1 w
_GOKUkUOGO : Kukyoc;o . K.
- —w k1 = —w k1
Since
1 w* 1 1 wk
1 1 1
Gy : K =Gy : K,
—ww k1 —w k1
we have
1 w* o
1 —1
G=J Go wl K
E>1>0 ok 1
If £k >1 >0, we have
ok —1-—w* 1 w* w! 1 1 -1
k -1 k—1
1 — -1 1
a(k;) _ ™ ) )
—1 1 —1
1 k! —w k1 1
Hence we obtain
G =|JGoa(DK.
>0

From Remark 5.2.2 and Lemma 5.2.4, if a(l') € Gpa(l) K, then [ = I’. This means that the above union
is disjoint. We have completed the proof of Theorem 5.2.1.

O

5.3 [Evaluation of the local zeta integral.

In this subsection, we evaluate the zeta integral Zys5(s; S) by using our explicit formula of the Shintani
function. Theorem 5.2.1 yields that

(a(l))vi, v :=vol(GoN a(l)Ka(l)*l; dg/)—l

—
o
S
QU
Ry
Il
[]#
o



48 K. Gejima

for any function F : Go\G/K — C. We note that the integrand S(3(g) 'g)|a(g)|*® of the zeta integral
is a function on Go\G/K. Hence we have

Zus(s;S) =Y S(Ba(l)) " a(D)|a(al(l))[*v,

=0

= SBa®) a))ug™".

First we calculate the volume v;. From the definition of the measure dg’ of Gy, we have v, b=
vol(Go NnKn~t;dg') = vol(Ko;dg') = 1. Let I > 0. We put

We note that a(l) € Kpa(l)K. By the invariance of the Haar measure dg’, we have

vt = vol(Go na(l)Ka(l) ™ dg')
= vol(K{"; dg'),

where K(gl) = Go Na(l)waKwy *a(l)~'. Then Kél) is the group consisting of elements

a1t b az  bo
(5:2) =) ()
of Ky which satisfy the following four congruences:
ap by \ _ [ a2 —bo !
(5.3) < o dy > = ( ey dy ) (mod p*)

We note that K(()O) = Ky and Kél) D Kélﬂ)(l > 0). In order to compute the volume v, it is enough to
compute the index [Kél) : K(()Hl)] for all 1 > 0.

Proposition 5.3.1 We have disjoint unions

Ko= || Ké”((“ u‘ﬂ),u)u || Ké”((Z u1>,12)

u #Z 0 mod p u,v Z 0 mod p
x mod p
1 X U 1 U
oo U s e U mO( )
u # 0 mod p u,v Z 0 mod p
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T |_| Kél)(< ur (wug — 1)Uf1 > 1)

U1 U2
u1,u2 Z 0 mod p
ujuz Z 1 mod p

v1 #Z 0 mod p
and
l l
) _ (1) ( 1 +twe @'y
KO — |_|d KO (< (1 +wl.’IJ)71 > 7]-2)
z,y mod p
l
(+1),( 1+='z
H ¢(|)_| . Ko (< wlu 1+ wlz)! )’12)
u mod p
z mod p
1+ oz wlu
+1
H |_| K(g )(< g 1+w2iuv ) 712)
z mod p Itz
u,v Z 0 mod p
for any 1 > 0.

Before proving Proposition 5.3.1, we calculate the volume v; for all [ > 0 and prove Theorem 5.1.2.

Corollary 5.3.2 Forl > 0, we have

)1 (if 1 =0),
T\ a-g) (> o0).

In particular, the generating function for the sequence {v;};>o is given by

The domain of convergence of the above power series is ||t < ¢~3.

Proof. Since
_ ! 1
Ko : KV =q(®—1) =1 -q¢?), KV K™ =¢ >0
from Proposition 5.3.1, we obtain v; ' = Vol(Kél); dg') = q3(1 —¢2)~! for all I > 0. O

Remark 5.3.3 Murase-Sugano proved Corollary 5.3.2 as a corollary of computation of their local
zeta integral (see [MS, Lemma 1.12]).

Proof of Theorem 5.1.2. Let S € S§(¢,=) be the Shintani function such that S(14) = 1. From
Theorem 4.5.4, we have

=, =2\
(1“2“3))2 Z cs(w'é, wE) ((w5)7151/2) (t((,1,1)))

weWw
w' € Wy
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Hence we have

where

=0
for any w € W. From Corollary 5.3.2, we have

—5—2=
=

1—gq 3 i
= (if w =14, 1),
R
q =253 .
= (if w = we, wiwa),
gw(s) = 1— q—s ?Eug
q 1=3 .
= (lf w = wawi, wlwgwl),
L—q*2i=s
1-4q S12273 (if w = wowqwa, wy)
L 1-— q_sElEQEg ’

for Re(s) > s=. Hence we obtain

Zus(s:5) = (1—¢3)77 Y cs(w'éwE)Cu(s)
weW
w' € Wy

_ (=g PG (L - g PG G (L - g PG G (L - g P
(1 — q_sElEg)(l — q_SEQE;?,)(l — q_sElEQEg)(l — q_sEg)
_ L&)
S LE st 1/2)
for Re(s) > s=. O

Finally we prove Proposition 5.3.1.
Proof of Proposition 5.3.1. For g € GLs(0), we put

g*z(l _1>g<1 _1>1€GL2(0).

We note that (¢*)~! = (¢~ !)* and (g*)* = g¢. For any [ > 0, every element of K((]l) can be written in the
form (g+w'X, g*) for some (g, X) € GLz(0) x Ma(0). In particular, (g, g*) € K(gl) for any g € GL2(o0).
Since for any (ki, k2) € Ko the equality

K (k1 ko) = K ((ky 1" kg ) (e, o)
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= K8 (k3" ki, 12)

holds, we have

K = U K (K, 15)

k € SLa(o)
k = 12 mod p!

for any [ > 0. Let [ > 0. We take k = (k;;) € SL2(0) such that k = 15 mod p.

i) We handle the case where ko1 = 0. We note that k11, koo € 0. First we assume that [ > 0. Since
ki1 = k:;;, we have

1 kuk k
KéH—l)(k, 12) _ Kél—i—l)( 11/~12 11 . 7 12)

1 wlb k

=k " B ) 1) (Pbmod p)
1 k11
11.7.—2
_ Ké”l)(( k11 - > ( 1 w blk;11 > 1)
11

o+, 1+ @la 1 wlbk? 3
= KO (( (1 + wla)*l > ( 1 ,].2) ( a mod p)

We note that the last equality follows from (1+p')/(1+p'*1) ~ o/p. Hence there exist a, b mod p
such that

I I
(l+1)(k, 1) = K(()l“)(( 1+ la wb) 1 >,12)'

(1+wla)”
012) = K

(" )
et )
_ &l < k11 - ) < 1 w’bk112 >’12)
.
*/

Next we assume that [ = 0. Then we have

1 k11/€12

:K(()l)< > ),12) (Fa 2 0 mod p).

We note that the last equality follows from o
such that

(1+p) ~ (0/p)*. Hence there exist a #Z 0,b mod p

lb
Kél—i—l)(k’h):Kél-i-l)((a @ ) 1),

ii) We handle the case where k21 # 0. Since k21 = 0 mod pl, there exist v € 0* and n > 0 such that
ko1 = w!t™u. If n > 1, then

k k
Kéz+1)(k, 1y) = K(()l+1)(< w“lj‘u k:;; ) , o)
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I+1 k k
_K(()+)(< 1 ki)’b)'

This case is reduced to the case (i). We may assume that n = 0. Then we have

k k
SRR (A B

(1) ki1 ko 3
= K (< oy K ),12) (Fv1 # 0 mod p).

We now consider the case (ii-1) k12 = 0 and the case (ii-ii) k12 # 0, separately.

ii-i) We assume that k19 = 0. If [ > 0, we have

I+1 I+1 1+ wla
K (k, 1) = K ’(( ot (14 wla)! ) ,12) (v} # 0 mod p,a mod p).
If [ = 0, we have
1 1 a
K" (k, 12) = K§ )<( ol a1 ) 12)  (Pvl,a # 0 mod p).

We note that 0* /(1 +p) ~ (o/p)*.

ii-ii) We assume that kj2 # 0. Since k12 = 0 mod pl, there exist u € 0* and n > 0 such that
k1o = w!t™u, that is,

l4+n
(1+1) _ ) ko w T
B (A B}
If n > 1, we have

ol

w'uy

This case is reduced to the case (ii-i). We may assume that n = 0. Then we have

(14+1) o (41) ki wlu
K =0 LT ) )

l
_ -U+1) ki @ 3
= K, (( ooy kg ) ,12)  (Fvg # 0 mod p).

Let [ > 0. Then, since k11, k9o = 1 mod pl, we have

(1+1) L (41) kin wlvs
R CSEE ((RAN BB

) kn 1 wlvgkyy!
-0 (< koo > < whor kg 1 12)

- KV ki 1 wlv/z 3
—H (( ka2 > < wh] 1 ,12) (v}, vy # 0 mod p)
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(41D 1+ wla 1 wlUQ 3
=K, (< 1+ whd 1 ,12)  (Fa,d mod p).

Let | = 0. We note that

If kllkgz = O, we have

KV (K, 19)

K(()H-l)((a a1)<1 i)(—l 1>,12) (Fa # 0 mod p,b mod p)

(if koo = 0),
a 1
Kél)(( v a7t ) ( -1 ) ,12)  (Fv},a # 0 mod p)
1

(if kll =0 and kgg 75 0),

a

4 b/
Ké””((_ . “>,1z> (Y modp)  (if ks = 0),

i

a .
K(gl)(< gl ) ,12) (if k11 = 0 and kgg # 0).

There remains only the case where ki1kss # 0. Then there exist m,n > 0,u,u’ € 0* such
that

v —w™u 1
Kél)(k;7 1g) :Kél)(( w”2u’ S ) ( . ),12).

If m > 0 (resp. n > 0), the case is reduced to k11 = 0 (resp. k22 = 0). We may assume that
m = n = 0. Then we have

v —u 1
K(()l)(k, 19) :K(()l)(< u% oy > ( . ),12)

1 U 1 vou 1
= K(() )(< u > ( Vs 1 ) ,12)

/
= K(()l) < u/l V2 > 12)  (Cug,ug, i, vh # 0 mod p).

We note that ujug — vjvh = 1.
Therefore the results for the cases (i) and (ii) yield that
1 u oz 1 u
KO: U K(())(< u—1>’12)u U K(())((U u—1>712)

u # 0 mod p u,v Z 0 mod p
x mod p



K. Gejima

54
W ( © D u
U U K, (< —ul ):12)U U Ké (< oyl v>’12)
u Z 0 mod p u,v Z 0 mod p
z mod p
(1) ur V2
U U KU (( v U2>’12)
ui,uz Z 0 mod p
v1,v2 Z 0 mod p
uiug —vive =1
1 u x 1 U
- U K(g)(< —1>712)U U K(g)(<v u—1>712)
u Z 0 mod p u,v Z 0 mod p
x mod p
1 X u 1 u
oo U (L Ywe U w0 )
u #Z 0 mod p u,v Z 0 mod p
z mod p
W, ( wr (ugug — Doyt
Y U KO (< V1 s ’12)
u1,u2 Z 0 mod p
ujuz Z 1 mod p
v1 Z 0 mod p
and, for [ > 0,

z,y mod p

U U Kﬁ”(

u # 0 mod p
z mod p

U U
z,y mod p
u,v # 0 mod p

z+y+w(zy —uww) =0

), [ 1+ @'z
U KO (< (1 —{—wl:ﬁ)_l

Ké””(( ;

wly

)

1+ wlz 1)
wlu (1—|—wl:v)_1 2

1+ oz wlu
1+ wly

)

wv

I+1 1+ wlz wly
- U KO( )(( (14 wlz)™! 12)
z,y mod p
1+1 1 + wlx
U U K(g )(< wlu 1+ wlz)! ) 12)
u # 0 mod p
z mod p
1+olr @u
I+1
U U K(() )(< ot 1+ > 712)'
z mod p Itwle
u,v Z 0 mod p

We can easily check that these union is disjoint.
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