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Abstract

Lepton flavors are well-conserved quantities in the standard model (SM) of particle physics. While lepton
flavor violation (LFV) is forbidden in the frame of the SM, theories beyond the SM naturally predict LFV.
Neutrino flavor oscillation is one example of LF'V processes, which requires non-zero neutrino masses. Charged
lepton flavor violating (CLFV) processes are expected to provide important signals on physics beyond the
SM.

u~e” — e~ e~ decay in a muonic atom is proposed as a new CLFV process by Koike et al. This process
has several advantages: cleaner experimental signal because the sum of energies of two electrons is fixed value
around muon mass due to two-body decay, sensitivity for both contact and photonic CLFV interactions, and
strong enhancement of transition probability due to nuclear Coulomb attraction.

In this thesis, we have analyzed quantitatively the p~e~™ — e~ e~ decay in a muonic atom. We formulated
the transition rate in terms of multipole expansion of the CLFV interactions and partial wave expansion of
lepton wave functions. The muon and electron wave functions of the previous analysis are improved by solving
Dirac equation with Coulomb interaction of the finite nuclear charge distributions. As a result, we found
very interesting role of improved lepton wave functions, which depends very much on the CLFV mechanism:
the transition probability enhanced (suppressed) for the contact (photonic) process. The effect is significant
for heavier atoms, where the obtained decay rate for contact process is about one order of magnitude larger
than the previous estimation for 2°8Pb, while that for photonic process is about four times smaller. By using
the improved lepton wave functions, the difference among CLFV interaction shows up in the observables
of the p~e~ — e~ e~ process. We conclude that the atomic number dependence of the decay rate and the
energy-angular distribution of emitted electrons are useful tools to distinguish between contact and photonic
interactions. Furthermore, we have studied the asymmetry of an emitted electron from polarized muon. The
obtained asymmetry is sufficiently large and we found it can be used to explore the chiral structure of the
CLFV interaction.
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Chapter 1

Introduction

Three types of charged leptons are currently known: electron (e), muon (u) and tau lepton (7). They are
the charged lepton of the first generation, second generation, and third generation, respectively. Neutrinos
of each generation are electron neutrino (), muon neutrino (v,), and tau neutrino (v;). The properties of
the three charged leptons are very similar except their masses. The mass of an electron is about 0.511 MeV
while the mass of muon and tau lepton are about 106 MeV and about 1777 MeV, respectively. Origin of
three generation is deep problem in particle physics to be answered.

Three lepton numbers, electron number (L), muon number (L, ), tau number (L.), are defined for each
flavor shown in Table 1.1. The process where any lepton numbers do not conserve is called Lepton Flavor
Violating (LFV) process.

Table 1.1: Lepton flavor numbers assigned to each standard model (SM) particles. Conventionally, particles
have a positive number while anti-particles have a negative number. All lepton flavor numbers of quarks are
zero.

e Ve no v, T Vr et Ve ,u+ vy Tt Vs

L. +1 41 0 0 0 0 -1 -1 0 0 0 0

As an example, for the Michel decay of a muon,
pt = etvy,, (1.1)

where both electron number L. and muon number L, conserve. On the other hand, following process, where
the muon decays into an electron and a photon, is a LE'V process because L. and L, do not conserve.

pt— ety (1.2)

LFV in the charged lepton sector is called Charged Lepton Flavor Violation (CLFV). Currently, no CLFV
processes were observed yet,.

The history of CLFV search began with the discovery of the second lepton, muons. Muons were discovered
from cosmic rays by Neddermeyer and Anderson in 1937 [1]. The mass was accidentally close to the mass
of Yukawa’s predicted meson (pion), so it was considered to be a particle that mediates the nuclear strong
interaction at that time. However, in 1947, Conversi et al. found that the particles discovered by Neddermeyer
et al. did not interact strongly [2], and in the same year Powell et al. discovered true Yukawa mesons [3].
The recognition of the new lepton with the same properties as electron except for mass can be considered to
be the beginning of flavor physics.

Since the muon has the same quantum number as the electron except for its mass, it was expected at
that time that a muon can decay into an electron with single photon emission, 4 — ey. This reaction is not



prohibited from the conservation law of energy, momentum and angular momentum. A search for p — ey
using cosmic rays was performed by Hincks and Pontecorvo in 1947 [4], which is the first CLFV searches. It
was concluded that the branching ratio was less than 10%.

After the discovery of parity violation, in 1958, Feynman and Gell-Mann proposed charged vector bosons
which mediates the weak interaction [5]. However, if such bosons exist, the branching ratio of ut — ety
decay is expected to be about 10™*, which is inconsistent with the limit Br(u* — etv)< 2 x 107° from
CLFV experiments at the time [6]. This discrepancy was solved by distinguishing between two neutrinos
[7, 8], electron and muon neutrino. The existence of muon neutrino was confirmed directly by Brookhaven
by Danby et al. in 1962 [9]. Then, the lepton flavor was introduced, and the concept that each lepton flavor
(electron number L. and muon number L, ) conserves independently was born.

In 1967, the SM of electroweak interaction was formulated by Weinberg and Salam. This model is based
on the SU(2) x U(1) gauge theory proposed by Glashow in 1961 [10]. The SM is the connection of the BEH
mechanism, which was proposed in 1964 by Englert, Brout, and Higgs [11, 12, 13], with the model of Glashow.
The renormalizability of this theory was shown in 1971 by ’t Hooft and Veltman [14, 15, 16]. In addition,
since it was consistent with most experimental results, it can be said that the SM is a very successful theory
at least on the currently accessible energy scale.

In the SU(2) x U(1) gauge theory with only one Higgs doublet and massless neutrinos, the conservation
law of the lepton flavor numbers will automatically appear only from the gauge invariance and the renormal-
izability of Lagrangian. That is, CLFV processes are forbidden in the framework of the SM, and this is a
natural explanation for the fact that any CLFV processes have not been observed at present time.

However, in the solar neutrino and atmospheric neutrino, an interesting phenomenon where neutrinos
oscillate between different flavors (neutrino oscillation) was observed at the end of the 1990’s. The neutrino
mixing suggests that flavor of charged leptons may not be strictly conserved. An example is the exotic muon
decay into an electron and a photon pu — ey. This process would be caused by the neutrino oscillation
v, — Ve in the intermediate state, as shown in Fig. 1.1. However, when evaluating the branching ratio
Br(p — ev), it is extremely small, which shows that it is impossible to be detected at least with modern
observation accuracy: [17, 18, 19]

Decay width of u — ey

B — =
r(p =€) Total decay width of a muon
2
3tem om? 54
~ * eiil ~ 10~ s 1.
327 Z Ui, my, 0 (1.3)

i=2,3

where myy is a mass of charged weak boson, U,,; is an element of Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
matrix, and 5mfj =m? mf indicates a mass square difference of neutrinos.

=

g
w

X
1 vy v, e

Figure 1.1: Feynman diagram of y — ey induced by mixing of an intermediate neutrino.

Thus, in the SM, very accurate conservation of flavor in any charged lepton reactions is guaranteed.
However, when trying to build a model that extends the SM, there are several sources that cause CLFV,
and the existence of CLFV is actually predicted in many theories. As one of promising examples predicting
observable CLFV effects, let us consider the supersymmetry model (SUSY). In SUSY, the interaction at high
energy scale, such as the mass scale of the right-handed neutrino or the unified scale, can be the origin of



CLFV. Here, the rare decay search of a muon is an indirect probe of the high energy scale. In SUSY with a
seesaw model, the Yukawa coupling of Higgs doublets, lepton doublets, and right handed neutrinos can cause
large flavor mixing in slepton sector [20, 21, 22]. As a result, the branching ratio of CLFV decay can be as
large as the current upper limit value. Supported by such theoretical predictions, the expectation that the
CLFV process will be observed in the near future is increasing today.

Also, in general, rare process searches can be a clue for undiscovered particles even if they are heavy. For
example, the CLFV branching ratio due to Fermi interaction is scaled by factor (my /mx)*, where mx is the
mass of unknown heavy particle. According to this argument, it is possible to observe mx up to O(100) TeV
in the current accuracy of CLFV searches for the exotic muon decay. It would be very difficult to see such
heavy particles directly using current particle accelerators, and it can be said that the rare decay searches
are very useful for searching for new particles.

At present, CLFV processes of muons are the most actively studied among CLFV searches. This is
because muons can be produced in large quantities by a high intensity proton accelerator, so it is rather
easy to obtain high statistics, and the lifetime of a muon is relatively long and measurement with very high
precision can be performed. Many search experiments search for CLFV processes including a muon such as
put — ety, ut — eTete™, pT-e~ conversion process in muonic atom, muonium-antimuonium conversion
process, and so on have been done until today. The upper limit is being reduced by a factor of about two
digits every 10 years, and a dramatic development of experimental technology have been made. The current
upper limits on the CLFV branching ratio of a muonic rare process are in the order of 10712 to 103,

Many CLFV processes have been discussed and searched so far, as summarized in Chapter 2. Each of the
processes has different advantages as a prove of CLFV. For example, u™ — e has the best sensitivity to
dipole CLFV operators, while ™ — eteTe™ and p~-e~ conversion are also sensitive to four-Fermi CLFV
operators euee and €ugq, respectively. To understand the complete structure of CLFV interaction, many
different CLFV processes should be studied.

The exotic decay process of the muonic atom p~e” — e"e~ was proposed by Koike et al. [23] as a
new possibility to search for Charged Lepton Flavor Violation (CLFV). It is a CLFV process where CLFV
interaction between a muon and an electron bound in nuclei emit an pair of electrons. There are three major
advantages of focusing on this process.

First, this process may be sensitive not only to the photonic interaction u — ey but also to the Fermi
interaction as seen in u™ — eTete™. This indicates that we can investigate the more complete structure of
the new physics in studying the y~e~™ — e~ e~ process.

Second, this process can be regarded as a two-body decay with a good approximation. The total energy
of emitted electrons is about the mass of a muon. Therefore, the experimental signal is expected to be very
clear.

Third, it is possible to raise the branching ratio by choosing muonic atoms with a large atomic number
Z. For comparison, let us consider a similar CLFV reaction e~ — eTe™ in a muonium, which is a binding
system of an anti-muon and an electron. Since the overlap of the wave functions of an anti-muon and an
electron is small, this transition probability is also expected to be considerably small. While, in a muonic
atom with a large atomic number, nuclei will attract leptons inside, so that the overlap between a 1s muon
and 1s electrons can be increased. It is expected that the transition rate is enhanced by the factor (Z — 1)3.
For example, if lead of Z = 82 is used, a reaction rate of about 5 x 10° times that of muonium can be obtained.
However, as muons in muonic atoms decay not only by Michel decay but also by muon capture by nuclei,
generally the lifetime of muonic atoms decreases as Z increases. It has been experimentally measured that
the lifetime 7,, of muonic atoms is 2.2 us for hydrogen and about 80 ns for lead. However, as described above,
the reaction rate increases exceeding the decrease of the lifetime 7, as Z increases. Therefore, by increasing
Z, it is expected that the branching ratio of the CLFV decay Br(p~e™ —e e ) =7,(n"e” — e e ) will
also increase qualitatively.

The search for p~e~ — e~ e~ is proposed in the COMET Phase-I experiment at J-PARC, Japan [24].
This new process could be essential to identify the scenario of new physics via the addition of sterile neutrinos
at near future experiments [25].

As is well known, the effects of the Coulomb interaction are significant for the ordinary decay of bound
muons in heavy nuclei [26, 27, 28]. Since the quantitative evaluation of the decay process is needed in order



to disentangle the mechanism of CLFV interaction, it is important to update the estimations of Ref. [23]
by taking into account the effects of the Coulomb interactions for the relativistic leptons. The importance
of the Coulomb distortion for the u~ — e~ conversion process in a muonic atom has been reported in Refs.
[29, 30, 31]. For the u~ — e~ conversion process where the nucleus stays intact, it is sufficient to consider
the s-wave muon and electron states. For y~e~™ — e"e™ decay of muonic atom, on the other hand, two
electrons with the energy of approximately one half of the muon mass are emitted in the final state. The
angular momentum of each electron is not limited in this process. A formalism of the p~e™ — e"e™ decay
with the partial wave expansion of leptons is necessary, as has been common in the nuclear beta decay and
muon capture reactions [32].

In this thesis, we aim to quantitatively evaluate the decay rate and shed light on the property of the
pw-e~ — e~ e~ process. Important effects in quantitative treatment are listed below.

1. Relativistic effects of bound leptons.
2. Distortion of scattering electrons.

3. Finite volume of nuclear charge distribution.

We perform analysis of p~e~ — e~ e in muonic atom using Dirac lepton wave functions with a nuclear
Coulomb interaction of finite nuclear charge distribution and show their importance. We study how the use
of improved lepton wave function modifies the decay rate and we study possible observable which have a
capability to distinguish CLF'V operators. Furthermore, we show that the muon polarization can be an useful
tool to distinguish the chiral structure of CLF'V interaction.

The structure of this thesis is as follows: We review charged lepton flavor violation in Chapter 2 in order
to understand the position of the p~e™ — e~ e process in a muonic atom. In Chapter 3, we introduce
the effective Lagrangian which describe the u~e™ — e~e™ process to achieve model-independent analysis.
Chapter 4 shows the analytic formula for the transition probability, which includes above improvement. The
formulation shown in Chapter 4 is based on our papers [33, 34]. The study for the polarized muon is shown in
Chapter 5. The numerical results are shown and discussed in Chapter 6. Finally, we summarize in Chapter

7.



Chapter 2

Search for CLFV

We summarize current status of experiments to search for the CLFV [35, 36, 37, 38, 39, 40, 41, 42, 43, 44].
Here, we do not discuss exotic processes which include lepton number violation (e.g. p~-et conversion),
baryon number violation (e.g. 77 — p~ 7w p), or AL; > 2 (e.g. muonium-antimuonium oscillation).

2.1 Muon Decay

Experiments on muon rare decay provide us strong restrictions on new physics using high intensity muon
beam. The current upper limits of LFV are summarized in Table 2.1. Here we focus three decay modes:
1w — ey, p — eee, and p-e conversion.

Table 2.1: Current status of searches for muon rare decays which violate lepton flavor numbers. The second
column shows current upper limit for the branching ratio. The branching ratios of the fourth line and below
is normalized to the muon capture rate by the nucleus.

Mode Current upper bound C.L.  Experiment Year Reference
ut — ety 4.2 x 10713 90% MEG 2016 [45]
pt — etete” 1.0 x 10712 90% SINDRUM 1988 [46]
pw~Ti— e Ti 6.1 x 10713 90% SINDRUM IT 1998 [47]
p~Au— e Au 7x 10713 90% SINDRUM IT 2006 [48]
1w~ Pb— e Pb 4.6 x 10711 90% SINDRUM IT 1996 [49]
21.1 pu—ey

The most easily conceived process of muonic CLFV may be u — e7y. Since there are only two particles in
the final state, an electron and a photon are emitted back-to-back and each of their energies is equal to half
of the muon mass (E. = E, ~ 52.8MeV) neglecting electron mass at the rest frame of initial muon. In
order to make effective use of this property, it is important to stop muons in a material. Therefore positive
muons must be used because negative muons form muonic atoms in the material, which ruins the advantage
of two-body kinematics. The searches for u — ey have a long history of 60 years. The first experiment was
performed by Hincks and Pontecorvo [4] at Chalk River. They used cosmic ray muons stopped in a lead
absorber and measured the coincidence of two Geiger-Miiller counters. As the result, they concluded “that
each decay electron is not accompanied by a photon of about 50 MeV”.

Conventionally, the effective field theory is used to analyze rare processes model-independently. In the
approach, the effective interactions are formed by assuming the same gauge and Lorentz symmetry as the
SM. The dimension of the effective operators is not limited, but since higher-dimension operators would be



more suppressed by the scale of new physics, it is reasonable to consider only small-dimension operators. The
effective interaction Lagrangian describing p — ey is given as

4G

‘Cu—w"/ = - W

where Ag/y, are dimensionless coupling constants. Using Eq. (2.1), we can represent the differential branching
ratio of ut — ety with polarized muon as [50]

dBr (u™ — eT)
dcos b,
Here P is the magnitude of the muon spin polarization and 6. is the angle between the muon polarization
and the momentum of an emitted positron. The total branching ratio is

Br (pt — ety) = 384x° (\AL|2 + |AR|2) . (2.3)

my[Agect” Ppp+ Apec™” PrulF,,, + [H.c., (2.1)

— 19272 [|AR\2 (1— Pcosf.) + |AL]> (1 + Pcosd.)] . (2.2)

Two major backgrounds for pu* — ety searches can be considered. One of them is a radiative muon
decay (RMD), ut — e, .7, with neutrinos carrying small energies. The branching ratio for RMD is 1.4%
for I, > 10MeV. Of course, this would not be background if the detector had infinite energy resolution.
Therefore it is important to understand the kinematics of RMD to reduce contribution of background. The
differential decay rate has been calculated as a function of E., E,, and the angle between an electron and a
photon, ., in Ref. [51, 52]. Within approximations: E. ~ m,/2, E, ~m,/2, and 0., ~ 1 to consider the
case that neutrinos carry off small amount of energy, the differential decay rate is given as

dr’ (,u+ — e+l/uﬁe”y)
N GEm} cem
T3 x 2874 2

where ¢ = 2E,/m, ~ 1, y = 2E,/m, ~ 1, and z = m — 0., = 0. Suppose 0z, dy, and dz are half-width of
signal region for x, y, and z, respectively, the branching rate for RMD which could mimic the signal is [53]

(1 —2)*(1 — Pcosf.) + (4(1 —z)(1—vy) - 122) (14 Pcos He)] dxdydzd cos 0., (2.4)

dBr (pt — ety vey) = % [J1 (1 — Pcos®.)+ Jo (1 + Pcosb.)|dcosb.. (2.5)
T
Here there are two cases of the formula of J; and Js, depending on §z:
i = (02)" (6y)*, (2:6)
8
Ty =3 (02)° (69)* (2.7)

for 6z > 2y/dxdy, and

T =3 (5)" (59) (5;)2 9 (5w)? <52’Z>4 +3 (5@1,)2 (?)8 (2.8)
Js =8 (52)? (6y)? (‘52'2)2 _ 8(52) (6y) ((;2’)4 + % (5;)6 (2.9)

for 6z < 24/0xdy. In practice, the resolution of positron energy is typically better than that of photon energy,
so that 0z < dy. Moreover the angular resolution dz is worse than 2/dzdy. Thus Eqs. (2.6) and (2.7) should
be usually used for J; and J3, and in most cases, Jy is much larger than J;.

The other background is accidental detection of a positron from Michel decay and a photon from various
sources. The sources of such high energy photons are expected to be RMD, annihilation in flight positron
(eTe™ — ~vv), and scattering off a nucleus (eN — eN+). As time resolution of detector gets better, this
kind of background is expected to be reduced. This background is more important because prompt RMD
background is only about 10% of accidental one for modern experiments.

The strongest limit of u* — e*v has been given by MEG experiment: Br (u* — eTv) < 4.2 x 10713 [45].
The next MEGII experiment is also scheduled in 2018 and expected to reach a sensitivity of 6 x 10~1* with
three years [54].



2.1.2 pu—eee

The second simplest CLFV process is i — eee. Since this is three-body decay, each energy of final electrons
is not fixed but their total energy is my, in the rest frame of initial muon. As is u* — et it is also favored
to use positive muon for making use of the kinematical advantage: p+ — etete™.

In this searches, the signal is two positrons and one electron where their total energy is the mass of muon
and their total momentum is zero. The final particles are well constrained by kinematics. However many of
the similar problems as ut — e*~ searches also exist in u+ — eTeTe™ searches. Moreover the energy range
of signal positrons overlaps with that of positrons emitted from ordinary decay of muons.

In the effective Lagrangian approach introduced in the review of u — e7, the effective Lagrangian is
written down as

ECLFV :E,u—m'y + ﬁcontact; (210)

4Gr

£contact == \/é
+ 93(€v, Prpv)(€y" Pre) + ga(€v, Pru)(ey" Pre)
+ g5(€vu Prp) (@Y Pre) + go(€v, Prp) (@ Pre)] + [H.c], (2.11)

[91(€Prp)(€Pre) + g2(€PLp)(ePLe)

where g;s (¢ = 1,2,---,6) are coupling constants. Here the photonic part, £,_.,, is given in Eq. (2.1).
Using this Lagrangian, we can write the total branching ratio as [50]

1 m? 11
Br (‘LLJF — e+e+ei) :g (G12 + 16G34 + 8G56) + 12871'0[67,, [ln (mg> — Z (‘AR‘Q =+ |AL|2)
+ 8VATaemRe [2ARgs + 24195 + Argl + ALgi] . (2.12)
Here we have used the following notation:
Gy =lg:l* + 195", Gij =Relgig)]. (2.13)

More detailed information, such as a differential decay rate, is also given in Ref. [50]. In case that only the
photonic interaction contributes, the model-independent ratio of Br (ut — eteTe™) to Br(u™ — etv) is

expected to be
Br(pt —etete™)  aem m? 11
~ - {1 £ — —1| ~0.006. 2.14
Br(ut —ety) 3r |\ m2 4 (2.14)

Now there are two major backgrounds again. For a search for u* — eTete™, a serious physics background
is ut — etete v,v. where the neutrinos have small energy. The other is an accidental coincidence of a
positron from Michel decay with a pair of ete™ from another source. The examples of ete™ pair sources
are Bhabha scattering of positrons and splitting of virtual photon from RMD. The e*e™ pair from photon
splitting can be reduced by eliminating the pair whose invariant mass is small. However this reduction makes
lower sensitivity for the some specific models where the photonic interaction dominates.

The current limit of u* — etete™ is given by the SINDRUM experiment in 1988, but for nearly 20
years, there is no searches for ™ — eTeTe™ process at all. Mu3e experiment at the Paul Scherrer Institut
in Switzerland is planned for the near future. The experiment aims to the sensitivity of 1016 [55].

2.1.3 p-e Conversion in a Muonic Atom

The previous two CLFV searches of u* — ety and u* — etete™ are performed by using positive muons
because negative muons would be trapped by a nucleus. Another promising CLFV search is p~-e~ conversion
in a muonic atom.

In general, an unstable particle can decay into more than or equal to two other particles because of
four-momentum conservation. However, if the recoil energy of heavy particle can be neglected, the particle



is allowed to decay into one lighter particle, effectively, such as yu — e. If such CLFV decay mode happens,
the detection would be simple and clear because the signal is only one high-energy electron. The system of
a muonic atom actually enables us to archive the situation.

A nucleus is much heavier than the muon mass. Nuclear degrees of freedom is not necessary treated
explicitly but it can be included as a potential for lepton as long as we consider processes where the nucleus
keeps unchanged. Therefore a muon is allowed to convert into an electron in a muonic atom kinematically,
freed from spacial momentum conservation. This process is called as p~-e~ conversion in a muonic atom.

So far, we have mentioned only the coherent transition, where the state of the nucleus does not change
before and after the p~-e~ conversion. You can generally consider both of a ground state and an excited
state as final state of the nucleus. However, in usual case, the transition from a ground state to a ground
state is dominant because the rate of the coherent transition is enhanced by a factor approximately equal
to square of the number of participating nucleons. Actually, the rates including transition to exited states
have been calculated by shell-model approximation and random phase approximation [56, 57]. According to
these results, the transition rates to excited states are small. Recently, future searches for spin-dependent
incoherent processes was discussed in Ref. [58].

This CLFV search is said to be sensitive for two kinds of interactions. One is photonic interaction given
in Eq. (2.1), which generates one-photon-exchange process between a muon and a nucleus, as shown by
Fig. 2.1-(a). The other is non-photonic interaction, which is described by four-Fermi interaction among two
leptons and two quarks, as shown by Fig. 2.1-(b). The general Lagrangian of the non-photonic interaction
at quark level is given as

Gr
Ly ermi — T T =
4—F \/i

+ (grvery"ur + grvery" ur) @yuq + (gra€ry ur + graerY" r) VY54

Z [(9rs€Lpr + grs€ruL) Qg + (9LPELKR + GRPERML) TV5G
q=u,d,s

+% (9rrero™ ur + grrerc"’ 1) Gouq + [H.c]|, (2.15)
where gy x and grx are dimensionless coupling constants for the left-handed and right-handed electron, re-
spectively, and X = S, P,V, A, T indicate scalar, pseudo-scalar, vector, axial-vector, and tensor, respectively.
The number of parameters is larger than that of Leontact, Eq. (2.11), because there is no symmetry which re-
duces the degree of freedom as L.ontact Where operators contain three electron fields. The model-independent
and quantitative analysis for p~-e~ was performed in Ref. [29]. They showed that the Z-dependence of decay
rate depends on CLFV mechanism.

Figure 2.1: The diagrams representing u~-e~ conversion: the one-photon-exchange photonic interaction (a)
and the four Fermi contact interaction (b). The black closed circle shows the CLFV interaction. The gray
shaded circle includes the complicated effects of the quantum chromodynamics.

The signal of coherent conversion process =N — e~ N is a monochromatic electron with energy of

Ee =m, — B}®, (2.16)
where the nuclear recoil energy is ignored here. Here B}f is the binding energy of 1.5 muon. The binding
energy depends on a kind of the nucleus, so the signal energy changes. For example, F, = 104.3MeV for
titanium and E, = 94.9MeV for lead. Since the energy of the signal electron is much higher than typical



energy range of electrons from muon decay in orbit, the search can be performed in small physics backgrounds.
It is also a great advantage that we require no coincidence measurement because the signal is only one electron.

Although the upper end point of the electron energy from free muon decay is about 52.8MeV, the tail of
electron spectrum from muon decay in orbit (DIO) is extended to the same energy as the y~-e~ conversion
signal because of the nuclear recoil. The DIO electron with an energy near the end point is one of the
main backgrounds. The spectra for various muonic atoms have been calculated theoretically in Ref. [28].
More careful calculation which include the nuclear recoil effect is given in Ref. [59]. According to the recent
improvement [60], DIO electron spectrum for aluminum near the end-point is

5.023
Emax - Ee
my ’

my, AU
I' dE,

~ 1.24(3) x 107 x ( (2.17)

including radiative corrections. The energy resolution of electron near the end-point must be improved to
reduce backgrounds for p~-e~ conversion searches.

Previous searches for p~-e~ conversion were performed by using heavy targets such as lead and gold. On
the other hand, in ;1 ~-e~ conversion experiments planned recently, aluminum or carbon (silicon carbide) will
be used as the target material. COMET [24] and MuZ2e [61] are the experiments planned at J-PARC (Japan)
and Fermi Laboratory (USA), respectively. Both of them plan to use aluminum as the target, and their
reaching sensitivities are the same level, O (10*17). At J-PARC, DeeMe experiment [62] is also planned.
DeeMe has an unique feature that pions, muon, and muonic atoms are produced in one carbon (or silicon
carbide) target. Its reachable sensitivity is O (10_14).

2.2 Tau Decay

CLFV searches with tau leptons have advantages because a number of channels are open thanks to its large
mass (m, ~ 1.78GeV). Despite the expectation, there are some experimental difficulties using tau leptons.
For example, since the lifetime of the tau lepton (2.9 x 107!3s) is much shorter than that of the muon
(2.2 x 107%), the tau beam is not possible to produce. To create many tau leptons, we require a high energy
electron or proton accelerator. Moreover, the tau decay must be measured by a detector which has good
particle identification and energy-momentum resolution.

The rare decay of tau lepton has been studied in B-factories, such as Belle and Babar. Main aim of their
experiments is measuring CP-violation phase of Cabbibo-Kobayashi-Maskawa matrix by creating a number
of B-B pairs. To achieve the purpose, the center of mass energy of e~-e™ beam is adjusted to mass of Y(45)
(10.58GeV), whose branching ratio to B-B pair is almost 100% [63]. In those experiments, many tau leptons
are also produced because the cross section of 777~ pair creation is 90% of the cross section of bb pair
creation. Thus the B-factory can be also called as the T-factory, which is the best place to research detailed
natures of the tau lepton. The current bounds for CLFV tau decays are shown in Table 2.2 [64].

Table 2.2: Current status of searches for tau rare decays which violate lepton flavor numbers. The second
column shows current upper limit for the branching ratio.

Mode Current upper bound C.L. Experiment Year Reference

TS ey 33x10°° 90%  BaBar 2010 [65]
Ty 44 %1078 90%  BaBar 2010  [65]
T — eee 2.7 x 1078 90% Belle 2010 [66]
T —> [ 2.1 x 1078 90% Belle 2010 [66]
7 — e 8.0 x 108 90%  Belle 2007 [67]
=7 1.1x 1077 90% BaBar 2007 [68]
T = e 1.8 x 108 90%  Belle 2011 [69]
7= p'u 1.2x 1078 90% Belle 2011 [69]




The strategy for measurement of CLFV tau events in a eTe™ collider is as follows [70]: At first, the
low-multiplicity events (2 or 4 charged tracks) are selected to remove hadronic events such as ete™ — bb
which should have hadronic jets. The candidate events of eTe™ — 777~ are divided into two hemispheres
in the center of mass frame: one is a signal side, and the other is a tag side. In the tag side, we require that
1-prong tau decay (7 — fvv or T — hv, which are about 85% of total tau decay) is reconstructed. Of course,
the standard 77~ events can also be backgrounds. In the standard tau decays, one or more neutrinos or
undetectable particles carry off energy, whereas in CLFV tau decay, all daughter particles could be detected.
Therefore, it is convenient to characterize each events in two dimensions of total energy in the center-of-mass
frame, F, and invariant mass, M, of all particles on the signal side. When CLFV event happens, both of
E =./s/2 and M = m. should be satisfied.

2.3 Other CLFYV search

2.3.1 Meson Decay

Not only lepton rare decays, rare decays of mesons have also been studied. The constraint on CLFV from
them are summarized in Table 2.3.

Table 2.3: Current status of searches for hadron rare decays which violate lepton flavor numbers. The second
column shows current upper limit for the branching ratio.

Mode Current upper bound C.L. Experiment Year Reference
70 — pe 3.6 x 10710 90% KTeV 2008 [71]
K? — pe 4.7 x 10712 90% BNL E871 1998 [72]
K — 7€ 7.6 x 1071 90% KTeV 2008 [71]
Kt > ratute 1.3 x 10711 90% BNL E865 2005 [73]
J/U — pe 1.5 x 1077 90% BESIII 2013 [74]
J/U — Te 8.3x 1076 90% BESII 2004 [75]
J/V — T 2.0 x 1076 90% BESII 2004 [75]
B — pe 2.8 x 107° 90% LHCb 2013 [76]
B% — e 2.8 x 107° 90% BaBar 2008 [77]
B — 11 2.2x107° 90% BaBar 2008 [77]
B — Kpe 3.8x 1078 90% BaBar 2006 [78]
B — K*pue 5.1 x 1077 90% BaBar 2006 [78]
Bt - K'tre 3.0x 107° 90% BaBar 2012 [79]
BT — Kt 4.8 x 107° 90% BaBar 2012 [79]
BY — pe 1.1x 1078 90% LHCb 2013 [76]
T(1S) = T 6.0 x 1076 90% CLEO 2008 [80]

The motivation of searches for the meson decays is to cover various CLFV operators. For example,
K% — e probes the CLFV operators among s, d, i, and e, while they cannot be constrained from muon
decay experiments because a muon is too light to decay into mesons with strangeness. Also, since pu™-e~
conversion has low sensitivity to operators which changes the nuclear state, the meson rare decay search is
an unique method to limit such operators. Likewise, since any charmed and bottomed mesons are heavier
than tau lepton, it is important to search these processes in order to limit operators including those quarks.
The restrictions on four Fermi interactions including quarks are summarized in Ref. [81].

2.3.2 7 and Higgs Decay

The rare decay of Z boson and higgs particle has also been explored by using a large accelerator, such as
LHC. Especially, since properties of higgs is least known in the SM, it is very important to investigate the
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decay mode in detail for the verification of the SM and the search for new physics. These constraints are
given in Table 2.4.

Table 2.4: Current status of searches for Z and higgs boson rare decays which violate lepton flavor numbers.
The second column shows current upper limit for the branching ratio.

Mode  Current upper bound C.L. Experiment  Year Reference

Z — e 7.5 x 1077 95% LHC ATLAS 2014 [82]
Z = Te 9.8 x 1076 95%  LEP OPAL 1995 [83]
Z = Tu 1.2x107° 95% LEP DELPHI 1997 [84]
h — pe 3.5 x 1074 95%  LHC CMS 2016 [85]
h— Te 6.1 x 1073 95%  LHC CMS 2017 [86]
h—Tp 2.5 x 1073 95%  LHC CMS 2017 86]

2.3.3 Displaced Vertex Search

Usually, rare decay processes are searched by assuming that the mediated particle X is very heavy so the
CLFYV interaction can be treated as contact one. However, if the X particle is lighter than the parent particle,
that approach is not validated because the mediator would be created on mass shell. To search for such light
new particles X, displaced vertices or invisible decays should be looked for. The current limit from past
searches are shown in Table 2.5. According to Ref. [87], where X is assumed to be pseudo-scalar, most of
the parameter region which can be explored by muon decay experiment has already excluded by beam-dump
experiments and supernova data. On the other hand, the accessible region of tau decay remains sufficiently
wide.

Table 2.5: Current status of searches for CLFV muon decays which includes invisible on-shell particle X. The
second column shows order of current upper limit for the branching ratio. These results contains information
on the mass, lifetime, and branching ratio of X. See reference for the details.

Mode Current upper bound Experiment Year Reference
ut — etyX, X —inv. 0 (1079) Crystal Box 1988 [88]
pt — et X, X —inv. O (107°) TWIST 2015 [89]
pt —etX, X —»ete” O (10712) SINDRUM 1986 [90]
pt = et X, X =4y O (10719) MEG 2012 [91]

2.3.4 Lepton Scattering

The last subject of this section is CLFV scattering processes, such as /N — £'X and ete™ — £T¢~. In
particular, the processes whose final state includes a tau lepton are very attractive. As shown in Section 2.2,
searches for rare decay of tau leptons yield relatively small restriction for branching ratio, compared to muon
rare decay searches, due to difficulties of tau leptons. Therefore, by a search for the scattering processes, it
may be possible to explore parameter region which has not been excluded by tau rare decays.

The CLFV scattering of lepton off nucleus (¢{N — ¢'X) was firstly proposed by Ref. [92]. The further
discussion was given by Ref. [93, 94, 95]. Assuming the reaction of valence quark and lepton, elastic scattering
at relatively low energy is favored to reduce backgrounds. On the other hand, it is effective to use scattering
with a high energy lepton beam if a mediator particle with CLFV couples strongly to a heavy quark, like
higgs [96]. In that case, the contribution of the DIS region is dominant, so an analysis using the parton
distribution function is important. In addition, the improved calculation properly taking into account the
mass of heavy quark in the final state was given in Ref. [97].
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Also, discussion for ete™ — £7¢'~ and e”e™ — £7¢'~, which can be searched by e™-e*(e™) colliders, are
given by Refs. [98, 99] where general four Fermi interactions are assumed. Another interesting search using
electron-photon collision has been proposed [100, 101].
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Chapter 3

[ ]
Elementary Mechanism of
e —e e
In this chapter, we describe an effective CLFV Lagrangian which we use for the research of the p7e™ —

e~ e~ process. The general effective Lagrangian on the CLFV process u~e~ — e~ e, with operators up to
dimension six, is given as

Lcrrv :‘C,u—)e'y + £contacta (210)
4G
Lyrery = — T;mﬂ [AREo™ Priu + Apea™ PpulFy, + [H.c), (2.1)

4G
Leontact = — T;[Ql(EPRM)@PRe) + g2(ePrp)(ePre)

+ g3(€vu Prp) (@ Pre) + ga(€y, PLp)(ev" Pre)
+ 95(€vuPrp) (€Y Pre) + g6 (€7, PLp) (€ Pre)] + [H.c.]. (2.11)

This effective Lagrangian is the same one as used for the analysis for u* — eTete™ process. Here we assume
the CLFV interaction that respects Lorentz and electromagnetic gauge symmetry but generally breaks parity.
One can think about the extra term, i€+ [H.c.], for photonic interaction. Although this term respects the
symmetries assumed above, it is not physical because the kinetic-like term can be eliminated by redefining
the lepton fields [102]. Therefore the operators listed in Eq. (2.1) cover all the lowest dimensional operators
describing the pey vertex. Moreover, one can show that the other possibility of four-Fermi operators, such as
(ePru) (€Pre), are redundant by using Fierz transformation, as discussed in Appendix F. Lagrangian (2.1)
and (2.11) contribute to the p~e~ — e~ e~ process by the photonic process (Fig. 3.1-(a)) and the contact
process (Fig. 3.1-(b)), respectively.

3.1 Photonic Interaction

The photonic interaction,
4G
e ==
is represented by the operators with dimension five. Agr and Ay are dimensionless coupling constants,
corresponding to a right-handed and left-handed muon, respectively. In the case where a muon bound to a

nucleus change to an electron by this interaction, the emitted photon interacts with another bound electron
by the standard electromagnetic interaction of

mM[AREO"U'VPRp,+ALEO'MVPL‘LL]FM,,+ [H.C.], (21)

Ecm = _QEE’Y)\QA)M (31)
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Figure 3.1: The diagrams representing u~e~ — e~ e~ : the one-photon-exchange photonic interaction (a) and
the four Fermi contact interaction (b). The black closed circle shows the CLFV interaction. Figure taken
from Ref. [34]. Copyright 2018 American Physical Society.

so that the p~e~ — e~ e~ process can occur (Fig. 3.1-(a)). Here g. = —e is a charge of an electron. Since
the photon is a massless particle and can propagate over long distances, this process can happen even if the
muon and electron are separated by a distance.

Experimental studies on the photonic interaction term are carried out mainly by measuring the CLFV
decay process of anti-muon, uT — eTv. The branching ratio is given as

Br (ut — ety) = 38472 (\AL|2 + |AR|2) . (2.3)

Since it is two-body decay, the experimental signal is very clear. The most accurate data were obtained
from the MEG experiment at the PSI. The data-taking were completed in the summer of 2013. By this
measurement, the upper limit of the branching ratio is given as 4.2 x 107! at confidence level of 90% [45].

3.2 Contact Interaction

We use the following form of contact interaction

4G
Leontact = — —m[91(€Pgp) (€Pre) + ga(€PLu)(€Pye)

V2
+ g3(€vu Pru) (@Y Pre) + ga(€y, Pru)(ey" Pre)
+ g5(€v, Pru)(€Y" Pre) + go (e, Pri) (€Y" Pre)] + [H.c.]. (2.11)

gis (1 = 1,2,---,6) represent dimensionless coupling constants. This effective Lagrangian is most general
form of dimension six operators as we show in Appendix F. The first two terms are scalar-type and the next
two are vector-type interactions where final electrons have the same chiralities. On the other hand, the last
two terms represent interactions where the chiralities of final electrons are opposite. Unlike the photonic
process, this interaction occurs at one point in space-time.

The limits on these coupling constants are mainly determined by the rare three-body decay of free muon,
ut — eTeTe™. Assuming that photonic interaction is absent, the branching ratio for the u™ — etete™
decay of a free muon is given by

1
Br(pt —etete) = 3 (G12 + 16G34 + 8Gs6) (3.2)
where
2

Gij = lgil> +1g9;I°, G, =Relg;g;]. (2.13)

The recent upper limit for the branching ratio is given as 1.0 x 107!2 by the SINDRUM experiment [46].
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Chapter 4

Decay Rate

In this chapter, we formulate a decay rate for the CLFV process, p~e~ — e e~ in a muonic atom, of
unpolarized muon

Muonic Atom — Ton*?" + e, e, (4.1)

Here p;s (i = 1,2) are the momenta of emitted electrons. Within the independent particle model of the
muonic atom and the final state, we evaluate the decay rate of two-electron emission of the muonic atom as

Ton***; e ep, | L[Muonic Atom) = (e, e, |L]uq, €q,) (4.2)

1)1

where ¢, s denote bound leptons with quantum number oy = {ng, k¢} (¢ = p,e). Since the muon trapped
in a Coulomb field of a nucleus rapidly transits to a ground state (see Appendix C), we assume muon is in
a a, = 157/, state. We take into account all electrons in the atom. Since the mass of nucleus is sufficiently
larger than the muon mass, we neglect the recoil energy of nucleus and the nucleus does not play dynamical
role. The transition rate is calculated from leptons bound or scattered in the nuclear Coulomb field. In our
calculation, we take into account the screened potential of electron, while the correlations among electrons
are not considered because it is expected to only give a small correction.

4.1 Decay rate of u e~ — e e~ by Koike et al.

We follow the method to calculate the CLFV decay rate of muonic atom by Koike et al. [23]. We start from
the cross section o of u-e scattering p~e~ — e~ e~ using Lagrangian (2.10). Neglecting Coulomb field of
nuclei, the cross section ¢ is given as

z S [ anee) (12
! T2E,2E, 2E 2 27)32E, (2m)32E, ) | 4

SpySe

2
X |M (pla S15,P2,525Pus Spy Pes 86)‘ (271-)45(4) (pl + p2 — Pu — pE)a (43)
where vy is the relative velocity of initial muon and electron. The transition matrix M is defined as

iM2m) D (p1 + p2 — Py — pe) = (€3t e2|T [exp ( /d a:[l[)} lhptens) s (4.4)

where L7 = Lorpy + Lom. Now, the decay rate I' of bound muon and electron into two scattered electrons
is obtained by multiplying the probability that bound electron and bound muon are at the same space point
to the cross section as

I'= O”Urel/dSTpH(’l")pe(’l"). (4.5)
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Here p,,(r) and p.(r) are density of electron and muon, which are given by the bound state wave functions as
2

pu(r) =[5 ("], (4.6)
2

pe (r) =5 (r)|". (4.7)

Here the approximation is the factorization of CLFV mechanism and lepton wave functions. Further, we
approximate the integral of muon and electron density. Since a muon is much heavier than electron, one may
approximate |1/)is(r)|2 ~ G (7).

[ Erouwipne) = [@rlusml s
~ 50 (4.8)

Using the solution of the Schrodinger equation with potential of a screened point charge (Z — 1)e,

e Z -1 em 8
v(r) = ¢ UelZ = D0n) e (o2~ 1)eve ). (1.9
we obtain analytic expression of the transition rate,

2 (me(Z — aem)®
= (me( Jatem) OVrel. (4.10)
™

For contact process, the explicit form of the transition rate is given as

1 (Grm3)’

m2 167

where G = G132 + 16G34 + 4G56 + 8GY, + 8GhL; — 8Ghg. Therefore, using Eq. (4.10),

OUrel =

G, (4.11)

3
0 _ My 3.3 2\2 [ Me

Fcontact - @(Z - 1) Ao (GFm;L) (mu> G. (412)

Similarly, for photonic process, we obtain

dovem (Grm?)?
L L R (WP ) (413)
me
and
8me . 2

Dbotonic = ——(Z = 1)*a, (Grm?)” (|4nf +[40F) (4.14)

The formula shows clearly dependence of cross section on CLFV interaction and atomic number Z. The
decay rate is proportional to the cubic power of atomic number and increasing with Z. In our analysis in
later chapters, we compare our results with respect to the above formula I'°.

It is noticed that owvye is independent from the atomic system. Finite spatial size of lepton bound state
and Coulomb distortion of scattering electrons are not taken into account. There is no consideration that
there is a finite spread of lepton wave functions. Those approximation will be valid for Za.,, < 1 but not
for large Z. Although the obtained formula is transparent and useful, improved treatment of lepton wave
function is necessary for quantitative analysis of decay rate.
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4.2 Formalism

Following standard formula to obtain transition rate, the CLFV decay rate of a muonic atom with an
unpolarized muon can be written as

d*p1d®ps 1
(Z/ 21)32E, 27r)32E2> 52 Z

Sp Qe,Se

2
(27‘1’)5 (E1+ Ey — Etaoﬂt) . (4.15)

X ‘/\/l (P1,51, P2, 525 Oy, Spuy Qe se)%:lsl/2

The transition matrix of the p~e~™ — e~e™ process includes information of CLFV interactions and wave
functions of initial and final leptons, i.e.

iM(2m)d (Er + B2 — Epyy) = (ept eI T [exp < /d4xﬁl>} |/Lig1/26fxi> , (4.16)

where the symbol 7" means a time-ordered product. In calculating the transition amplitude, we take into

account the overlap among lepton wave functions. Here we define E; = p? = |/ p? +m? and Epg = m, —

B}LS” * +m, — B2, where By is a binding energy of a bound lepton ¢ in a «y state. The CLFV interaction

is calculated in the first order perturbation.
Mcontact (277')6 (El + E2 - Ez)et) = / d4$ :711 :)2 ILCOthCt( )|/’Lig1/zeg¢1> ’ (417)

for contact process. Using the explicit form of contact interaction (2.11), the transition matrix is reduced to

Mcontact

- 4GFZ [ 0RO v ) - (pr)  pnsah) (419

where Dirac matrices are defined as

O = OF = Py, 03 =0F = Py,
04 = Of' = ~,,Pp, 08 = 0F = 4" Py,
04 = 04 =~,Py, OB = 0B =~+py. (4.19)

Similarly, the transition matrix for photonic interaction is obtained as

M hotonic(2m)0 (Eq + Eo — Er5) :iT/d xydizy (e} €p: p2|£/L—>P’Y(I1)‘Ceﬂl(‘r2)|l’l’1$1/262¢e€> , (4.20)

which can be reduced to

Mphotonic = <_4\C/;§qu) (_Qe) |:/ dBTldSTQJShSl( ) (ARPR + ALPL) wlsuz e (Tl)
x2G, (r1,r2;my, — B, — El)w” 2(7‘2)%1/’?6’86 (re) — ({p1,51} {p2,32})} . (4.21)

Here G, (r1,72;qo) is defined as

. d3q q,exp{—iq-(r1 —r2)}
Gy (r1,72590 =2/ . 4.22
( ) (@m)*  ql* - af —ie 2
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It should be noted that there is no delta function of three-momentum conservation, while exists that of
energy conservation. Neglecting the recoil kinetic energy of nuclei, the three-body (muon-electron-nucleus)
problem reduces into independent particle model of muon and electron in the Coulomb potential of nuclei,
which violates translational invariance. The first factor of 1/2 due to the two identical particle, electrons,
in the final state. The second factor of 1/2 is to average muon spins. Our notations for normalizations are
summarized in Appendix A.

We estimate a differential decay rate with respect to the energy of an emitted electron, F;, and the
angle between two emitted electrons, 615, as well as the total decay rate. The phase space integral and delta
function in Eq. (4.15) are reduced to

d*pr1d®ps 1 Epg—me
2m)5 (By + By — Bfly) =z dE, | d0dQ
/(27T)32E1(27T)32E2( 7)0 (B1 + By — E) 19875 /me 1/ 1dQs |p1] |p2|
1 E?oet,imc 1
~ 1670 / dE / dcosbhy |p1] [Pl (4.23)
67 S, 1

where the second line is valid because the transition probability depends only relative angle between two
electrons after summing over all spin of leptons. We have removed the delta function which represents energy
conservation by integral on FEs,, and hereafter Fs = Fj5 — F; holds implicitly. Therefore that differential
decay rate can be calculated by

dar’ 1
dE1d cos b2 :Z 3273 (P! lp2| Z ZZ M?. (4.24)

Qe 81,82 Su Se

The total decay rate is obtained by integrating the partial decay rate as

1 [Ersi—me 1 dl’
r=- dE dcosbig————. 4.25
2 / ! /_1 cosTI2 dEld COS 912 ( )

Me

4.3 Plane Wave Approximation

It is useful to derive the transition rate ignoring the Coulomb potential for emitted electrons. The obtained
formula can be used to test our complicated multipole expansion formula and also to understand the mech-
anism of the p~e™ — e7e™. Under the plane wave approximation, we can proceed with the calculation of
the transition matrix element in momentum space. We use the relativistic plane wave,

YEeS (r) =ug' (pi) exp(ip; 1), (4.26)

as scattering electrons in the final state. The normalization of u5* (p;) is given in Appendix A. To simplify
the formula further, the bound leptons are treated as nonrelativistic and we consider only bound electrons
in 157/, state. As wave functions of initial bound leptons, we use the solution of the Schrodinger equation
with Coulomb potential of a point charge Z,

18,8, () — (myZaem)’ _ Xi72
Y, (r) = - exp (—myZoem |r]) 0 ) (4.27)
3 Se
Y15 (1) —\/ 2= D00). ey (2 = e 1) (5. (4.2

where x7 /2 is a 2-component spinor and normalized as

D X3 el = 1o (4.29)
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The corresponding binding energies are given as

B, =-mu(Zaem)?, (4.30)
=5Me {(Z - 1)aem}2 ) (431)
respectively.

4.3.1 Contact Process

Under the plane wave approximation of scattering electrons and nonrelativistic approximation of bound muon
and electron,the transition matrix element of contact interaction M. ontact is given as

—4G °
Meontact = F]:ue (p1 + p2) Zgi [Ci (p1,81; P2, 52) — Ci (P2, 52;p1,51)] - (4.32)

V2 =

The second term is the exchange of final electrons. F,. (p) is the Fourier transformation of the products of
initial wave functions in coordinate space,

Fue (p) = / d3r exp(—ip - r)

(me(Z — V) ovem)”

(muZozem)3

X A —————exp (—muZacm |r|) \/
™

:8(muZaem +Me(Z = D)em)/(MpZaem)?(me(Z — 1)atem)?
{lp|> + (muzaem +me(Z — 1)aem)2}2

exp (—me(Z — )aem |7])

, (4.33)

and Cjs (i = 1,2,---,6) are defined as
XSH Xse

C1 (p1,51;p2,82) =u.' (P1) Pr ( 10/2> u;?(pg) Pr < B/2> )
Xsu Xse

Cs (p1, 81; P2, 52) = (1) Pr ( 6/2) U2 (pe)Pr ( 6/2> )

Sp

_s X
Cs (p1, 81; P2, 52) =u;' (P1)Y" Pr < 6/2

Cy (p1, 81; P2, 52) =y (py )Y Pr

2) . (4.34)

Cs (p1,51; P2, 52) =, (P1)Y" Pr

1y
0
Cs (p1,51; P2, 52) =T;" (p1)7" Pr <X1/2> 72 (pa) Y, P (XB/Z
Y
0
(

Since there are two identical fermions in the final state, Eq.
their momenta and spins.
Now let Mcontact, Eq. (4.32), be squared and summed over the spin. It can be written as

6
D> [Meontaci” =8G% [Fue (01 +p2)* Y 979, [Dij — Eyjl, (4.35)

51,82 S4,8e 1,5=1
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where

Dij =3 > [Ci(p1,51:p2,52)C5(P1, 813 P2, 52) + ({1, 51} <> {p2, s2})], (4.36)
Eij = Z Z [C} (P2, 52;P1,51)Cj(P1, 515 P2, 52) + ({P1, 51} > {P2,52})] - (4.37)

81,82 SpsSe

After the simple calculation for D;;s and Ejjs, the results shown in Table 4.1 and 4.2 are obtained, respectively.
Summarizing these results, we obtain

Z Z |Meontact|” =8G% | Fue (p1 + p2)|* (p1 - p2fr + 8pY08 fo — 2meEror f3 + 2m2fy) | (4.38)
81,82 Spu,Se
where the coefficients, f;s (i =1,2,3,4), are defined as
f1 =G12 +16G34 + 8G/14 + SG/23 — 8G/567
fa =G,
f3 :G/15 + Gllﬁ + G/25 + G/26 + 4Gé5 + 4Gg6 + 4G:15 + 4G£16?
f1 =G5 + 4G5 + 4G5, + 16GY, + 8GLs — 2G5,

with G;; = lg:|> + |gj|2 and Gi; = Re g} g;].

Table 4.1: D;;. Here Eiop = p? + p9 does not depend on |p;| due to the energy conservation.

i\Jj 1 2 3 4 5 6

1 217(1)178 2mg 277’7,2 2p1 * P2 meEtot meEtot

2 2m? 2pYpd 2p1 - p2 2m? Mme ot MeEtor

3 ng 2p1 * P2 8]91 %) sz *2meEt0t *2meEtot

4 2p1 ] 2m2 8m§ 8]91 * P2 _2meEt0t _2meEtot

5 meEtot meEtot _QmeEtot _2meEtot 8])(1)]7(2) 8m§

6 meEtot meEtot _QmeEtot _2meEtot 8m§ 8])(1)]7(2]

Table 4.2: Ez]
Vi 1 2 3 4 5 6

1 2p(1)p(2) — D1 P2 mg _ng _2171 s D2 2meEtot 2meEtot
2 m; 209p8 —p1-p2 =2p1-p2 —2mZ  2meEi 2meEpor
3 —2mg —2p1-p2 —8pi-pa —8mZ  2mcEir  2meEio
4 *2])1 * P2 727713 78mg *8171 s P2 2meEtot 2'IneE‘tot
) 2meEt0t 2meEtot 2WLeEtot 2'rneE‘tot 4m§ 4p1 %)
6 2meEtot 2meEtot 2meEtot 2’rneE‘tot 4101 * P2 4m§

Thus, the differential decay rate Eq. (4.24) is

dr _G%

dEld COS 912 o 4’/T3

By factoring out I'%. ..., which was the result by Koike et al., Eq. (4.12), we get

1 dr’
I—‘(C)onta»ct dEl d cos 912

1128 (myZaem 3(m Z0tem +Me(Z — e 2
_L128(my ) (my ( Joem)” 1| |€2‘ (p1 - P21 + 89P0 f2 — 2me Eyor f3 + 2m2 f4) .
G wmi {lp1 + p2|?> + (mpZaem +me(Z — 1)tem)?}

[p1] [p2| | Fpe (P1 +p2)|2 (pl “pafi + 8pips fo — 2me Eyor f3 + 2m§f4) . (4.43)

(4.44)
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Now let us study the difference between this calculation and the calculation by Koike et al. The ratio
L/TY et is given as

r 1 [Besimme 1 1 dT
- dB; | dcos6 . 4.45
IO 2 / 1/,1 COSPI2 10 B dcos f1 (4.45)

contact Me contact

In the previous calculation, overlap integral of final electrons and bound leptons are not taken into account
assuming the typical wave length of emitted electrons is short enough compared with the size of bound state.
The factor (4.45) indicates the effect of finite size of lepton wave functions for the total decay rate. We expect
that Eq. (4.45) tends to be unity in limit of Zae,, — 0. When we ignore the electron mass m., the integral
of Eq. (4.45) can be performed analytically. After the integration, the result expanded of Za,, is given as

r

=l ; (31 +852) (Zaen)* + O ((Zaem)*) (4.46)

contact

This expression of Zae,, shows clearly that T'/TY . = — 1 as Zaey, — 0.

4.3.2 Photonic Process

The transition matrix element for the photonic interaction Lphotonic is given as

4GF d3q qv
Mphotonlc —27lﬁmuCI6/ (271_)3 |q|2 — qg — 7;6-/__./»0 (pl + CI) Fe (P2 - Q)

< (p) o (AnPacs AuP) (Y47 o) ()
= ({p1,s1} < {p2,52}), (4.47)

where the Fourier components of bound waves are also given as

3
7o) = [ @respieip -y T o (i, Za )
ZSﬁmMZaem (mHZozegl)?’ﬂ" (4.48)
{lpl* + (muZaem)?}
and
3
Fe (p) :/d3r exp(—ip r)\/(me(Z —Wl)aem) exp (—me(Z — V)aem |7])

:8ﬁme(Z - 1)aem\/(me(Z — 1)aem)37r. (4.49)

{|P|2 + (me(Z - 1)aem)2}2

In the first part of Eq. (4.47), ¢o means go = m, — B, — E1, while in the second part, where p; and p, are
exchanged, go = m, — B,, — E». For the formula of photonic process, one needs convolution of form factors
of two photonic vertices and virtual photon propagator.

Summing over the spins of leptons, we obtain

Z Z | Mohotonic|” =1287GEm, em (mpZtem)” (Me(Z — 1) atem)® T (E1, cosb) (4.50)

51,82 SpsSe
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where we defined

T (Ey,cos6)

=2 2. |

51,52 8;,8¢

:L/ (p17p2) I:/ (plapQ)

x Tr |:(]$1 + me)o‘“’ (ARPR + ALPL>

2

(p1,p2)w.t (p1) o™ (ArPr + ALPL) (X6/2) 2 (p2) Y (XB/Q) — ({p1,s1} ¢ {p2,52})

1+

% % ' 1 +
(ARPrL + AL Pg)o” ] Tr [(752 + me)wﬂw/}

— 1, (p1,p2) I (P2, p1)

v 1 + * * v 1 +
x T [(751 +me)o" (ArPr + AL Pr) 10 (ARPL + ALPR) oY (o + me)vu 2707”/:| + (p1 <> p2),
(4.51)
by using
d3q qu 1 1
Il/ (p17p2) :647(/ 3 .
(27)? |ql* = 4§ — i€ {|p1 + q|2 + (MpZaem)?}’ {Ip2 — @I + (Me(Z — D atem )2}
(4.52)

Now T (E1,cosf) can be calculated straightforwardly. However the analytic result is so complicated, so it is
omitted in this thesis.
By using Eq. (4.24) as in contact case, we can write down

dr’ 5 5
m —4GFm Qem (MpZaem)” (Me(Z = 1)aem)” |p1| |p2| T (E1, cosf), (4.53)
and
1 dr 1 7m2 (me(Z — Vaem)” (muZaen)” |p1] Pl (g cos).  (4.54)
thotomc dEldCOS 912 |AL|2 + |AL‘2 27’)7% ’

We can confirm numerically I'/T"? — 1in Zae, — 0 limit, as the contact interaction.

photonic

4.4 Partial Wave Expansion

To take into account the distortion of Coulomb interaction for the final electrons, the first step is the partial
wave expansion of the scattering wave function. In order to take into account the nuclear Coulomb potential,
the momentum is no longer a good quantum number. However assuming the nuclear potential is spherical
and the system has rotational symmetry, it is convenient to use the partial wave expansion.

The electron scattering state with the incoming boundary condition is expressed as

P (1) = 37 it (e, 1/2, 8] )Y (B0 0 (), (4.55)

K,V,m

where ¢, is a phase shift for partial wave k. Here the orbital angular momentum [, and the total angular
momentum j, are related to x by

(4.56)

lp, =

K (k>0)’

1
=|r| — = 4.57
ol = 3 (457)

{—m—l (k< 0)
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which is derived from the definition of k, Eq. (E.17). For example, kK = —1 means that [, = 0 and j, = 1/2.
The wave function ¢;*”(r), where the subscripts p and ¥ mean magnitude of a momentum and a spin of the
partial wave, respectively, is represented with the radial part gg(r), f;(r) and angular-spin part y,

iy — 95 (0)XE(F) )
Y(r)y=|.°F SR I 4.58
o = (EE (45
Similarly, the bound state of the lepton ¢ is also represented as
aes om, ()X, (F) )
68 () — e e ) 4.59
! ( ) <Z l nz (T)X—K,z( ) ( )
In order to clarify the structure of a result, in this analysis, the quantum number of the initial bound muon
is kept as a, (n, and x,), which should be 15,5 (n, =1 and s, = —1).
Inserting Eq. (4.55) into Eq. (4.18) or (4.21), we obtain

M= 30 D Um) (i) thaeCa o)y ()Y o)

R1,V1,M1 K2,V2,M2

X (lnlamla 1/27 Sl|jn1al/l)(lnzam2, 1/2a 82'.7'&2’ V2)M- (460)

Here M is an expression obtained by replacing ¢?* with 17" in the expression of M, i.e.

~ 4 nl,l/] 1/2,8
Mcontact - GF Z |:/ d3 OA’(/)LS / M(T‘)

Xwng,uz( )OB,lpag,Se( )_ ({517,/1} o {52,1/2})} , (461)

and

~ 4G —R1,V1 1/2:5p
Mphotonic = <\/§qu) (7qe) |:/ d37’1d3T2¢p1 ( ) (ARPR + ALPL) ’lpls / (Tl)

X2Gy (ri, 2 — B — E) Ty (23025 (r2) = (Brm} & {Bama})] . (462)

Here p; and r; are collectively written as 3;.
As shown in later derivation, Ms have the form of

- 4Gp 1
Mcontact/photonic =T T = = Z(jlﬂvV17jf£27V2|J3M)(jﬁmsuajﬁea Se‘Ja M)
\/i dm J,M ,
o £1,8
x \/[j"il “Jept Jhe .j”e]Ncontazct/photonic(‘])' (463)

Then the transition matrix (4.60) can be written as

M= 37 30 (Y ()Y ()

K1,V1,M1 R2,V2,M2

X (lnl,mla 1/27 81|j,£1,1/1)(l,£2,m2, 1/27 82|j.‘€271/2)\/|:j111 : jl{u : jKQ : ]KJ

4G 1 . . . .
< (—é) S G Vs VT M)y G b MONPP2(), (4.64)

JM

where we define

hotonic

NP () = (i)t s el Ont0ea) NP2 () + N2 o ()] (4.65)
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By Eq. (4.24), we can calculate the differential decay rate

Z - |p1||p2\ DD DD DACATRY Py RS MRy ey

K1,k k] kh Tl

X Nﬁl’ﬁQ*(J)Nﬂl’ﬁQ(J)Pl(cos 012)

Pyl gyttt
2 2

X (Jrrs 1/2, Gy =1/211,0) (G s 1/2, iy, —1/2|1, )W

dl’
dEldCOS 912

x (—1) o L2
(jnpjmzajm’lajﬁé;‘]:l)' (466)

The derivation of this formula is given by Appendix I.1. Furthermore the 15 integral can be performed
analytically to get

dr G .. . o 2
B, *221@, [Jr, - dr.] [P1]D2] Z [T iy o] [INP2P2()] (4.67)
K17K2,J
4.4.1 Contact Process
Ncontact is given as
c%lntﬁazct Z glMﬁl ﬁQ (468)
Here M;s are amplitude corresponding to g;-type interaction, and given as
1
MP2P2 () =5 (X (J,0,J) — Xi (1,0, ) + i {Y;"(J,0,7) + Y5 (1,0, J)}] , (4.69)
1
M2 () =5 [Xq (2,0,0) = X (.0,0) =i {Y7(1,0,0) + Y (1.0,.)}] (4.70)
MR () =2 [Xg (,0,7) + X7 (J,0,J) + i {¥77(J,0,7) = Y57 (1,0,.)}] , 4.71)
MPP2 () =2 [ X5 (J,0,0) + XiH(J,0,0) — i {Y;7(J,0, 1) — Y55 (J,0,1)}], 4.72)
[ g4 J+1 T
MOV =13 > X7 (L, 1,J0) = X (J,0,0) +i > Yy (L1, )+ Y (J,0,) (4.73)
| L=[J-1] L=|J-1| i
[ g+ J+1 T
M)y =13 > X7 (L,1,0) = X{(J,0,0) —i > Yo (L L)+ Y] (J,0,) (4.74)
| L=|J-1] L=|J—1] ]
where
Xo (L, S, J) =X'55(9.9,9.9) + X0 (£ f 1 ) £ | X059, o0 ) + X055 (Fg fug) | (475)
Xli(L7S7J) XLSj(g g fv ) Xflsﬁj(fafagvg) Xglsﬂj(gafafa ) Xgléﬁj(fagvg7f)_ 9 (476)
V(LS. D) =59, 9.9.£) = X[ 55 (F f. £.9) = | X005 (9. f.9.9) = X5 (Fg. f)} L@
YE(L, 8, J) =X (9,9, f.9) — XD (F fLg, f) £ Xflsﬁj(f,g,m 9) = X5 L] ()
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Here X' contains the radial integral of overlap among lepton wave functions and some geometric factors:

[ee]
X3 abed) = [ a0, (e ()5, (0
<y Jlig, a2, -1 (02, 0,12, 01L,0) (1%, 0,12, 0]L,0)
212 ) (B U2 e

X Qley 1/2 Juy p QUL 1/2 e, g (4.79)
L S J L S J

The derivation is given by Appendix I.2.

4.4.2 Photonic Process

For photonic process, the effective CLFV interaction is finite range, it is convenient to use the multipole
expansion for not only scattering electrons but also a virtual photon. At first, let us expand Eq. (4.22) with
partial waves. Using a derivative operator defined as

o 0 0
al/: ] 'y 192293 | 4.80
<qu ori’ or? 37“‘;’) (4.80)
the photon propagator (4.22) can be written as
a3 —
Gy (r1,7m2;90) = O, / q exp{—ig-(r ,Tz)}. (4.81)
‘Q| - CIo — e

Using the multipole expansion of a plane wave,

exp (iq - ) = 4w Y i'ji(qr)Y"™ (@) V™ (7), (4.82)

lm

it is found that

471' —lyme
G, (r1,79;q0) = SZZ VY () Y (Fa)

Lym U/, m’

Jilgri) v (qrz) / ol

X dq27, A (§) YV * (g

/0 @ — @ —ic " (@)Y (d)

0o 2 . .

. . @ 5i(gr)i(grs)
=0,=y y" dg LA IRAT2) 4.83
§:l O R (18)

Now noting Egs. (B.2)-(B.8), when ry > rj,

0o 1 . 2 .
/ dg" Jz(fZﬁ)Jl(q?"z) 1 / dq {q2h§ \(gr1)ji(gr2) N a*h| )(qu)ﬂ(qrz)}
0

?—q—ie 4] o q% — qf — ie 4% — q — ie

iT|q ) '
:% {hl(l)(|QO|7"1)]l(|QO|T2) + hl(Q)(—|QQ|T1)jl(—|q0|r2)}

% ]
= l90L D o)) s

where, in the last line, we use the formulae for the spherical Bessel and Hankel function, Eqs. (B.9) and
(B.10). On the other hand, when 71 < 72,

T T (e
[ g TR STl 0 o), (4.85)
q? — ¢ —ie 2
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where 1 and ry are exchanged compared to Eq. (4.84). Thus you can see that G, (71, 732; go) can be expanded
as

Gy (r1, 723 q0) =iqody Y Y™ (71) Y™ (F2) B (r1,72), (4.86)
lm
where we have defined
F{°, (r1,72) =hy) (qor1)i, (qor2)0(r — r2) + hi} (qor2)in, (qor1)0(ra = 71), (4.87)

unifying Eqs. (4.84) and (4.85).
The calculation given in Appendix 1.3 yields an explicit expression of Nphotonim

0o +1 3

Nfﬁ(fcz)mc( = QZque Z A Z Z Z (488)

=0 j=|l—-1| n=1

where
X (1,4, 61, k2, J) =(—1)l“{Zﬁ,}j;](J)JrZ}é’glf(J) ZHLI () — Z};;;(J)}, (4.89)
. 2 1,7,0, 1,5,0, 1,7,0, 1,7,0,5
X3 (1 gowns o d) =F 20— ) {2500 (0) + 2500 () + 2853957 () + 2687 ()} (1.90)

X5 (Ljs ke ) =f00-5) Y
{la,ly}={0,5}.{5,0}

Lo yly,1,7 lpyly,1,7 layly,1,7 loyly,1,7
x {2yt () = 2y () = 2 () + 2 () (4.91)
Xy (L, k1, Ky J) = —i(—=1)"F {Z’ () = 2R () — Z;;;clg”(J)+Z}’}’;j(J)}, (4.92)
_ . . (2 1,4,0, 1,7,0, 1,3,0,
Xz (joa v, J) = = if 2= ) { 2 (1) = 20 (1) + 233 (1) = Z3337 (D)} (4.93)

X3 (Lj ke, he, J) =if00—35) Y
{lz,ly}={1,5}.{5,1}

lzyl' 71aj lzvl a17] lmal' 71aj lmvl a1:j
)< {25y )+ 2 (0) = 2 (9 = 2t (D (4.94)

Here Z is defined as
oo oo
Zo ™ (1) =a3 / dryrdag! (r)bi (1) / drar3 B (r1,72)cp2 (r2)dg* (r2)
X( 1)m+wM+J+l ztly {jm .7:/%2 J}
Jre Jr, ]
x (351,1/2 s — 1/2\a, 0) Gnas 1/2: s —1/21,0) Voo ez

1 s +l lo 1 -1 Iy, +lge+1y . .
SR ST gy, w9

which contains two-dimensional radial integral. Here

_ )+l (h=y9)
Sp = {1 (h=f) . (4.96)

The integral must be carefully performed because the radial wave functions of emitted electrons and the
spherical Bessel function oscillate quickly compared to Bohr radius of a bound electron.
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Using the explicit form of Fl'i"ly (r1,72), the radial integrals are written as

I,l:”’ly(a,b, ¢, d) :/ drlr%a;: (Tl)bZ“ (rl)/ drgrgFl‘ion(rl,Tg)CZj(rg)dge(rg)
0 0
> 2 K1 Ky, . 0 ly,p?
= [ drirgag! (r)bye (1) e, (Imy — By — pilr) J.0, . (00)
0

) ly.pY . ly,pY
i [, (e = By = PRIr) T e, (1) + (s = By = )N ()]} (297)

where
0 1
jcl,yéf,ld,ﬁe (1) :/ drar3ji, (Imy — By — pllra)es2 (ra)dse (r2), (4.98)
0
0 o0
NP () = / dryr2ny, (my — By — pRlra)c2 (ra)dte (ra). (4.99)
r1

Here it can be interpreted that the first and second line of Eq. (4.97) correspond to contributions of on-shell
and off-shell photon, respectively.
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Chapter 5

Asymmetry of Electron Emission by
Polarized Muon

In CLFV searches such as u — ey and p — eee, the muon polarization have been discussed in order to
distinguish CLFV mechanisms [53, 50]. For p~-e~ conversion, muon polarization has also been discussed to
reduce DIO background [35]. The numerical data of DIO spectrum in case of muon polarization was given
for some muonic atoms in Ref. [103]. In this chapter, we derive formula for the parity violating asymmetry
of emitted electron from polarized muon. With this observable, one might further distinguish mechanisms of
CLFV interactions.

5.1 Formalism

An expression of a differential decay rate in case that the initial muon is polarized can be written as

dr’ _i drunpol.
dE1 dQldQQ - 871’2 dEld COS 912

[1+F(E17C08012)P'ﬁ1 +F(E2,COS€12)P'}32
+F (Ey,cos012) P - (1 X pa)| (5.1)

where I'ypp0r. is the result for using an unpolarized muon, which is gotten by the previous analysis. Since
there are two identical particles in the final state, the differential decay rate is symmetric under the exchange
of p; and py. Therefore, F' must satisfy

F (Ey,cos615) = —F (Ey,cos 013) . (5.2)

After integrating out the angles of the second electron and the angle around the polarization vector, we
get

dr dr
- 9 0y
dE(dcost, " / R TN

1t AL unpo
:f/ d cos 012 pol

2/, dEidcos s
X [1 4+ {F (E1,cos012) + F (Fa,cos612) cos b2} P cosb]
71 drunpol.
—iTE‘l [1+OL(E1)PCOS€1] 5 (53)

where 6 is an angle between P and p;, and we defined asymmetric factor, a (E1), which can be related with
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F (Ey,cosb2) as

dCunpo.\ [ AT unpol.
a(Fp) = (dEll)l) /_1 dcos elzmcgslﬁlg {F (E1,co8012) + F (E2,cos012) cos 012} . (5.4)

If the asymmetry factor o (E7) is positive for certain Ej, this equation means that an emitted electron with
FE; tends to go in the same direction of the polarization vector P, and vice versa. Therefore we can exploit
the factor as an indicator of the angular distribution of an emitted electron in the case of using polarized
muons.

When P denote the muon polarization vector, the initial muon spin density p, is given by

Pu 2 (5.5)

We already have the expressions for the transition matrices in the previous section. To utilize them in a
numerical calculation, it is economical to make the expression of o (E7) by N in Eq. (4.65). To generalize
Eq. (4.24) for the case with polarized muon, we can write down the differential decay rate as

dl’ 1
= 1S e Se
dE,dQ,dQs az 12875 |p1| |p2| Zs Z, SZM (P17817p27327 1/25Sps ey S )
e S1, 2SH,S” e
X <S/1«|pl1«|‘9:1,> M* (p17817p2782; 151/27311,70[6736) 3 (56)

which satisfies the relation to the total decay rate,

p-l /Egﬂme dE /dQ a0, (5.7)
T2 ! YR UEdQdQy '

Here the extra factor (s.|pu|s,) = (su|(1+o - P)ls,) /2 represents the polarization of the initial muon.
The term of 1 just yields the same result as the previous unpolarized one, which does not depend on the
any other angles but 615. The other term o - P is the additional one by polarizing muon, which should be
calculated here.

By inserting Eq. (4.64) into Eq. (5.6), deforming the equation, and comparing the result to Eq. (5.1), it
is found that the factor of F (E1,cosf) and F (E1,cosf2) defined in Eq. (5.1) are given as

G2 dCunvor. \ "
F(E f19) =—L [ ———unpot. 2j. +1)f(E,E 6 5.8
(E1,cos612) =52 (dEldcosmg) QZ\P1\|p2|( Jre +1) f (B, B2, cosb12), (5.8)

- G%‘ ( drunpol.

-1
F'(E\, cosb12) =943 dEldcos912> Z 1] [P2] (2w, +1) f (Ey, B2, cosf12) . (5.9)
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Here f (E1, E2,cosf2) and f(El, Ey,cos f12) are represented by using NA52(.J), Eq. (4.65), as

f (B, Es,cos012) =V6 Z Z ZZ J g ~Ingy dme T2 N1 6L (J)NB1B2 ()

K1,k2 kY ,Kkh J,J’
X [J Jl 'jKl 'jl’iz ]H’l ]){/2] \/I:lﬂl : ZHQ : lﬁ/l : ll{é]

@+1D)Q+3) (J J 1
I+1 {1/2 1/2 jﬁe}

bee Do D\ (ley by 141
><{PZ/(COSQH)(O 0 0)(0 0 0)

> Jr1 Ik} l Jre Ikl I+1 ;H/l iﬁf J!
Ly by 1/2f Uy 12 (7 e

Iy I I+1 1
by ey 141 ley Lo 1
— P/, (cosby2) ( 01 0 0 ) < 02 0 0)
. . . Jri Jre  J
Jr1 Ik} ZJFI} {jfi2 Ikl ! } : . ’
Ikt Ikl J s (510)
{l ro e, 1/2 ey, iy 1/2 l—i—ll 12 1

and

f(El, Ey,cosf15) \/> Z Z ZZ J A —j,w-/2—jh:e+l+1/2N/3;,5§*(J/)N/317[32 (J)

K1,k2 kY ,Kkh J,J’

) [T Gy e ) o [l e b <)
(21 + 3)3/2 {J J' 1}

T U2 12
. l,.C l,{/ [+1 l/-c ln’ I+1
X Py (008912)(01 0 0 >(02 0 0 >
. P, . ; jl’fl j/iZ J
X{‘Zm o 11721} {? " 11721} Gy dwy 0 (5-11)
s b wy e I+1 1+1 1

The derivation for these formulae is given in Appendix I.4.
Thus the function defined by Eq. (5.4) is represented as

> (2, + 1) 15 (E)

1) = : < . . s 5 (5.12)
22(2JHE + 1) Z [J']kal '.7/{2] ’N v 2(‘])’
Qe K1,k2,J
where Iy in the numerator is defined as
1
I'?e (El) = /71 d cos 012 {f (El, Ez, (¢0)S] 012) + f (EQ, El, [¢0)] 912) COS 912} . (513)
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By using integral relations for the Legendre function,

[ dapi@) =P, = A0 - (-1

-1

2 (1=o0dd)
B {O (I =even)’ (5.14)
1 Pyi(z) = Pa(@)]'
/¥Mﬂﬂ@: FB@%*+ T 1 =R+ RED (£0)

0 (1=0)

_{2 (l=even and [ > 2)

) 5.15
0 (I=oddorl=0) (5.15)

it is found that most terms are canceled, and we obtain

I?C(El) :2\@ Z ZZ(_l)jm +jﬁ/1 TIra Tne [J : J/ 'jlﬂ jr@’l 'jnz} [lnl : ln’l]Nﬂiﬁz*(Jl)Nﬁl’Bz(J)

K1,K2 11'1 J,J/

l le 1 l Ly 1 J J’ 1 J J 1
x [ Fr T FLoTm . . . . , 5.16
( 0 0 0) {‘7'{'1 Jra 1/2} {1/2 1/2 ]ne} {]m’l Ik .]Kz} ( )

where Egs. (G.19), (G.45), and (G.56) have been also used.
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Chapter 6

Results and Discussions

According to the formulation in the previous chapters, observables of CLFV decay p~e™ — e~ e~ of a
polarized and unpolarized muon in a atom are obtained by studying the reduced matrix elements NMeontact
and NMphotonic Of each partial waves. Key questions are how the improved lepton wave functions affects the
transition rate and how the nature of CLFV interactions shows up in the observable. At first, we examine
the lepton wave functions in various approximations. Then we present our numerical results on total decay
rate, angular and energy distribution of final electrons and parity violating asymmetry coefficient of electron
angular distribution for polarized muon.

6.1 Lepton Wave Functions

In order to obtain the matrix elements Neontact and Nphotonic, we need the bound state wave function of
muon and electron and the scattering state wave function of final electrons. The radial wave functions g, (r),

fi(r)

v 9r(r) X (7) )
=1. SR N 6.1
v <zfﬁ,<r>x_,i<r> oy
are obtained by solving coupled equation with appropriate boundary condition

dg,(r) n 1+k

o 9i(r) = (E +m + eg(r)) fu(r) =0, (6.2)
Gelr) L8 g ) 4 (8 m + () ) =0. 63)

The derivation of the equation is given in Appendix E. The Coulomb potential ¢(r) is obtained from the
charge distribution of nucleus p(r) as

e 1 1
o(r) = / p(r') {9(7’ —r) =+ 00" —r)= 2. (6.4)
0 r r
We have studied the point charge p(r) = Zed(r)/r?, uniform, and Woods-Saxon charge distributions. The

uniform charge distribution is taken as

3Ze

= ma(RfT), (6.5)

pc(r)

where we use R = 1.24Y/3fm for mass number A. For each Z, we take the mass number A of the most
abundant isotope [104], e.g., A = 208 for Z = 82. We have also examined the realistic form of the distribution
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of nuclear charge using the Woods-Saxon form,

pc(r) = po [1 + exp (7“ - C)] o (6.6)

The parameters, ¢ and z, for 4°Ca, 2°Sn, and 2°8Pb are listed in Table 6.1. The Woods-Saxon potential
should describe the nuclear shape more accurately than the other descriptions. However the difference of
wave functions between uniform and Woods-Saxon charge distributions is tiny and negligible. Actually, we
found that the modification of the decay rate using Woods-Saxon charge distribution in place of uniform
distribution is less than 1%. Therefore, we will not present results using Woods-Saxon charge distribution.

Table 6.1: The parameters of the charge distribution of the Woods-Saxon form for 4°Ca, '2°Sn and 2°®Pb
[105].

nuclei ¢ [fm] z [fm)]
10Ca 3.51(7) 0.563
120G 5.315(25)  0.576(11)
208ph,  6.624(35) 0.549(8)

For bound state wave functions, we consider three cases, Nr-P, Rel-P, and Rel-U, as shown in Table 6.2,
while, for wave functions of scattering state, we consider three cases, PLW, DW-P, and DW-U, as shown in
Table 6.3. Our final results are obtained by using Rel-U and DW-WS, while results close to the previous
works should be obtained by Nr-P and PLW.

Table 6.2: Abbreviation for bound wave functions.
Abbreviation Equation of motion Nuclear charge distribution

Nr-P Schrodinger Point
Rel-P Dirac Point
Rel-U Dirac Uniform

Table 6.3: Abbreviation for scattering wave functions. PLW denotes the Dirac plane wave, where the
distortion by nuclear Coulomb potential is ignored.

Abbreviation Equation of motion Nuclear charge distribution

PLW Dirac -
DW-P Dirac Point
DW-U Dirac Uniform

6.1.1 Bound State Wave Function of Muon and Electron

The radial wave function of a muon in 15 bound state is shown in Fig. 6.1 and their corresponding binding
energies are given in Table 6.4. The blue, green and red curves are obtained by using Nr-P, Rel-P, and Rel-U,
respectively. The solid and dashed curves show rg_1(r) and rf_1(r).

Compared with point nuclear charge of non-relativistic wave function (N1-P), rg_;(r) of relativistic wave
function (Rel-P) shrinks a little bit towards the nucleus in the relativistic wave function and a small component
r f_1(r), which is not negligible magnitude, appears in Rel-P. The uniform distribution of nuclear charge makes
the Coulomb potential weaker around the nucleus. Since muon mass is large, the effect of finite size nucleus
is larger than that for electron. The muon binding energy becomes about a half of point charge and the wave
function spreads more.
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rg(r),rf(r) Mev'/?]

0 5 10 15 20 25 30

Figure 6.1: Wave functions of a 1.5 bound muon. The blue, green, and red curves are Nr-P, Rel-P, and Rel-U,
respectively. For each, a solid (dashed) curve indicates rg_1(r) (rf_1(r)). For Nr-P, since f_;1(r) = 0, the
small component is not shown.

Table 6.4: Binding energies of a 15 bound muon, B,,.

B,, [MeV]
Nr-P 18.9
Rel-P 21.0
Rel-U 10.5

We take into account the screening effect of muon by using (Z — 1)e for the Coulomb potential of electron.
The 15 bound state wave functions of electron rg_1(r) and rf_1(r) and the binding energies are shown in
Fig. 6.2-(a) and in Table 6.5. The binding energy of 15 state essentially the same for Rel-P and Rel-U. The
blue, green, and red curves are obtained by using Nr-P, Rel-P, and Rel-U, respectively. Here results of point
charge (Rel-P) and uniform charge distribution (Rel-U) are almost the same. Since electron mass is about
1/200 of muon mass, radius of electron orbit is 200 times larger than that of muon and therefore the bound
state wave function is less sensitive to the finite charge distribution of nucleus. As in the muon case, the
relativistic wave function around small radius is enhanced compared with the non-relativistic one. To see
this more clearly, the electron wave function for » < 30fm is shown in Fig. 6.2-(b). Since the contribution
of the overlap integral with muon wave function is dominated in this region, large enhancement would be
obtained by using the relativistic wave function of electron.

Table 6.5: Binding energies of a 1S electron, B..
B, [MeV]
Nr-P  8.93x1072
Rel-P  9.88x1072
Rel-U  9.88x1072

The exited states can also be calculated by the same method. We can recognize the principle quantum
number n of an obtained solution by checking the number of nodes. In Fig. 6.3, we have shown wave function
of 25, 35 and 4S5 states of the Rel-U model. The binding energies of those states are given in Table 6.6. The
binding energies are approximately proportional to 1/n?, which is consistent with the property of analytic
solutions for point-charge potential.
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Figure 6.2: Radial wave function of 15 bound electrons. The meanings of curves are similar to that of Fig.
6.1. The difference between Rel-P and Rel-U is tiny so cannot be recognized in this figure. (b) is an enlarged
view of (a) near the origin.
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Figure 6.3: Wave functions of a bound electron in S states. The red, green, blue, and yellow curves are for
15, 2S5, 35, and 45, respectively. For each, a solid (dashed) curve indicates rg_1(r) (rf—-1(r)).

6.1.2 Electron Scattering Wave

Lastly the radial wave functions of a scattering electron for PLW, Rel-P, and Rel-U. are shown in Fig. 6.4.
Here we show the results for the partial wave with kK = —1 at p = 47.7MeV, which has the largest contribution
to the decay rate among the components of the scattering waves. The comparison between PLW and Rel-P
shows that the wave function is attracted inward by the Coulomb potential, which reflects that attractive
force works between an electron and a nucleus. By considering the finite size charge distribution of the
nucleus, the attraction is weakened compared to the case with a point charge.

6.2 Decay Rate

By using the lepton wave functions, we have studied the decay rate I' of p=e™ — e~ e~. To examine the
dependence of CLFV interaction on decay rate, we studied the following three cases assuming that only one
of CLFV interaction is non-vanishing.

1. contact interaction, where the electrons are emitted with the same chirality

a1 7£ 0, AL/R = O, and 9ij#1 = 0. (67)
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Table 6.6: Binding energies of a bound electrons in S states.
B, [MeV]
1S 9.88x1072
25 2.53x1072
35 1.10x1072
48 6.05x1073

g(r), f(r) [Mev'/?]

Figure 6.4: Radial wave functions of a scattering electron with p = 47.7MeV and k = —1. The blue, green,
and red curves are PLW, DW-P, and DW-U, respectively. For each, a solid (dashed) curve indicates g_1(r)

(f=1(r)).

2. contact interaction, where the electrons are emitted with the opposite chirality
gs ;é 0, AL/R = O7 and gj#5 = 0. (6.8)
3. photonic interaction

Ap #0, Ag =0, and g; = 0. (6.9)

When we average and sum all the spin states of leptons, decay rate of case 1 is the same as that for one of
the coupling constant go, g3 and g4 is non-vanishing. Similarly, for case 2 (case 3), the same decay rate is
obtained when only gg (Agr) are kept non-zero. Of course, the magnitude of a remaining coupling determines
the absolute value of the transition rate. Here, we show results independent of the magnitude of the coupling,
unless otherwise noted.

6.2.1 Comparison with the previous work

The formula of decay rate I'° (Eqs. (4.12) and (4.14)) of the previous work is obtained in plane wave scattering
state and non-relativistic bound state wave functions. Within our formalism, I obtained in Section 4.3 or
equivalently PLW and Nr-P calculation is expected to be almost the same as I'°. Difference between two
approach is that we have taken into account the finite spatial spread of bound state wave functions. In
Fig. 6.5, The Z-dependence of ratio I'/TY for case 1-3 is shown by solid, dashed, and dash-dotted curves,
respectively. The ratio deviates from unity for large Z depending on case 1, 2, and 3 because of using the finite
size bound muon wave function instead of using the plane wave in the previous estimation. It is important
to take into account the finite range of bound state wave functions for large Z.
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Figure 6.5: Z-dependence of the ratio I'/T'°. Here I' is calculated on the plane wave approximation introduced
in Section 4.3. The solid (red), dashed (black), and dash-dotted (green) curves show I'/T° in case 1-3,
respectively.

6.2.2 Effects of Coulomb Interaction on Decay Rate

Now, let us replace used lepton wave functions with more realistic ones. In order to clarify influences of each
improvement for wave functions, we examine four models for the lepton wave functions shown in Table 6.7.
In model I, the bound state wave functions of the muon and electron are calculated in the nonrelativistic
approximation (Non. Rel.) with Coulomb interaction of point nuclear charge (Point Coul.) and the electron
scattering states are in the plane wave approximation (PLW). The model I is actually the same setting as
the plane wave approximation in Section 4.3. Then the wave function of the scattering state is replaced by
the solution of the Dirac equation (Rel.) in model II. In model III, both the bound state and the scattering
state lepton wave functions are calculated from the Dirac equation with point nuclear charge. Finally, we
used the uniform nuclear charge distribution (Uniform Coul.) in model IV.

Table 6.7: Models for the lepton wave functions.
Model Bound state Scattering state

I NR-P PLW
I NR-P DW-P
111 Rel-P DW-P
v Rel-U DW-U

First, contact process is considered here. We start to study the typical transition density pi(r) given by
the product of lepton wave functions as

pur(r) =29, (1) g (r)gp, (r)gz ' (r) (6.10)
to find the role of the Coulomb interaction on the lepton wave function for contact process. Here we take the
most important transition matrix element of the 15 electron and muon to the x = —1 electrons (p=(15) +
e (1S) » e (k = —1) + e (k = —1)), where the two electrons are equally sharing the energy E; = Ey =

Ei5i/2.

The transition densities of the four models for the p~e~ — e~ e~ decay of the 2°®Pb muonic atom are
shown in Fig. 6.6. The dashed curve shows transition density in model I that simulates the previous analysis.
By including the Coulomb attraction for scattering electrons in model II, the transition density is enhanced
around the muon Bohr radius as shown by the dash-dotted curve. Further we use the consistent lepton wave
functions of the Dirac equation with point nuclear charge in model III. The transition density becomes very
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large as shown by the dash-two-dotted curve, which is 1/3 of the actual transition density. However, the
use of point nuclear charge would not be appropriate for an atom of large Z, where the Bohr radius of the
muon can be comparable to the nuclear radius. The solid curve shows our final result by using a finite charge
distribution of nucleus in model IV. The peak position of the transition density is shifted toward larger r
compared with that of point nuclear charge.

‘ 1
I i
— ,/ \ —= MIx1/3
z | \ — IV
S
& i /’L\‘T\
{7 \:\ S
N4 AN\
0 5 10 15 20

7 [fm]

Figure 6.6: The transition density pi.(r) for the p=(15)+e (15) = e (k = —1)+ e (k = —1). The dashed,
dash-dotted, dash-two-dotted, and solid curves show the transition density in models I-IV, respectively.
Figure taken from Ref. [33]. Copyright 2016 American Physical Society.

The decay rate I' obtained in our calculation is shown in Fig. 6.7. Here the ratios I'/T° are plotted,
where T'0 = T? ¢ is defined in Eq. (4.12). We retain only the term of g; and set the other gs to zero (case

contac
1). The contribution of the dominant 1.5 bound electron is included. The dashed curve in Fig. 6.7 shows

T'/To

Figure 6.7: The atomic number (Z) dependence of the ratio of the decay rate I'/T°. See caption of Fig. 6.6,
except dash-two-dotted curve, where we have not multiplied 1/3 for the ratio of decay rate. Figure taken
from Ref. [33]. Copyright 2016 American Physical Society.

the decay rate evaluated with model I, which is the same as the solid one in Fig. 6.5. When we replace the
plane wave electrons with the Dirac wave function for point nuclear charge (II), the decay rate increases as
shown in the dash-dotted curve. When both bound and scattering states are described by the Dirac equation
that includes the Coulomb interaction of point nuclear charge (IIT), the decay rate is even more enhanced as
shown in the dash-two-dotted curve. A realistic description of I'/T'? is obtained by using the uniform nuclear
charge distribution in model IV as shown in the solid curve in Fig. 6.7.

The results show that, while T'° gives reasonable estimation for smaller Z ~ 20, the Z-dependence of
the T is stronger than (Z — 1)3. The ratio I'/T? is about 7.0 for the 2°Pb. We found slightly different
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Z-dependence of I for two types of the effective CLFV contact interaction. The interaction of the g; term
with i = 1,2, 3,4, which leads to the same helicity states of two electrons (case 1), gives I'/T? ~ 7.0(1.1) for
208ph (49Ca). For the g; term with ¢ = 5,6, where the opposite helicity states of electrons are emitted (case
2), the decay rate is I'/T? ~ 6.3(1.1) for 2°8Pb (19Ca). Therefore, Z-dependence of the decay rate for g; ~ g4
is slightly stronger than that of g5 and gs.

All the results of the decay rate were obtained by including a sufficiently large number of partial waves
of final electrons. The convergence properties of the decay rate against the number of partial waves included
are shown in Table 6.8. The number of partial waves needed to obtain convergent results was |k| ~ 6 for Pb
and Sn and |k| ~ 13 for Ca. This happens because the muon Bohr radius is increasing for decreasing Z.

Table 6.8: The convergence property of the partial wave expansion of I'/T°.

Nuclei k| <1 k] <5 |k] <10 |k] <20
10Ca 0.141 0.847 1.11 1.15
120G8n 0.731 2.17 2.21 2.21
208p, 2.89 6.94 6.96 6.96

The results shown so far were obtained including only the main transitions where the initial electrons are
bound in the 1.5 state. The contributions of the electrons from the higher shell 25,35, - - - are estimated within
the independent particle model for the atomic electrons. Contributions of higher shell electrons increase the
transition rate by ~ 20% as shown in Table 6.9, which is consistent with the statement of the previous work
[23].

Table 6.9: The ratio of the decay rates I'/T? for “°Ca, 12°Sn and 2°*Pb. In the second (third) column, the
['/TY including the contribution of the 1.5 (1S and higher shells) is shown.
nuclei ['/TY (only 1) 15 +25+---

0y, 1.15 1.35
1209y 2.21 2.67
208ph 6.96 8.78

Second, we move on to the analysis for photonic process. The ratio of decay rate I'/T?, where I'0 =
I otonic 18 defined in Eq. (4.14), is studied to examine the role of Coulomb interaction of scattering state
and relativistic wave function of the bound states. For simplicity, we set Ar = 0 (case 3) and start discussion
including only the contribution of 15 electron bound state again. We also consider four models summarized
in Table 6.7. The ratio of decay rate in model I is shown in dashed curve of Fig. 6.8. Due to the finite size
of muon wave function, the ratio is decreasing function of Z, as already discussed, which is also observed
for the contact interaction. The results in model II-IV are shown in dash-dotted, dash-two-dotted, and solid
curve, respectively. We use DW for the electron scattering state in these models. By taking into account
the Coulomb distortion and the relativistic bound state wave function, the decay rate is strongly suppressed
compared with I'?, which is quite different from large enhancement obtained for the contact interaction. The
ratio in model IV is 0.27 (0.66) for 2°°Pb (1°Ca).

To understand the mechanism of the suppression of the decay rate, we study a typical transition density,

Pres(r) = 1250 (q07) 9" (1)1 ,,(7), (6.11)

which indicates the partial transition density of a bound muon (15) to a scattering electron (x = —1) and a
photon (I = 0). Here we choose the most important kinematical region p; = (m, — B,,)/2 = qo ignoring the
electron mass. The transition densities calculated by using PLW and DW electron wave functions are shown
in Fig. 6.9. In the PLW case, pr;, is positive definite, since the wave length of scattering electron is the
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T/T,

Figure 6.8: The Z-dependence of I'/T°. The ratios I'/TY of model I-IV are shown in dashed, dash-dotted,
dash-two-dotted, and solid curves, respectively, as Fig. 6.7.

same as that of virtual photon. On the other hand, p;.,,, changes sign and oscillates because of the Coulomb
attraction for the electron. The same mechanism also applies to the vertex of bound electron transition.
Therefore the distortion of final electrons suppress the transition rate.

0.6

72 pie (r) [MeV?]

0 5 10 15 20 2 30
7 [fm]
Figure 6.9: The transition density pty,, (r) for 2°Pb. The dash-two-dotted and solid curves show the transition

density using PLW and DW scattering electron, respectively. Here, the bound muon is treated relativistically
in both curves. Figure taken from Ref. [34]. Copyright 2018 American Physical Society.

In terms of momentum space, the suppression of the decay rate for the photonic interaction can be
understood as follows. The momenta of electron and virtual photon are transferred to bound muon or
electron at each vertex for photonic interaction. Main contribution to the decay rate is when both electron
and virtual photon carry about a half of muon mass, so that the momentum transfer to the bound states
is almost zero. While this is true for the asymptotic momentum of electron, Coulomb attraction increases
the local momentum of electrons close to the nucleus. This brings mismatch of the virtual photon and
electron momentum and increase momentum transfer to the bound leptons and hence reduce the transition
probability. Similar suppression mechanism of the transition rate was pointed out in Ref. [30] for p=-e~
conversion process.

A sufficiently large number of partial waves of scattering electron state has to be included. Convergence
property of the decay rate against partial waves is shown in Table 6.10. The convergence property is almost
the same as the contact interaction. For larger Z nuclei, the decay rate converges faster due to smaller radius
of the bound muon.

For photonic interaction, the effective interaction is non-local due to the propagation of virtual photon.
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Table 6.10: The convergence property of I'/T°. The maximum values of |«| included for the decay rates in
each column are given in the first row.

Nuclei k] <1 |k| <5 |k] <10 || <20
10Ca 0.0762 0.482 0.641 0.663
120Gn 0.125 0.396 0.406 0.406
208p, 0.109 0.270 0.271 0.271

In principle, bound electrons other than 15 state contribute to the decay rate. The decay rate of each atomic
orbits normalized to those of 1.5 state are shown in Table 6.11. It is found the contribution of non-S wave
bound electrons is larger than that of contact interaction. However it is very small compared with those of
1S electron. The total decay rate for 2°8Pb is enhanced by 20% by including electrons other than 1S state.

Table 6.11: The CLFV decay rate coming from initial electrons in each atomic orbit under M shell and 45
orbit. This result is for 2°®Pb. These are summed over spins, and normalized by 1S contribution.

15 25 2P 35 3P 3D 45 Total

1 0.15 7.3x1073 4.3x1072 2.6x1073 2.5x107° 1.8x1072 1.21

6.2.3 Branching Ratio

It is more useful to see the branching ratio Br(u~ e~ — e~ e~ ) rather than the decay rate I'(u"e™ — e~e™)
itself to discuss the relation of high energy theory with experimental observation of u~e~™ — e~ e~ searches.
Here, by using the restriction from other CLFV experiments such as p* — ety and ut — etete™, let us
evaluate current upper limits for Br(u~e™ — e~ e™). The branching ratio is defined by using the py~e™ —
e~ e~ decay rate of muonic atom I'(x~e~ — e~ e ) and the total decay rate of muonic atom 1/7,,,
Br(p=e  —e e )=7I(n" e —e"e). (6.12)

First, we think about contact interactions. The CLFV branching ratio of a muonic atom is given as

Br (;fe* — e*e*) =7,I

3 .
. m T r
=247(Z — 1)3a? <) £ G 6.13

Tr( ) Gem (mﬂ> Tll« Fgontact ’ ( )
where 7, = 1927%/(G%m),) is a mean lifetime of a free muon, as shown in Eq. (C.7). The strongest limits
for couplings gi-gs is determined by a search for u* — eteTe™ process. As denoted in Section 3.2, the

branching ratio of u* — etete™ is calculated by
1
Br (pt —etefe) = 3 (G12 + 16G34 + 8Gsg) , (3.2)

according to Ref. [50]. Keeping only g; term of CLFV interaction, we can express the branching ratio of
u-e~ —e e as

Br(p e —e e ) =192n(Z — 1)°a?

em

3~
me \" Ty T + +oto—
o Br(pm™ —etete ). (6.14)
(mlt) Tu 1—‘gontact ( )

The upper limits of the branching ratio of the previous work (dashed curve) and our results with 15
(solid curve) and all nS electrons (dotted curve) are shown in Fig. 6.10-(a). Here we used the result of the
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SINDRUM experiment Br(ut — eTete™) < 1.0 x 10712 [46] and the data of the lifetime of muonic atoms
7, given in [115]. For 2°8Pb (23¥U), the branching ratios Br(u~e~ — e~ e~ ) considering only 15 electrons
and all electrons are 3.3 x 10718 (6.9 x 10718) and 4.2 x 10718 (9.8 x 107!®), respectively. Br(u~e™ — e"e™)
reaches about 10717 for 238U.

107"

10718 }

10710 ¢

Br(p e  — e e)

Figure 6.10: Upper limits of Br(u~ e~ — e~ e™) for g;-type interaction (a) and Ap-type interaction (b). The
dashed (blue) curve shows the result of previous work [23]. Our results including only 15 electrons and all
1S electrons are shown by the solid (red) curve and the dotted (orange) curve, respectively. Figure (a) taken
from Ref. [33]. Copyright 2016 American Physical Society. Figure (b) taken from Ref. [34]. Copyright 2018
American Physical Society.

Second, let us consider photonic interactions. The CLFV branching ratio is

a MmeTy T
em

Br(p e —e e ) =1536m°(Z — 1)*a

2 2
(141 +14RP). (6.15)
My Ty thotonic
Their coupling constants Ay g are restricted by searches from ut — et~y process, whose branching ratio is
given as Eq. (2.3). Assuming the dominance of photonic interaction, the upper limit on Br(u~e™ — e~e™)
can be expressed by using Byax, which is current upper limit of Br(u™ — e™) as,

Br(p=e” — e e)

Br(pTe” —eTe ) <

Br(ut — ety) —M
Me T, r
:4(2 - 1)3a3m < £ Bmax~ (616)
My T thotonic

The Z-dependence of upper limit of the branching ratio, Eq.(6.16), is calculated using Byay = 4.2 x 10713
by MEG experiment [45]. Now, for simplicity, we take into account only Ay, term of CLFV interaction. The
dashed (blue) curve in Fig. 6.10-(b) shows the result of previous work [23]. Results of this work is shown
in solid (red) curve and dotted (orange) curve taking into account 1S electrons and all bound electrons,
respectively. From the improved estimation using relativistic Coulomb lepton wave function, the branching
ratio Br(u~e~ — e~ e~ ) is about 10712 for 2°8Pbh. The non-1S bound electrons increase the branching ratio
about 20%.

6.3 Distribution of Emitted Electrons

Next we estimate the energy and angular distribution of the electron calculated from the double differential
decay rate in Eq. (4.24). This would be an important guide for search experiments to reduce backgrounds
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by some kinematical cutoff. Here, we use a new dimensionless energy ¢, instead of F, defined as

E; —m,

= < 6.17
EZs —2m,’ (6.17)

€1

which can be a value from 0 to 1 corresponding to m. < E1 < Ep5 — me.

Figs. 6.11-(a) and 6.11-(b) show dI'/de; /d cos b2 for contact case (case 1) and photonic case (case 3),
respectively. They contain contribution from only 1S electrons for the 2°8Pb. The two final electrons are
mainly emitted with the same energy in an opposite direction, since the momentum carried by the bound
two leptons is minimized in this configuration.
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Figure 6.11: The energy and angular distribution of emitted electrons for 2°®Pb by using g;-type interaction
(a) and Ap-type interaction (b). Figures taken from Ref. [34]. Copyright 2018 American Physical Society.

As seen in Fig. 6.11, the distribution of photonic case widens to the energy direction but shrinks in
the angular direction, compared to that of contact case. That can be understood by checking carefully the
difference of the distortion effect to different kinematics. As mentioned above, the most favored allotment
of electron energy is the case of ¢; = 0.5, but the transition matrix is the most suppressed by final state
distortion because the effective enhancement of local momentum of emitted electron makes a mismatch with
photon momentum. On the other hand, let us consider a case where €; is smaller or larger than 0.5. Although
the suppression also occurs on the QED vertex with a bound electron, it is soften on the CLFV vertex with a
bound muon where the momentum mismatch originally happens between an emitted electron and a photon.
This is because the momentum mismatch is rather reduced by enhancement of the local electron momentum
on the CLFV vertex. Moreover the shrink in the angular direction can be explained by each distortion effect
to the transition matrix element with a partial wave of emitted electron. Generally, a distortion changes
a wave function with a lower angular momentum more drastically. As Eq. (4.66), the 615 distribution is
described by the Legendre polynomials P;, whose the subscript [ typically indicates the angular momentum
transfer between the different elements of the transition matrix. By the above discussion, it can be said that
the coefficient of P, with lower [ is more suppressed than that with the higher [ by final state distortion,
which leads to the shrink of the distribution in the angular direction.

The electron energy spectrum normalized by decay rate dI'/de; /T and the angular distribution between
the two electrons dI'/d cos 612 /T are shown in Fig. 6.12 for cases 1-3. In both of these figures, the solid (red),
dashed (black), and dash-dotted (green) curves indicate differential decay rates for case 1-3, respectively.
The distributions for contact case 1 and 2 are almost the same, so we cannot read the discrepancy from the
figures. However we can recognize that the distributions for photonic case 3 have different shapes from that
for contact cases.
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Figure 6.12: The energy distribution (a) and angular distribution (b) for 2°Pb. The solid (red), dashed
(black), and dash-dotted (green) curves correspond to model 1-3, respectively.

For the contact interaction that leads to the same chirality of final electrons, i.e., g1 ~ g4 terms of CLFV
interaction (2.11), the Pauli principle prevents the final electron from having the same momentum. On the
other hand, in g5 and gg terms that lead to electrons with opposite chiralities, this does not apply. A difference
between two interaction terms appears near cosf = 1 as seen in Fig. 6.13. As shown so far, the detailed
structure of the electron distribution depends on a kind of CLFV interaction. This result gives the possibility
to identify the CLFV interaction by observing the energy-angular distribution of emitted electrons.
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Figure 6.13: The angular distribution of emitted electrons for 2°8Pb.

Even before the first CLFV signal is found, the information of the distribution is useful to discuss the
reduction of experimental backgrounds. In a search for y~e~ — e~ e™, the main background is expected
to be accidental recombination of unrelated two electrons, such as electrons coming from DIO. Since the
distribution of the signal electron pair is localized at ¢; = 0.5 and cosf12 = —1, the restriction of the
kinematical window in the search may be useful to reduce the accidental backgrounds. To present a material
for discussing availability of the kinematical cut, we check how the efficiency of p~e™ — e~ e signal decreases
by the prescription. Let us suppose to restrict the signal window to

1 Ae 1 Ae
and
—1 < cosbia < -1+ Ac. (6.19)
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When choosing these cut parameters as (Ae, Ac), how much ratio of total signal events can be detected is
summarized in Table 6.12. For example, if the efficiency of 50% is needed, (Ae, Ac) = (0.2,0.5) is reasonable.
So far we have assumed the rectangular signal window in €;-cos 812 plane. However it is necessary to discuss
what the best shape is: e.g. the circular window could be better than the rectangular one.

Table 6.12: The ratio of detectable signals to the total u~e™ — e~ e~ events by using the cut parameters (Ae,
Ac). The nucleus is supposed to be 2°8Pb, and its charge distribution is taken as uniform. The second line
corresponds to the case where electron pairs in the entire region are used to recombine " e~ — e~ e~ events,
and it should be unity.
Ae 1 03 03 03 02 02 02 01 01 01
Ac 2 05 025 01 05 025 01 05 025 0.1
Case 1 (g1-type) 1.00 0.81 0.64 0.38 0.67 0.53 032 0.39 0.32 0.19
Case 2 (gs-type) 1.00 0.81 0.65 0.39 0.67 0.54 0.33 039 0.32 0.19
Case 3 (Ap-type) 1.00 0.80 0.70 0.47 0.63 0.56 0.37 0.35 0.31 0.22

6.4 Asymmetry of Electron Angular Distribution from Polarized
Muon

We study the asymmetry of electron angular distribution from polarized muon formulated in Chapter 5.
The asymmetric distribution of electron is parity violating observable and the observable might be useful to
further identify the nature of CLFV mechanism. We focus on the asymmetry coefficient o defined in Eq.
(5.4). Here we take into account only the contribution of 15 bound electrons.

Since the mechanism of the asymmetry is not understood in a straight forward way, we examine the three
models for bound state and scattering state wave functions as tabulated in Table 6.13.

Table 6.13: Models for the lepton wave functions.
Model Bound state Scattering state

I NR-P PLW
I Rel-U PLW
111 Rel-U DW-U

At first, let us focus asymmetry obtained by using the g;-type Lagrangian. Feature of this interaction is
that two electrons in the finite state has the same chirality. The asymmetry « in model I (Non-relativistic
bound state and plane wave scattering state) vanishes as shown by the dotted line in Fig. 6.14. Using the
fact that g term is contact interaction and emits electrons with the same chirality, the Pauli principle for the
final electron pair requires that the transition amplitude is also anti-symmetric under the exchange of spins
of bound muon and electron. Therefore the transition probability does not depend on spin direction of muon.
This argument also applies the other contact interactions where the final electrons have the same chiralities.
Explanation of this feature using explicit analytic formulae is given in Appendix H.1. Using Dirac equation
with the finite size of the nucleus (Model II), a becomes actually non-zero values, shown by the dashed curve.
Here the small components of bound leptons and the finite size of the nucleus play an important role. If we
use point charge solution for both muon and electron bound state, o vanishes. This reason of vanishing is
discussed in Appendix H.1 by using simple expressions. Finally, taking into account the distortion of final
electrons (Model III), « is shown by the solid curve. The distortion of emitted electrons by the nuclear
Coulomb potential gives just a small correction in this case.
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Figure 6.14: Energy dependence of the asymmetry factor a for g;-type case. The nucleus is 2°Pb. The
abscissa indicates the dimensionless energy €;. The dotted (black), dashed (gray), and solid (red) curves
show a of model I-I1I, respectively.

Next, we focus on the gs-type operator, where the emitted electrons have opposite chirality with each
other. In contrast to g;-type interaction, the asymmetry « is negative values even in model I, shown by the
dotted curve in Fig. 6.15. Here due to orthogonal chirality of final electrons, the exchange term in Eq. (4.18)
vanishes in the massless electron limit. For simplicity, gs-type operator egr~y,prery"er can be converted into
scalar-type operator €y ugeéger, by the Fierz transformation. As seen in the form of this scalar-type operator,
an electron coupled with muon should inherit information of the spin direction from muon. Since the electron
is left-handed in gs-type operator, the final electron has tendency to be emitted in the direction opposite to
the muon polarization vector P. The asymmetry factor in model II is described by the dashed curve. We
can also see a drastic change of the energy dependence of a by including relativity of bound states. Since
the small component of a fermion can be a spin component with the opposite direction to a spin of the large
component, the relativistic effect changes the energy dependence of the asymmetry factor. The model III is
shown by the solid curve, which including the distortion of emitted electrons. As in the g;-type interaction,
the effect of distortion affects a a little.

0.4

Figure 6.15: Energy dependence of the asymmetry factor a for gs-type case. The nucleus is 2°®Pb. The
abscissa indicates the dimensionless energy €;. The dotted (black), dashed (gray), and solid (blue) curves
show a of model I-I11, respectively.

Fig. 6.16 shows the asymmetry factor on the Ag-type operator. The asymmetry factors in model I-I1I are
plotted by the dotted, dashed, and solid curves, respectively. In the photonic interaction case, the distortion
of emitted electrons plays a significant role.
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Figure 6.16: Energy dependence of the asymmetry factor a for Ap-type case. The nucleus is 2°®Pb. The
abscissa indicates the dimensionless energy €. The dotted (black), dashed (gray), and solid (green) curves
show a of model I-IT1, respectively.

The asymmetry coefficients for eight operators are summarized in Fig. 6.17. Eventually, we get finite
values of « for all operators, which suggests that it is possible in principle to distinguish the chirality struc-
ture of CLFV interactions with parity violation by observing angular distribution of one emitted electron.
According to the result, the sign of a corresponds to the chirality of muon: If the CLFV operator includes a
right (left)-handed muon field, the sign of « for low and high F; is positive(negative) and negative(positive),
respectively.
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Figure 6.17: Energy dependence of the asymmetry factor a. The nucleus is 2°®Pb. The abscissa indicates
the dimensionless energy €;. Each of curves corresponds to case of single operator dominance hypothesis.
Refer to the legend for what operator is supposed to be dominant.

Let us add discussion on the P - (p; X po) in Eq. (5.1). This observable is parity-even but CP-odd, so
F' is non-zero when CP violates. F vanishes if the emitted electrons are taken as plane wave, as long as we
have assumed no CP violation of CLFV interaction. However, it is known that this type of CP violating
observable is non-zero due to the final state interaction [106]. In our case the distortion of emitted electrons
makes F non-zero. Fig. 6.18 show the function F' when cos#;o = —1. Since the P - (p1 X p2) is parity-even,
F of gy is the same as that of go. As shown in Fig. 6.18, F is largest value in photonic case. The amplitude
of F is of order O (10*1). It will be important in the future search for CP violation of CLFV interaction to
notice that final state interaction should be properly included to avoid the spurious CP violating effect.
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Figure 6.18: CP violating factor F on cosfis = —1. The nucleus is 2°8Pb. The abscissa indicates the

dimensionless energy €;. Each of curves corresponds to case of single operator dominance hypothesis. Refer
to the legend for what operator is supposed to be dominant.

6.5 Model Distinguishment

Once the CLFV processes is found in future, apparent question is what is the mechanism of lepton flavor
violation. It is an interesting question whether we can/cannot find experimental observables to distinguish
types of interactions. We discuss distinguishment of CLFV operators based on the analysis on u~e™ — e~ e~
presented in the previous sections.

The first useful observable is the atomic number dependence of the decay rate, which shown in Fig. 6.19.
Here, in addition to the cases defined in Eqgs. (6.7)-(6.9), we have introduced the extra case

4. both of contact and photonic interactions

g1 =100A, #0, Ag =0, and gj»; = 0. (6.20)

We have chosen g1 /A, = 100 in the case 4, while g1 /A, ~ 270 using the current upper limits of Ay, and g;.
The ratios of the cases 1 (in a solid line) and 2 (in a dashed line) strongly increase as Z. One would need
precise measurements to discriminate the case 1 from 2. On the other hand, the case 3 exhibits a moderately
increase as Z. We may expect the contribution from both the photonic and the contact interactions in the
case 4 and the Z-dependence is drawn as a dotted line in Fig. 6.19. Thus one of possibilities to distinguish
the CLFV interactions is the Z-dependence of u~e™ — e~ e~ decay rate.

Figure 6.19: Z-dependence of p~ e~ — e~ e~ generated by four different models. They are normalized by the
rate for Z = 20. A solid red line shows the case 1, a dashed black line shows the case 2, a dash-dotted green
one shows the case 3, and a dotted orange one shows the case 4. Figure taken from Ref. [34]. Copyright
2018 American Physical Society.
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The second possibility is the energy and angular distribution of emitted electrons. As mentioned in
Section 6.3, the energy-angular distribution is different between contact and photonic cases. The g;- and
gs-type operator gives different distribution in principle, but the difference is little and it requires a very
careful measurement.

By using the first and second methods, the Z-dependence of CLFV decay rate and the energy and angular
distribution of emitted electrons, we could identify the contact and photonic operators clearly. Moreover, the
g1- and gs-type operators exhibit a small difference in Z-dependence and angular distribution and precise
measurement of these observables one may able to distinguish two types of interactions. So far, one cannot
distinguish the g; term from the g» term by using these observables. In summary, we can identify three types
of interaction, g1 — g4 type, g5 — g¢ type and photonic interactions but it is difficult to identify the chiral
structure of the CLFV interaction.

Finally, the third method is to observe the angular asymmetry of electron emission with polarized muon.
Observation of non-zero asymmetry coefficient provides us clear evidence of parity violation of the CLFV
operator. Our analysis have shown that all parity-violating operator has a finite asymmetry for an emitted
electron. The asymmetry reflects the chiral structure of the CLFV interaction. Therefore, for example, g;- and
go-type operators could be identified by observing the sign of the asymmetry. Since the asymmetry factors for
g1-, g3-, g5-, and Ag-type interactions have the similar energy dependence, the careful investigation is needed
to distinguish them by the asymmetry difference. The interpretation of the asymmetry is not straightforward
but it depends on relativistic treatment and final state interaction. Therefore careful analysis such as done
in this work is important. It is noticed further that the asymmetry is zero around the two-electrons have
the same energy, where the rate is maximum. Therefore to measure asymmetry one has to observe events
slightly away from the most favorable kinematics.
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Chapter 7

Conclusions

We have analyzed the p~e™ — e~e~ CLFV process in muonic atoms. Coulomb interaction of leptons with
finite nuclear charge distributions is taken into account by using the standard multipole expansion formalism
and the numerical solutions of Dirac equations for both the electron and muon wave functions. The effects
of Coulomb distortion of the emitted electron and relativistic treatments of the bound leptons are very
important for quantitative estimations of the decay rate. The effects of improvement is significant for heavier
atoms. When contact interaction is dominant, enhancements of the decay rates of about nine(14) times for
208ph(2387), respectively, compared with the previous analysis are obtained due to the enhanced overlap
integrals of the lepton wave functions. While, when photonic interaction is dominant, the decay rate is
suppressed about a quarter for 2°°Pb.

We also found that different operators of the CLFV interaction generate sizable difference in the Z-
dependence of the decay rate and also the angular distribution of the emitted electrons. This is because the
distortion of final electrons plays different roles between contact and photonic processes. The asymmetric
angular distribution of electron form the polarized muon shows strong dependence on the chiral structure
of the CLFV interaction. These results provide us a possibility to investigate a detailed nature of CLFV
interaction by observation for the u~e™ — e~ e~ process.

In this thesis, we have not studied the possibility of several kind of CLFV interactions, which involves
interference among the amplitudes. It would be so interesting to research the property of interference. For
some model, contact and photonic processes are predicted to have similar strength. In that case, for example,
Z-dependence of the transition probability could exhibit characteristic behavior.

Our detailed analysis of angular and energy distribution of electrons in addition to the total decay rate
will be useful for simulation to search for the best configuration to catch the signal events.
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Appendix A

Notations

In this appendix, the notations used throughout this thesis are summarized.

A.1 Unit
We use the natural unit, so that
c=h=¢ =1, (A1)

where ¢, I, and ¢ indicate the speed of light, the Dirac constant (reduced Planck constant), and the dielectric
constant of vacuum, respectively. The Heaviside-Lorentz convention is used so that the fine structure constant
is given as

]

1

e
em = 7 - = 755 A2
Gem = 4r T 137 @2
where e is the elementary charge.
A.2 Metric
The Minkovski metric used in relativity is set as
1 0 0 0
0 -1 0 0
o ur
Juv = g ~lo 0 1 0 (AS)
0 0 0 -1

A.3 Dirac Matrix

When writing down the Dirac matrices or four-component spinors in this thesis, we use the Dirac represen-

tation:
o_ (12 O i_ (0 o C_
v = (0 1) v = o, 0 (i=1,2,3), (A4)

where 15 is the 2 x 2 identity matrix and o;s are the Pauli matrices,

S N (I N A a9
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Also, we use a; = y%y" and B = 4°, which can be written as

w=(o %) o= (5 ) (A0

The chirality operator 75 is represented as

V5 =1Y0717273 (A.7)
(0 1,
(0 %), a9

The projections for left-handed and right-handed component are defined as

1—
PL=—g
:% (1122 —1122) , (A.9)
1
:% Gz E) , (A.10)

respectively.

A.4 Field Theory

Generally, a Dirac field operator ¢ in a time-independent potential is expanded as

3
)=y [ e A CACA R AT ALY

+ Z ap "y (r) + Z b?/’ST¢?/’S(r)] exp (—ip’t) . (A.11)

Here the first and second terms correspond to continuum and discrete states, respectively, and p and « are
their indices. Also, ¥¢s (¢¢s) and ags (bes) indicate the wave functions and annihilation operators for the
positive (negative) energy solutions of the Dirac equation, respectively.

The state that one scattering particle ¢ exists, |¢,), is described as

|63) = \/2p0aF*" |0) (A.12)

where |0) indicates the vacuum. For a bound particle, we also set

¢z = ag" [0). (A.13)
Corresponding to the above definition, the normalizations of ¥ys are determined as
[ ) =2 en) 5 (p - )6 (A14)
[ o i () bt (A15)
and ay satisfy the following anti-commutation relation:
{ap, a1} =@n)*69(p — P10, (A.16)
{a‘;’s,a?/’slf} =00,/ 0,57 - (A.17)
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A.5 Other Abbreviations

For simplicity, we sometimes use the square brackets as

[j1-Jo - Jnl = (251 +1) (252 + 1) -+ (2jn +1). (A.18)
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Appendix B

Useful Special Functions

B.1 Spherical Bessel Function

The spherical Bessel function is a solution of the differential equation

d2f+2df+{1—l(”1)}f:o. (B.1)

dr?2  rdr 72

Of two kinds of linearly independent solutions, the regular solution j;(r) is called as the spherical Bessel
function, while the solution irregular at the origin n;(r) is called as the spherical Neumann function. The

linear combination hl(l)(r) = ji(r) +iny(r) is called as the spherical Hankel function of the first kind, and
hl(Q) (r) = ji(r) —iny(r) is called as the spherical Hankel function of the second kind. Therefore the j;(2) is
represented by hl(l)(r) and hl@)(r) as

(1) 2
Ji(z) = hl('z);hl)('z) (B.2)

Their asymptotic forms near the origin are given as

. z—0 1 l

gi(z) = 7(21_’_1)”2, (B.3)
; -1

ny(z) 3° (2 + D!, (B.4)

where (20 + 1)!! = (21 4+1)(20 — 1) ---5- 3 - 1. On the other hand, their asymptotic behaviors at |z| — co are
represented as

z o0 1 l ]_
Ji(z) 7= = cos (z - +7r> , (B.5)
z 2
200 1 . I+1
ny(z) = = sin (z - +7r) , (B.6)
z 2
B () T (i) (B.7)
z
h{D (z) 725° z‘”+1€7. (B.8)

The spherical Bessel functions have the following symmetry under flipping the sign of its argument,
Zz = —Z:

.
3
=
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w
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Il

(1)"a(2), ©9)
(=)"AD (2). (B.10)
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Derivative of the spherical Bessel functions can be represented as

3n) =25 (r) ~ 1 (1) (B.1)
S (r) = (), (B.12)

where j;(r) indicates all of the spherical Bessel, Neumann, and Hankel functions.

B.2 Confluent Hypergeometric Function

The confluent hypergeometric function 1 Fi (a, b; z) satisfies the Kummer’s differential equation,

> f daf
At z ~ 0, this equation (B.13) reduces to
&>fdf
— 4+b— =0. B.14
“dz2 + dz 0 ( )

Therefore there are two independent solutions, which behaves as 20 and z'~® near the origin. The solution

of 2V is the confluent hypergeometric function | F} (a, b; z), normalized to be 1 Fy(a,b;0) = 1.
1F1(a,b; z) has the power series near the origin,

1 2
1F1(a,b;2):1+gz+a(aJr )z

Ty a TOE): (B.15)

Moreover the confluent hypergeometric function satisfies the following relations:

%1F1(a,b; 2) :%1F1(a,b;z) (B.16)
-7 b Fi(ab+1:2) + 1 Fa(a b 2), (B.17)

e 2 Fy(a,b; 2) =e*/2 Fi(—a + b, b; —2), (B.18)
z1Fi(a+ 1,0+ 1;2) =b[1 Fi(a+ 1,b;2) — 1 Fi(a,b; 2)] . (B.19)
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Appendix C

Muonic Atom

In this appendix, we outline phenomenology of muons and muonic atoms.

C.1 Muon

Here, let us describe the nature of muon. Except for its mass, a muon has nearly the same properties as an
electron, so that it is a fermion with the same electric charge as an electron. The mass of a muon and of an
electron are

m,, =105.6583715(35) [MeV], (C.1)
me =0.510998928(11) [MeV], (C.2)

and its mass ratio m,/m. is about 207 [63].

C.1.1 Decays

The most important property of muons different from electrons is that muons are unstable and decay into
lighter particles. A negative and positive muon decays into an electron and two neutrinos as

Lo — e Ve, (C.3)
pt = e, (C4)
respectively. The decay is called as the Michel decay [107].
The muon decay is described by four-Fermi interaction,
4G ,_ _
£Fermi - - a (VM’Y#PL/’L) (e’}/;LPLVe) + [H'C'L (C5)
V2
where G is the Fermi constant. In the SM, it is represented as
2
Gr (C.6)

- g
42m?, ’

at tree level. Here g is the SU(2), gauge coupling constant and myy is the mass of W boson. The value of
the Fermi constant is Gp = 1.166 x 1075GeV 2. In terms of those parameters, the lifetime of free muon is
written as

7 = 1927° /(GEm)). (C.7)

The experimental value is 2.1969811(22) x 1055 [63].
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C.2 Muonic Atom

When a negative muon stops in a material, it is trapped by a nucleus and forms an “atom” while some
electrons are knocked out. This is called a muonic atom. Just after the muon being captured by the nuclear
Coulomb field, it is in a high excited state, n =~ 14. However, since the Pauli exclusion rule is not applied
between a muon and any electrons, the muon cascades down to 1.5 state rapidly while photons and Auger
electrons are emitted [108].

Since a muon has 207 times heavier than an electron, the Bohr radius of a muon is 1/207 of that of an
electron. In other words, the muon is localized very close to the nucleus, its wave function is greatly affected
by the charge distribution of the nucleus which could not be a problem in the case of the electron.

C.2.1 Decays

As mentioned above, the lifetime of free muons is about 2.2 ms. However, in the case of muonic atoms, in
addition to the Michel decay of the muon on orbit (Decay In Orbit, DIO), the process that a proton in the
nucleus captures the muon,

pTp = v, (C.8)

also occurs. Using the decay rate I'. due to the muonic capture of a proton and the decay rate I'y due to the
Michel decay, the total decay rate of muonic atoms I'; is expressed as

Iy =T.+ QL. (C.9)

Here @ is called as Huff factor, which describes the effect of decreasing the Michel decay rate of bound
muons as compared to free muons. Now, there are three conceivable effects as the cause that the decay rate
of bound muons changes from that of free muons. First effect is due to the phase space of the final state
suppressed by the bound energy of the muon, which make the decay rate smaller. Secondly, it should be also
considered that the wave function of the final state electron is attracted by the nuclear Coulomb potential,
and the overlap with the muon wave function becomes large. This effect leads to an increase in decay rate.
As the third effect, there is also a relativistic time lag due to bound muons moving at the average velocity
Z e, which also has the effect of lowering the decay rate. When considering the energy spectrum of emitted
electrons, this effect of relativistic time delay is much smaller than those of the previous two. However, when
calculating the total decay rate, unless electrons can not escape the Coulomb potential, the first and second of
these three effects are almost canceled because of the electromagnetic gauge symmetry [26, 109]. Therefore,
the Michel decay of a muon bound to nuclei whose atomic number is not so large is mainly suppressed by
relativistic time lag. The energy distribution of DIO electron for a various muonic atom is given in Ref. [28].
After Ref. [28], there have been some improvement to include the nuclear recoil effect and the QED radiative
correction [59, 110, 111, 60].

Next let us consider the reaction in which muons are absorbed in nuclei. If the atomic nucleus is taken as
a point charge, the radius of the wave function of the bound muon decreases as Z 1. As a result, the value at
the origin of the muon wave function increases in proportion to Z3. Also, since the number of proton, which
can capture muon, also increases in proportion to Z, of course, the decay rate of the muon capture process
is roughly expected to be proportional to Z4. However, taking into account the finite volume of the nucleus,
the most part of the bound muon wave function could overlap the nucleus. For this reason, it is convenient
to use the effective proton number Z. ;s to consider the nuclear finite volume. Z.s; is defined as [112, 113]

1/4

Zgs =2 | [ @rlsnP o) (c.10)

Moreover, since general nuclei have more neutrons than protons, the Pauli exclusion principle restricts tran-
sitions from protons to neutrons. Taking into account that the reaction rate is reduced by this effect, the
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muon capture rate of a proton is rewritten as [114]

A—-Z7
_ 74 _
.= 24X {1 Xg( = )] (C.11)

Here, the first parameter X; denotes the muon capture rate for muonic hydrogens, and the second one X5 is
the effect of decreasing the rate by the exclusion principle. These values are determined as

X, =170 [s7'], Xp=3.125, (C.12)

by experiments.

For the total decay rate of muonic atoms, I'y, the contribution of the muon decay in orbit, QI'4, is major
when the atomic number is small, but as the atomic number increases, the contribution of the capture process
by the nucleus, I';, becomes dominant. The Z-dependence of the measured lifetime is as shown in Fig. C.1.
The lifetime of muonic hydrogens is almost the same as that of free muon, which is about 2.2 ms, but in the
case of muonic leads where the capture process dominates, it is about 82 ns [115].
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Figure C.1: Mean lifetimes of a muonic atom with atomic number Z [115]
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Appendix D

Solution for Dirac Equation with
Point-Charge Coulomb Potential

This appendix describes the way to obtain the analytic solution of the Dirac equation with point-charge
Coulomb potential 9 (r) = (Ze)/(4nr) [108, 116].
The coupled equation to solve here is

dgg—y) + liﬁgn(r) —(E+m+ Zae’")fﬁ(r) =0, (D.1)
ﬂgﬁ+1%fh@H4E_m+Z%mm4mzm (D.2)

which is derived from Egs. (E.23)-(E.24) in Appendix E, by choosing ¢ (r) = (Ze)/(4nr). For convenience,
let us define new functions G and F' as

G =rg,(r), (D.3)
F =rf.(r), (D.4)

respectively, and the coupled equation is rewritten as

d Z em
GJrKG(EerJr a >FO, (D.5)
dr T T

F Z Qe
d—”F+<E—m+ O‘“)Gzo. (D.6)
dr r T

This equation has both of solutions with discrete and continuum spectrum, and they are called as bound
solutions and scattering solutions, respectively. We show those derivations in order below.

D.1 Bound State

In this section, we describe the method for finding the bound solutions and its energies of Eq (D.5)-(D.6).
First, let us consider a behavior of Egs. (D.5)-(D.6) in the region where 7 is small. Assuming that (E£+m)
is negligible compared to Zaey, /7, Egs. (D.5)-(D.6) become

dG K ZOlem

G — F = D.
dr + TG r 0, (D.7)
dF Zem

_hp g flemg ), (D.8)
dr r r
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respectively. Suppose that both of G, (r) and F,(r) are analytic near the origin, the lowest order of its Taylor
expansion is a leading term. Let 7 be the lowest order, and represent G ~ ar?, F' ~ br" where a and b are
constants. Inserting them into Eq. (D.7)-(D.8), we can get

ayr’™ 4 kar? Tt — Zoagbr? Tt =0, (D.9)
by’ — kb + Zaemar®™ ! =0, (D.10)

which lead to the relation of ~, a, and b,

7+ K _Zae'm ay
(3r 2o (2) <o o

The condition that both a and b can have finite values is

"Y + K 7Zaem _ 72 _ KQ T (Zaem)2 _ 0, (D12)

ZQem Y — kK

or,

v =\ K2 = (Zowem)”. (D.13)

Now, assuming Zae,, ~ Z/137 < 1, it is guaranteed that ~ is a real number. Moreover, according to the
definition of v, v should be positive to obtain a regular solution. Here, we choose positive one,

v =K = (Zaem)?, (D.14)

and let us consider the regular solution of the coupled equation (D.5)-(D.6).
Before beginning to solve Egs. (D.5)-(D.6), let us define

p =2Ar, (D.15)
A =vm? — E2. (D.16)

Since d/dr = 2Ad/dp, Eqs. (D.5)-(D.6) become

diﬁp) _ %zp) N {W;;E N ZO;em} Flp), (D.17)
SIS e

Now, research the behavior of G(p) and F'(p) at p — co. If p is sufficiently large, 1/p terms can be neglected,
it reduces to

dc;ff) BT ), (D.19)
dF(p)  E-m
= ) (D.20)

Connecting them, it is found that

d*G(p) m?— E?
dp? 402

=—G(p). (D.21)
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Therefore it can be expected that G(p) ~ e®r/2 at sufficiently large p. Here we exclude the solution of e/,
which diverges at infinity. We can also obtain the similar result for F(p). Now assuming that G and F' can
be represented by linear combination of certain functions ¢;(p) and ¢2(p):

G(p) = Vm+Ee 2 (41(p) + ¢2(p)). (D.22)
F(p) = Vm —Ee™? (41(p) — d2(p)) - (D.23)
After substituting them into (D.17)-(D.18), we have
o) = (5= 5) 0o+ |EE ¢ Do | m2E gy g, (D.24)
d%)(aﬁ — ¢2) = {m”\E - Zo;em} me E(¢1 + ¢2) + <1 I;) (61 — ¢2), (D.25)
or
dg1 Zotem K ZOemm
dp<1 v )¢1<p+ N )¢2, (D.26)
dps [ Kk Zaegmm ZaemE
2 <_p + 2o ) o+ 2o, (D.27)

Here, suppose that ¢; and ¢ can be expanded in power series. As shown above, the lowest order of
power expansion of G and F' are A. Let us factor it out to write

(o)

S (0.25)
i=0

=p* Z Bip'. (D.29)
i=0

Substituting them into Egs. (D.26)-(D.27), we obtain
_ Zoaem B ; Zemm ,
ity — em aty—=1 em A ty—1
Dauli et = i - T S g (1o 222 );m L (D)

; ZOtemm ; ZoemE -
N7 ity—1 _ [ em idy—1 em idy—1
IR _( oy L );W s DS (0.31)

Therefore the following relation is given by comparing coefficients of the left and right hand side:

Z E Z

(i +7y)a; =a;q — a;\m oG — <l-€ + oz;mm> Bn, (D.32)
Z em Z emE

(i+7)8i = (—H + aA m) @i + a/\ Bi. (D.33)

Eq. (D.33) leads to

& Kk — Zaemm/A

- _~em/T D.34
o n —i ’ ( )
where we have defined
Z E
n = O‘% — . (D.35)



Then, we can get the recursion formula for a; from Eq. (D.32):

n —i
P = T e 1. D.36
“ i+ (-36)
Solving this, we know the general formula of a; to be
(I1-n)2-n)---(i—n')
2y +1)---(2y+1)

ao. (D.37)

o =

Also, Eq. (D.34) yields a formula of 3; including ay,
k— Zaegmm/A(L—=n")2—-n")--- (i —n)

i = - - - . D.
b n' —i 2y +1)---(2y+1) a0 (D-38)
Using Eq. (D.34) for i =0,
n/
B Zaemm/)\ﬁo’ (D-39)
Bi is given as
n'(n' —1)---(n —i
go= (D) g (D.40)

A2y + 1) (2y+1)

We have the definite forms of a; and §;. Then, let us return to Eqgs. (D.28)-(D.29) and determine ¢, ¢s.
Using the power series of confluent hypergeometric function, Eq. (B.15), ¢; and ¢o are represented as

¢1 =aop"1 F1(1 —n', 27y + 1;p), (D.41)
P2 =Bop 1 F1(—n', 27 + 15 p)
— ZOgmm/ A
- (lwn/m/) app” 1 Fi(—=n', 2y + 1;p). (D.42)

However, in order to normalize the wave function, ¢; and ¢ must be polynomials of finite order at most.
This requirement is equivalent to that n’ is non-zero integer:

n =0,1,2, . (D.43)
Now we define the principle quantum number n:
n=n'"+|kl, n=1,23--. (D.44)
According to Egs. (D.14), (D.16), and (D.35), the eigen-energy E is represented as
97 —1/2

Z em
E=m |1+ a . (D.45)

n— |:‘i| + \/ K2 — (Zaem)2

Although energies with the same principle number n are degenerate in nonrelativistic theory, it is found that
the energies split by the relativistic effect and they are in order of the magnitude of angular momentum
Jj=|kl—1/2.

Finally, the formula of radial wave function is written down. By normalizing by the condition

/OO (9° + f2) rPdr =1, (D.46)
0
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the radial functions are represented as

(g,.@(r)) - +1 \/2)\5(miE)F(27+n/ 1) o pr-1gir

fu(r) 29y + 1) \| m2Zaem(mZ ey — Ak)n'!

Z em
X {(m /\O‘ — m) VP (=, 2y + 1520r) Tt Fi(1 =, 2y + 1;2AT)} :

Especially, the wave function for 15/, state is obtained by choosing n =1, k = —1:

mZo 1+ 2mZ oemr)”
-1(r) = e L) COZO ), i Zar),

B mZoem (1 —v) 2mZaemr)?
a0 ==\ " 11

exp(—mZaemr).

The binding energy B for the 1S5, state is
B=—(E—-m)

=m (1 —\/1— (Zozem)2> .

D.2 Scattering State

Next the solution in continuous spectrum is considered.

(D.47)

(D.48)

(D.49)

(D.50)

Let us the general solution of the coupled equation (D.5)-(D.6) for £ > m. Now introduce a new variable

x = 2ipr where p is defined as

p=+E?—-m2.
After variable transformation, since d/dr = 2ipd/dzx, Eqs. (D.5)-(D.6) become
dG HG—I— (E—l—m Zaem>F,

+

dx T 2ip T
F E - Z

U _rp (E-m Zoo)
dr «x 2ip x

Here we write the solution G and F' of the Dirac equation as

G =VE+m(¢1 + ¢2),
F=i/FE— m(¢1 - (]52)

According to Egs. (D.52)-(D.53), it yields

%@51 +¢2) =— g(% +¢2) + B + iZ;:m (B - m)} (61— d2),
o100 =501 - on) + |5+ Z2m (B )| (61 + 00)

or

d 1 iZag, F K 1Z0emm
(L e, (o),

dx 2 px x pT

d K iZ0emm 1  iZaeg,F
ﬁ:_ —t—— ||+ —— | %2
dx x pT 2 px
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Now let us consider the complex conjugate of Egs. (D.58)-(D.59). Since z is pure imaginary, we get

doy 1 iZag, F K 1Z0emm

__ [z [ Dy ZETemITT ) bk D.60
I (2 + vz >¢1 <x+ iy >¢27 ( )
dos K i Z0emm) |, 1 iZaey,FE
2 (el — o Eem ) g D.61
e (;v e ¢+ 5 + oz o3 ( )

Comparing Eqgs. (D.58)-(D.59) and Egs. (D.60)-(D.61), it is found that these are equivalent if it is satisfied
that

¢1=¢3, P2 =07 (D.62)

This is requirement for G and F' to be real functions.
Now, according to Eq. (D.58), ¢2 can be represented by ¢y and d¢q/dz as

d 1
Gy o Pr 4o (pﬁ H-Z%mE) v
1 QM — KP

= . D.
12 0emm — Kp dx 2 1 (D-63)

By combining Eqs. (D.59) and (D.63), we can write dgs/dz as

dos _ <n+ Z'Zaemm> b1

dx T px

1 iZaem 1 dpr 1 )
- = —_— - — i ZQemE . D.64
(2 * px ) 14 0emM — KP (px ( dz 2¢1> s ¢1> ( )

Differentiating both sides of Eq. (D.58) with respect to x, and eliminating 5 by using Eqs. (D.63)-(D.64),
the second order differential equation for ¢; with respect to x is given as

d’¢1  1dgy 1 1 iZaenBE\1 ~?
SO 2 (2 EemP ) 2T~ 0 D.65
dx2+:17d:17 4+ 2+ D x+:172 91 ’ ( )
where 72 = k2 — (Zaem)®. Setting W = x/2¢y, this equation reduces to
2w 1 1 iZaenE\ 1  ~*—1/4
—_ = |- -4 — | -4+ ————|W=0. D.66
dx? [4 (2 * D ) x * x? ( )

This is known as the Whittaker differential equation, which has two independent solutions: a regular solution,
W =2 V2e72/2 By (y 4+ 1 + iy, 27 + 1; ), (D.67)
and a solution irregular at the origin,
W =a 72702 Py (—y + 1 + iy, =2y + 1; 2), (D.68)
where 1 Fy(a,b; x) is the confluent hypergeometiric function and y is

y = Zaeml (D.69)
p
In case of a pure point charge, the irregular solution is rejected, so we do not have to consider it for a while.
On the other hand, in case of a charge with a finite size, the irregular solution is also necessary. We will
discuss it later.
As result, ¢; is represented as

¢1 = N(v +iy)e™(2p) ¢(r), (D.70)
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where
d(r) =7 e P FL(y + 1 + iy, 2y + 1; 2ipr). (D.71)

N is a real normalized factor. Here 7 is introduced as a phase adjusted to satisfy Eq. (D.62). Rewriting Eq.
(D.58) as a function of r and setting ¢o = ¢7, it yields

o1 _ (ip + Zzae’"E) b1 + (—“ + ’Zo“"mm) . (D.72)
dr pr T pr

Inserting Eq. (D.70) into this equation, we have

NG+ inenp) G0 = (ip+ o) NGy iy 2p)otn
(< ) N e 20 (0), (D.73)

Simplify it and obtain the expression for n:

—2in _ _ Y+ r d¢ . 1+ Y 1 D.74
¢ v —iyk—iym/E [dr P +pr ¢ o* (D-74)

According to the relation for the confluent hypergeometric function, Egs. (B.16)-(B.19), it is straightforwardly

found that
d (y—i
{qﬁ —ip (1 + y) ¢] _fo-w) (D.75)
dr pr T
Thus the phase 1 should be chosen to satisfy
2 — ,M_ (D.76)
v +iy
Now, returning to Egs. (D.54)-(D.55), we know that G and F can be represented as
G =2NVE + m(2pr)"Re®(r),
F=—-2NVE —m(2pr)"Im®(r), (D.77)
where
®(r) = (y +iy)e” "TF (y + 1+ iy, 2y + 1; 2ipr). (D.78)
Moreover, by Eqgs. (D.3)-(D.4), g..(r) and f,.(r) are written as
(2pr)”
9ix(r) =2NVE + mTRed)(r), (D.79)
)Y
fu(r)=—2NVE — m%lm@(r), (D.80)

respectively.
Here let us consider the asymptotic form of g,(r) at r — oo. Since confluent hypergeometric function
tend to

1Fi(a,b;2) — yz“*bez, (D.81)
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at r — oo, the asymptotic form of g, (r) is given as
F(Z’Y + 1) (Qipr)iy ,L-—'yei(pr-i-n)
F'(y+1+dy) r
—7y/2
_2NVE +me ™2y 4 1) [1ei<pr+y1n<2pr)—arg F(’v+1iy)—7r7/2+77)}
r

9x(r) 22NV E + mRe [(7 + iy)

IC(y +iy)|
_ 2NVE + me™™/?T(2y 4 1) cos(pr — Lflr +6c) (D.82)
- ID(y +iy)l r ' '
As g, (r), it is found that f.(r) should satisfy
INVE — me ™/21(2v + 1) si )
fulr) — — me (2 + 1) sin(pr — ==7 + c)7 (D.83)

T (v + iy)| r

where d¢c represents the phase shift by Coulomb potential compared to a free particle and is given as
. e
d¢ = yIn(2pr) — arg I'(y + iy) + 5(1,4, +1—79)+n. (D.84)

Here let the normalized factor N be

Dy + iy)lem/?

W2y +1) (D-85)
and determine g, (r), f(r):
iy) /2
gx(r) =2V E + m(2pr)7_1%Re¢(r), (D.86)
iy)|em/?
fulr) = —2E = m(zpr)“% md(r). (D.87)

These g, (r) and f.(r) are the (regular) solution for the Dirac equation with point-charge Coulomb potential.
The asymptotic forms of g,.(r) and fy(r) determined above can be written as

vVE 1
gi (1) —>7+ m cos(pr — L ;_ T+ dc), (D.88)
r
vVE — 1
fu(r) = — yve—m sin(pr — b+ T+ dc), (D.89)
pr

which are similar to that of plane wave, Egs. (E.63)-(E.64).

When we consult the analysis using Coulomb potential by a charge with a finite size, we need not only
the regular solution, but also an irregular solution singular at the origin. Let us construct the other solution
using the irregular solution (D.68), which was rejected above. As in the previous analysis, even if we choose
the irregular solution (D.68) as the solution for Eq. (D.66), instead of the regular solution (D.67), we can
proceed the same discussion. By replacement of v — —~, the solution g, (r) and fﬁ(r) in this case is as
follows:

1 [D(=y +iy)|e™v/?

Gi (1) =2V E 4+ m(2pr) (=27 + 1) Red(r), (D.90)
_ i)
Folr) = —2VE —m(2pr) 7" |P<F(7_+2;yi |;y md(r), (D.91)
where
D(r) = (—y +iy)e PN Fy (—y + 1+ iy, —2y + 1; 2ipr), (D.92)
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and 7] satisfies

in K= iym/E
=y +y
Also, the asymptotic forms at » — oo are given as
vVE l.+1 ~

Jr (1) %ﬁcos(pr— a T+ 0¢),

pr 2
~ VvVE — le +1 ~
fu(r) = — Jsin(pr— + T+ dc),

pr

where

oo = yln(2pr) —argN'(—~ + iy) + g(lﬁ +14+79)+79.

For convenience, using

A =o¢ — bc
| =y —iy Ty +iy)
=ar - - + 7,
g< v iy F(vﬂy)) !
we define ¢'™ () and f'*(r) as
iery  _ COSA 1
g7 (r) = 1 9(r) = —<9(r),
irry y _ COSA 1
f (T‘) _SiHA f(lr SinAf(r)'

The asymptotic forms at » — oo of them are

vE+m I, +1

irr : _ 5

g (r) —>7pr sin(pr T+ d¢),
) VE — l. +1

() %Tm cos(pr — ;r T+ d¢c).
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Appendix E

Lepton Wave Functions

In this appendix, we discuss the way to describe a wave function of muon and electron in the presence of
Coulomb potential ¢(r). When the source of Coulomb potential is not point charge, the Dirac equation
cannot be analytically solved, so the numerical calculation would be needed. Here we assume that the charge
distribution of the nucleus is spherically symmetric and ¢(r) = ¢(r) is spherically symmetric.

E.1 Dirac Equation with Coulomb Potential
The relativistic wave function of a free fermion obeys the Dirac equation,

[@ +m]+p =0, (E.1)

where m is a mass of the fermion. It is known that the motion of particles with electric charge (—e) in the
electromagnetic potential A, is described by the equation with replacement

Oy — 0y +i(—e)A,, (E.2)
in the equation without electromagnetic field. According to this procedure, Eq. (E.1) is modified as
[@ —ieA, +m]yY =0. (E.3)
Now, let the electromagnetic field be a static potential which is spherically symmetric:
Ao = o(r), A; =0 (1=1,2,3). (E4)

In addition, assuming the wave function as e~ *1)(r) to separate a time component, ¥(r) obeys

Eyj(r) = [—ia- V +mpB — eq(r)] ¢(r). (E.5)
Corresponding to the Schrodinger equation,
H = —ia-V+mf —ep(r), (E.6)

is called Hamiltonian.

E.1.1 Angular Momentum and Spherical Wave Solution

Now let us consider angular momentum in the Dirac equation. A orbital angular momentum operator L; is
defined by

Ll‘ =—1 (’l" X V)Z
= — ieijkrj(’?k, (E?)
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as in case of nonrelativistic theory. The commutation relation between L; and the Dirac Hamiltonian Eq.
(E.6), if the potential is spherically symmetric, is

[H, L;] = —€ijx0;Ok. (E.8)

Unlike the case of nonrelativity, the orbital momentum does not commutate with the Hamiltonian. In other
words, the orbital angular momentum is not conserved alone in the Dirac equation.
Next, a spin angular momentum operator S; is defined as

1 g; 0
si=1 (0 UZ_) , (E9)

which is extended from o;/2 used in nonrelativity. As in the orbital angular momentum, since the commu-
tation relation with the Hamiltonian is

[H, Si] = €ijroO. (E.10)

Therefore S; is not a conserved quantity.
However, as you can be readily seen in comparing Eq. (E.8) and (E.10), the total angular momentum

J=L+S§, (E.11)

is commutative to the Hamiltonian. That is, the sum of orbital and spin angular momentum is conserved
in the Dirac equation with a spherical potential. Therefore, it is convenient to use eigenstates of the total
angular momentum J.

Now let us solve the Dirac equation (E.5) to obtain an eigenstate with the total angular momentum .J.
Let j(j + 1) and v be the eigenvalues of J? and J,, respectively, and write its eigenfunction as

W = (55> , (E.12)

n;

where ¢ and 77 represent two-component wave functions. Here, the total angular momentum operator J is
represented by

7 0 . o
J = . =1+ - E.13
(O 3)7 J +2, ( )

as the sum of the orbital angular momentum operator ! and the spin angular momentum operator o /2 for
the two components, and both £ and 7} satisfy

32X =G+ 1), J=X5 = vx4, (E.14)

where x represents £ or 7.
There are two independent solutions of Eq. (E.14) as follows:

v(+) l+1/2+y v—1/2/4 1 l+1/2—1/ v1/2, 0
A T e (A A 1)) Bl Vi o et (A ¥

=3 (1,m,1/2, 5|1+ 1/2, )Y (F)X3 2, (E.15)
v(=) _ l+1/2—V v—1/2/4 1 l+1/2+y v+1/2 /4 0
e e R A VY s et (A UA O

=3 (L,m,1/2,5]1 = 1/2, )Y (#)x3 - (E.16)
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where | means magnitude of the orbital angular momentum. The former and the latter of these correspond
toj=1+4+1/2and j =1— 1/2, respectively.
It is convenient to introduce a quantum number «:

o —(l—'i—l)z—(j+1/2) (‘7-:l+1/2). (B.17)
l=j+1/2 (j=1-1/2)
By using this, X;(i) can be collectively rewritten as .
v(+)
b X; k<0
= 0 (.15)
X (k> 0).

Then ] can generally be written as

v (9 (P) + gk (r) X2k (
¥y = <ifK(T)XV (f)—i—zf ) > (E.19)

using radial functions g,,(r), fx(r). Substituting this into equation (E.5) yields the simultaneous equation,

o -V [fu(rIXL(7) 4 o (r)x0 ()]

(m E —ed(r)) [gx(r)xp(F) + 9w (r)x” . (7)] =0, (E.20)
o -V g (r)x(F) + 9w (r)x” . (7)]

(m + E+ed(r)) [fulr)x” o (7) + f-u(r)xi(7)] = 0. (E.21)

Furthermore, using the relation that holds for arbitrary function G(r) that depends only on the distance
from the origin,

o VIEENE)] =~ | D I )| v o), (B:22)

it gives equations for g.(r), f(r) as follows:
%oelr) 1 jj " gulr) = (B +m+ e6(r)) fu(r) =0, (5.23)
Pelr) L )+ (= ot e6(r))gnlr) =0. (8:21)

The equations for g_,(r), f-x(r) are also obtained by replacing x with —x. In summary, ¢}, Eq. (E.19), is
represented by superposition of two independent solutions, 1% and 9", , which is defined as

s 9eN)
= (e (529

Even if an arbitrary spherical potential exists, since the angular component of the wave function can be
obtained analytically, the equations are reduced to the radial equations (E.23) and (E.24). When ¢(r) is the
Coulomb potential of the point charge, its solution can be obtained analytically. The derivation is shown
in Appendix D. However, for general case, an analytic solution rarely exists, and the numerical calculation
is necessary to solve the equation. We assume that the potential ¢(r) has a finite value at the origin and
behaves as the point-charge potential at infinity.
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E.2 Bound State

Here we describe the method to calculate the wave function and the energy of the bound state by numerically
solving Eqs. (E.23)-(E.24). Now it is convenient to define

Gr(r) =rgx(r), (E.26)
Eo(r) =rfa(r), (E.27)
and rewrite Egs. (E.23)-(E.24) as
1O | G (r) — (B -+ m + c(r) Fi (1) =0, (.25)
d%(’") = ZF(r) + (B = m+ e6(r)) Gu(r) =0. (E.29)

The definition of the bound state is a solution that can satisfy the normalization condition
/ dr [Gu(r)® + Fq(r)?] =1, (E.30)
0

by multiplying by a constant.
At first, let us discuss the behavior of Egs. (E.28)-(E.29) near the origin. Since wave functions must be
square-integrable, we require the boundary condition at the origin,

G.(0) = F.(0) =0. (E.31)

In order to obtain more detailed information, let the solution be analytic near the origin:
Gr(r) ~ Ar?, (E.32)
F.(r) ~ Br”, (E.33)

where o and 8 are defined as the lowest order of G (r) and F(r), respectively, so A and B are a non-zero
constant. To satisfy the boundary condition (E.31), @ and 8 must be a positive value. Substituting those
expressions into Dirac equation (E.28)-(E.29) near the origin, we get

Ala+ k)r*™Y — B(E 4 m + e¢o)r® ~0, (E.34)
B(B — k)P~ 4+ A(E — m + ego)r™ ~0, (E.35)

where ¢g = ¢(0).
Let us consider the case of Kk < 0. If @ > § — 1, the first term dominates in Eq. (E.35) when r ~ 0.
Therefore it is required that

B(B — k)rP~t ~0, (E.36)

up to O (rﬂfl). Since B is non-zero by definition, § = x < 0 must be satisfied but 3 is defined as a positive
number. Moreover, if & < f — 1, Egs. (E.34)-(E.35) yield

o= r (E.37)
E =m — egy. (E.38)

However, since the energy condition is obviously unphysical, we do not have to consider this case. Thus we
conclude oo = f — 1 if k < 0. Using the relation and Eq. (E.34), we get

a=—n, (E.39)
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so Eq. (E.35) yields

E_E—m—f—e(ﬁo

E.4
A 2k — 1 (E.40)
On the other hand, for case of kK > 0, we can obtain a = 8+ 1 and
B =k, (E.41)
B 2k +1
2 _ A E.42
A E+m-+ep ( )
In summary, the ratio between G (r) and F(r) near the origin is
E —m+ epq
Fu(r) rs0 ) "7 " (=0
RO [ R S
E+m+epgr

Next we move on to discuss discussion about the behavior of Egs. (E.28)-(E.29) in r ~ co. Then we can
neglect the terms proportional to 1/r, Egs. (E.23)-(E.24) tend to be

dG(r)

— " (E+m)F,(r) ~0, (E.44)
dlz;y) 4 (E — m)Gr(r) ~0. (E.45)

By eliminating F;(r) from the coupled equations, we can obtain the closed equation for G (r),

d*G(r)

a2 (m® = E?) Go(r). (E.46)

This differential equation can be solved, and we obtain the form of G (r) in r ~ oo,

G(r) ~ Aexp (—\/ m? — E27‘) , (E.AT)

where A is a constant depending on the normalization condition. Therefore, the form of Fj(r) is also
determined as

G (). (E.48)

F (T) r—00 m—E
= =4/ . E.49
G(r) m+E ( )
Now we discuss the numerical method to get the energy and wave functions of a bound state. The way
to calculate the bound state is basically as follows: Choose an arbitrary energy, start solving the differential
equation from the asymptotic behavior of either the origin or far, and adopt the energy if the obtained wave

function satisfies the boundary condition on the other side as solution. Various methods may be conceivable,
but the two simplest methods are introduced here:

Thus, we obtain

e To solve from outside to inside.

e To solve from inside to outside.
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The initial condition used when starting to solve the differential equation from one end are obtained
above. In case to solve it from outside, you would proceed for the origin from initial condition of

G(roo) =C, (E.50)

ﬂ@@:-MZIEG (E.51)

Since the wave function will be normalized finally, C' can be an arbitrary value. Even if you solve it from
inside, the procedure is the same except for the used initial condition.

In order to search an energy of a bound state, we should use a numerical techniques, such as the secant
method. Then we should discuss which test function is effective, by comparing some different methods.
GE(r) and FE(r) are functions obtained as a result of solving the Dirac equation using Energy F, regardless
of whether they are a bound state or not.

Practically, it is difficult to actually evaluate differential equations at the origin or at infinity. Therefore,
when solving the differential equation from outside and evaluating the boundary condition of the origin,
extrapolation is performed using the value near the origin. The point at infinity is considered as a finite value
T'so in numerical calculation.

1. Method 1. We decide the value of the function to protect the behavior at infinity and solve the Dirac
equation for the origin. The test function is

HME)=GE(0). (E.52)
The energy of bound states gives the zero point of this function.

2. Method 2. As method 1, we solve the Dirac equation from the infinity point to the origin. The test
function is

H2(E) = GE(0)* + FE(0)2. (E.53)
The energy of bound states gives the zero point or local minimum of this function.
3. Method 3. We solve the Dirac equation from the origin to the infinity. The test function is
H}E)=GE(re). (E.54)
The energy of bound states gives the zero point of this function.

4. Method 4. As method 3, we solve the Dirac equation from the origin to the infinity. The test function
is

H(B) = G} (re)” + FZ (o). (E.55)
The energy of bound states gives the zero point or local minimum of this function.

Fig. E.1 shows test functions, H:(E) (i = 1,2,3,4), for k = —1 (a) and x = +1 (b). The point which
changes the sign of H:(E) and H2(E) yields the energy of the solution, while the minimum of H2(E) and
H2(E) does. Comparing them, all methods seem to give consistent results. Although it seems that there is
a difference in each method for shallow binding energy, this is because we did not take r, sufficiently large
when drawing the figure.

The results of calculating bound states are shown below. Whichever method are used, we set

Too = 207, (E.56)

where 1% = n/(me(Z — 1)aem) and n indicates the principle quantum number of the state we want. This
means that about 20 times the Bohr radius obtained in the case of the point charge potential is regarded
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Figure E.1: H" | (E) (a) and H%,(FE) (b). E which gives H,(E) = 0 is important, while the magnitude of H,
has no meaning. Since H,s used here have large values for large range of E, we plot (In H, +1) if H.(E) > 1,
and (—In|H,| —1) if H.(E) < —1, instead of H,.

as infinity. In the methods 1 and 2 (3 and 4), we solved the differential equations to 1o = 7.,/200000
(from ro = 197.3 x 10~!%fm) with 200000 steps. Here we assume that the nucleus is 2*Pb and its charge
distribution is uniform. However, since we use the code for electron bound states in a muon atom, considering
the screening effect of the muon, the proton number of the Coulomb potential in this calculation is taken as
Z —1=281.

The found binding energies m — E are shown in Table E.1-E.2. Even using different methods, it is found

Table E.1: Comparison among four numerical methods for x = —1. The second, third, and fourth columns show the
binding energies (keV) corresponding to each quantum states. The fifth column shows the time (seconds) to calculate
the ground state.
Method 1s 2s 3s time(1s)

1 98.7615338034228407  25.3231186851013979  10.9657992683473982  3.2224121

2 98.7615343958235803  25.3231187872899333 10.9657992872963517  3.6384277

3 98.7615343962585657  25.3231187874320973  10.9657992974631080  3.3044434

4 98.7615343958241354  25.3231187870084362 10.9657992868976706  3.6933594

Table E.2: Comparison among four numerical methods for k = +1. See the caption of Table E.1 for the meaning of
each column.
Method 2p 3p 4p time(2p)
1 25.3327712221007584  10.9686504182404665 6.05112807567942390 10.302246
2 25.3327711874804518  10.9686503735209051  6.05112806559748861 11.138184
3 25.3327712191353527  10.9686504148879260 6.05112805511720531  10.525391
4 25.3327711875487860  10.9686503742800756 6.05112804622587319  10.914307

that consistent results are obtained with about 8 significant digits.

The obtained wave functions are shown in Figs. E.2-E.3.

As results, all methods yield sufficiently consistent bound states. In order to get the more accurate results
or the higher excited state, for all methods, it is basically necessary to make (1) ro, larger and (2) spacial
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Figure E.3: Obtained G4;(r) (a) and F4(r) (b).

mesh finer. In addition, by tightening a termination condition of the secant method, we have to improve the

resolution of energy search.

However, unnecessarily setting r, too large or rg too small would make the calculation not work. When

using the obtained wave function, it is essential to output the wave function once.

E.3 Scattering State

Next, the wave function of the final state scattered electrons is calculated. Before describing the calculation
method, we show how the wave function of the scattering state should be represented by superposing the

eigenfunctions of the angular momentum, which can be calculated by Egs. (E.23)-(E.24).

E.3.1 Partial Wave Expansion

The wave function distorted by the nuclear Coulomb potential can be expressed by superposition of the
eigenstates of the angular momentum, that is, partial waves. This expansion is called partial wave expansion.

Here we briefly derive the expression.

75



First of all, for preparation, let us derive the expansion of a plane wave,

1, 4
P(r) = VE+m (1 oV ) ePTX, (E:57)
1 E4+m
with spherical waves of the free Dirac equation. By using the formula
exp (ig - r) = 4w Z it (qr)Y™ (§) Y™ (), (4.82)
l,m

we can rewrite Eq. (E.57) as

1,
D) =VE+m Y 4mity( )(1 o- v) L(pr)YM (7)x®

LM 1 E+m
1,
=VE +m Z 4mily M= (p) (1 o-V ) L(pr) > (L, M,1/2, 5|0, m)X}
1 E4+m Jm
1o
=VE + mzllm'l”(l —8,1/2,8]5,, M)V (p) | 1 -V ) g1, (pr)xi" (E.58)
K,m 7 E +m
In addition, by using Eq. (E.22), we obtain
_ J M — 8% (A _ . ggl(T)X;n
= Zélm Y, () (e m — 5,1/2, 8], m) (if}é’l(r)xmm : (E.59)
K,m
Here
g (r) =VE +mju, (pr), (E.60)
fRN(r) =VE —mSgji_, (pr), (E.61)
where S, is the sign of k. Since the Bessel function j;, (pr) behaves at r — oo as
1 I, +1
; = — E.62
gi,. (pr) — o oS (pr 5 7T> ) ( )

gP'(r) and fP!(r) tend to be

vE l. +1
gPl(r) *)J cos (pr - ;ﬂ') , (E.63)
pr
E—mS, l_+1

fP(r) %77113 cos | pr — + ™

pr 2

E— I, +1

=— Tm sin (pr — ;_ 7r) , (E.64)

at r — oo.

Next let us consider a wave distorted by the Coulomb potential. If the potential is spherical, only the
radial part is changed but the angular part is not. Therefore the expansion of plane wave (E.59) should be
modified for distorted wave as

PP ( Z4m YT (D) (L, — 5,1/2, 8, m)Cye (5:%:;;5}{) . (E.65)
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Here g, (r) and f,(r) are a solution of the Dirac equation (E.23)-(E.24) and the coefficients ¢, indicate weights
of each partial wave.

In order to determine ¢, let us consider the behavior of ¥?*(x) at » — oo. Since the nuclear Coulomb
potential is asymptotically close to the point-charge potential at » — oo, the shape of the wave function
at r — oo can be represented by superposition of the solutions of the Dirac equation with the point-charge
potential. The set of these solutions is given in Appendix D. Suppose that, at r — oo, g.(r) and f.(r) are
written by linear combination of a regular solution and an irregular solution as follows:

(i) s () oo () o

By using the asymptotic form of point-charge solution, we obtain

E 1 1
g () %@ (COS(SK cos (pr — lm; T+ 50) — sind,, sin (pr — lK;— T+ (5(;))

pr
vE l 1
_VEH™ e (pr il + 60 + 5,$> , (E.67)
pr 2
E— l.+1 . I, +1
fu(r) %Tm <— cos §,, sin <pr — ;L T+ 5c> — sin d, cos (pr - ;r T+ 5(;))
E - I, +1
S e B LS Y (pr _T T+ ¢ + 5,§> . (E.68)
pr 2

The expression shows that d,, indicates the phase shift from the solution in a point-charge Coulomb potential.
Now defining

le +1

z=pr— T+ dc, (E.69)

we can write

ei(z+6,€) + efi(z+5,<)

cos(z + 0,) = 5
is eiz + e—iz _ e:i:iz + e:l:iz:l:2i5,i
=e r
2
, Fide ,
=eFi0x cosz + S (eF20n _ 1)eti2, (E.70)
ei(z+5,€) _ e—i(z-&-é,‘-)
. 5.) —
sin(z + 0,) 5
5 eiz _ 671'2 ¥ e:i:iz + 6:|:iz:|:2i5K
—Fidx
e
Fide o eFiox 4246, +iz
=eT""ginz + 7(6 —1)e™*. (E.71)

By this formula, we rewrite

() e [ () + S L8]

Compared to Eq. (E.63)-(E.64), it is found that the first and second terms should correspond to the plane-
wave part and the additional part by J,, respectively. In order to interpret the first term as plane wave, ¢,
must be

cp = eTin, (E.73)



We note that, since the Coulomb interaction is long-range, d¢ contains r and the first term is not perfectly
equal to that of the plane wave. Thus, the partial wave expansion for distorted Dirac wave is written as

WP Z4m~ym (B) (s — 5,12, 5|, m) 1% (Zji’((:));*ﬂjm) (E.74)

Here g, (r) and f.(r) are represented by using the regular solution (g-°8(r), f£°8) and the irregular solution
(g (r), firr), which are given in Appendix D:

(1) o () oo (£1)

The value of §,, have to be calculated by numerical calculation for each k.

The sign +/— of the second term corresponds to the outgoing/incoming boundary condition. For our
purpose to obtain the wave function of the final scattering state, we have to choose the incoming boundary
condition [117].

E.3.2 Numerical Calculation

We have discussed how to superpose partial waves in the previous subsection. Next we describe how to obtain
each partial waves numerically. As bound states, the equation to solve is the coupled equation (E.23)-(E.24).
In calculation for bound states, the energy was to be found, while, for scattering states, the energy is given
before calculation.

Let us suppose that ¢(r) has finite value ¢¢ at the origin and ¢(r) is sufficiently smooth near the origin.
Then Egs. (E.23)-(E.24) can be written near the origin as

dg.(r) 14k

o T 9e(r) = (E+m+ edo) fu(r) ~0, (E.75)
Pelt) | LB (r) 4 (B = m+ ed)gnlr) 0. (5.76)

Define F = E+epgand p = E? — m2, and the solution of the Dirac equation near the origin should behave
as

9:(r) =NV E + myj,_(pr), (E.77)
r) =NV E —mS.ji_, (pr), (E.78)

where N is a common constant. Therefore, the following equations hold for sufficiently small rjy;:
Ik (Tini) =N E +m ] (f)’rini) (E79)
fm 7"1111 =Nv Sli]l p7"1m (ESO)

Using this as an initial value, we numerically solve the differential equation (E.23)-(E.24) from inside to
outside by the fourth-order Runge-Kutta method.

Next the phase shift §, have to be found. Let us remember that the solution satisfy the boundary
condition (E.66). We have to determine J,, to connect smoothly the function solved from inside and the
asymptotic form (E.66) at a “sufficiently” infinity point rcon. Teon should be chosen to be a point where
the form of the potential can be taken as that of point-charge potential. Especially, if the nuclear charge
distribution is assumed to be the finite distribution with a radius R, it is good to choose r¢,n = R. The word
“connected smoothly” means matching of their logarithmic derivatives. Define a function of 4,

(gﬁ (Tcon))/ _ (COS 5greg (Tcon) — sin 6911‘1‘ (Tcon)) '
gn (rcon) CosS 59& (rcon) - Sln 59“ (rcon)

which is called as Wronskian. Search ¢ to satisfy W, () = 0 numerically, and the found é can be recognized
as d,. When §, can be determined by the above way, the asymptotic form of g.(r) is also given. Finally,
normalize g, (r) to connect its asymptotic form at r = ron, and the partial wave is obtained.

W,(5) = (E.81)
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Appendix F

Fierz Transformation

Here, we derive Fierz transformation in order to prove the generality of contact Lagrangian, Eq. (2.11).

F.1 Products of Dirac Matrices

As a notation in this appendix, let Dirac matrices and their products be represented by subscripting I' as

shown in Table F.1.

Table F.1: Products of Dirac matrices. Here, o*” = iy*~".

Fl F2 FS F4 F5 FG F7 FS FQ FlO Fll F12 F13

F14 F15 FlG

1 ,YO ’71 ,YZ 73 0.01 0.02 0.03 0_12 0.23 0.31 70,75 7175

72,},5 7375 75

Here we note some properties of I's.
A trace of two I'* satisfies

Te [1°T%] = Tr [(raﬂ Sap-

(F.1)

Also, the set of I'* forms an orthogonal basis for 4 x 4 matrices, so that an arbitrary 4 x 4 matrix, X, can be

represented by their linear combination,

1 a a 1 a\2
X = Zza:saTr [XTre,  sa=Tr [(T)?]. (F.2)
Since the square of any I'* equals to identity matrix, it is clear that s, = +1.
F.2 Derivation of Fierz Transformation
Let us derive the formula,
- a A a 1 a 2 A a L Ta
(B0n) (BT "0a) = =22 > T [(DT0)°] (@aT%0a) (83T 0) (F.3)

16b

which is called as the Fierz transformation. This transformation shows that four-Fermi contact operators

can rewritten by operators where fermion pairs are exchanged.
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Now Lorentz invariant interactions that can be constructed by four Dirac fields (¢1, ¥, 13, ¥4) are the
following five:

L5 (1,92, 3, 1) = (192) (d59a) (F.4)
LY (11, 2, s, 04) = (V17" 02) (Vg7¥4) (F.5)
LT (1,002,135, 1) = (010" 1) (Y30,004) (F.6)
LAW1, 2,03, 90) = (Y177 ) (D317 4a) (F.7)
LF (1, 02,03,%4) = (¥17°02) (V37 ¢4) - (F.8)

These can be written by FZBFZ,, shown in Table F.1. For example, £V is rewritten as
LY (1,0, ¥3,94) = (17°02) ($57°%a) — (P17 ¢2) (V37" 4a)
= (¥1), (12)4 (ws)p (¢a), (a0, —Togls, —Tagly, —TosT),) - (F.9)
Here, 8 and p are fixed and a 4 x 4 matrix M®P? is defined as

MgPP =T¢ 14 (F.10)

P

where o and 7 mean indices of the matrix. This matrix can be expressed using the completeness of the I'*
matrices, Eq. (F.2), as

1
M =2 zb: spTr [MPPT?] T®. (F.11)

The trace part is calculated by the definition of M%¢ Eq. (F.10), and the completeness relation, Eq. (F.2),
again, as
aBpmb a a b
Tr [MPrT?] Z | A
= (F r'r )pB

— <‘11 ZscTr [Terrere] FC> : (F.12)

pB

Since it is known that the product of I' matrices is proportional to another I' matrices, let us replace I'*T'®
and I'°I'¢ with I'* and T'®, respectively. Therefore, it is found that

Tr [[*T°TT¢] o Tr [[97¢] o Sg,c. (F.13)
Since d = e implies b = ¢, we also get
Te [P00°Te) = Tr | (1°1)°] 6. (F.14)
In addition to the above discussion, by using s? = 1, we obtain
re,re % Zb: Tr [(r“rbﬂ T, . (F.15)
This formula leads to the Fierz transformation,

(PaT02) (Bl ") = =16 ST [(00)°] (BT ) (Bl ") (F3)
b
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The negative sign that appears here comes from the exchange of the fermion fields.
Using this result, it becomes possible to express the operators (F.4)-(F.8) by superposition of operators
in which 5 and 14 are replaced:

LX(1, o, Ps,00a) = Y Cxy LY (1,94, Y3, ¢2), (F.16)

Y=8S,V,T,A,P

where the coefficients are given as shown in Table F.2.

Table F.2: The value of the coefficients Cxy .
X\Y S \% T A P
S -1/4  -1/4 -1/8 1/4 -1/4
A% -1 1/2 0 1/2 1
T -3 0 1/2 0 -3
A
P

112 0 1/2 -1
1/4 1/4 -1/8 -1/4 -1/4

The Lagrangians considered in Egs. (F.4)-(F.8) look invariant to the parity conversion. However, in order
to consider Lagrangian which breaks the parity, it is possible to set ¥y — Pr1, etc., and Table F.2 can be
applied similarly.

F.3 Generality of Contact Lagrangian
Here we discuss that the contact Lagrangian (2.11) given in the chapter 3 holds generality.

Not distinguishing between terms related by replacement of L <+ R or by Hermite transformation, there
are three types of interaction term present in Eq. (2.11),

(ePrpu)(ePre); (evuPrp)(@y" Pre); (€v,Prp)(@y" Pre). (F.17)
One may come up with other three terms which respect the Lorentz symmetry but are absent in Eq. (2.11),
(ePru)(ePpe); (€o,u Prit)(ec*” Pre); (€0, Pru)(€c"” Pre). (F.18)

Now, we show that the members of Eq. (F.18) can be rewritten to those of Eq. (F.17) by using the Fierz
transformation.

First of all, let us consider scalar-type interaction (€Pgrpu)(€Pre). Setting 1 = Pre, 1o = Pru, 15 = Pge,
s = Pre, X = S in Eq. F.16, it is found that

(€Pru)(€Pre) =(PrePrpu)(PrePre)

1

1 - - -
=- Z(PLWHPL@)(PR@W“PRM) + 1(PLWME)PL@)(PR@V”%PRM)

1
== 5(@" Pru)(Ev.Pre), (F.19)

where we used some relations for projection operators such as P, Pr = PrPr, = 0 and v5Pgr = Pgr, 7P =
—Pr,. Thus, (€Prpu)(ePre) is equivalent to (eéy* Pru)(ey,Pre) except for the overall constant factor.
Next we discuss (€0, Prut)(éc*” Pre). A similar calculation gives

(€04 Prp) (€™ Pre) =(Precy, Pru)(Prec™ Pre)
. o 1 .
= — 3(PrePre)(PrePru) + §(PL60WPR6) (Prec"” Pru)
— 3(Prevs Pan) (Prcs Pre)

= — 6(ePgu)(ePre) + %(EO’,M,PRM) (ec"” Pre). (F.20)
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Therefore we get

(€0 Pruv) (€0t Pre) = —12(ePru)(€Pge). (F.21)

It is proved that the tensor-type interaction (€o,,Pru)(€c*” Pre) has exactly the same property as the
scalar-type one (€Pgrpu)(ePre).

Finally, the remaining one, (€0, Pru)(€c"” Pre), is considered. However, the same operation gives zero
to this operator:

(€0 Pruv) (€0 Pre) = 0. (F.22)

Therefore, this interaction is not worth considering.
As the result, it is shown that all of the interaction terms absent in Eq. (2.11) are certainly redundant.
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Appendix G

Angular Momentum Coupling

Here, we summarize the angular momentum algebra, such as the Clebsch-Gordan coefficient [118]. They are
necessary for analyzing the angular component of the wave function.

G.1 Clebsch-Gordan Coefficient

Let /" (i = 1,2) be an eigenfunction for an angular momentum operator J;, which holds

TR =ji(Gi + D, (G.1)
™ =™, (G.2)
mo
J2
operators, such as JZ, Ji., J2, Jo,. In other words, the above four operators are diagonal on the {1/);’1” ;ZZ’}
basis. In practice, however, this basis is not useful because each of angular momenta is not conserved in
usual cases. On the other hand, the total momentum,

where —j; < m; < j;. Now the direct product of two eigenfunctions, 1/1?1“ is also an eigenfunction of four

J=J + Js, (G3)

should be a good conserved quantity as long as the system has the spherical symmetry. Therefore, it is more
useful to properly rebuild the basis of eigenfunctions.
Now let us look for the basis where J? and J, are diagonal as well as JZ and J3. A new representation,
7", should be related to the old one by some unitary transformation as follows:

1/’jm: Z (j17m17j27m2|j7m)w;7:1 ;’;2' (G4)

mi,msa

The expansion coefficients, (j1,m1, j2, m2|j, m), are called as the Clebsch-Gordan coefficient.
Some formulea for Clebsch-Gordan coefficient are shown here. First, the unitarity of this transformation
requires

Z (j17m17j27m2‘j7 m)(j17m17j27m2|j/7ml) :5j,j’5m,m’7 (G5>
my,ms2
Z(jla mlana m2|ja m)(j17 m/17j2’ m/2|-7’ m) :677117771’161%2,771/2' (G6)
Jjm

Next, if m # my + mg, Clebsch-Gordan coefficients are zero because you can prove

(m —my —ma) (j1,m1, j2, mz|j,m) = 0. (G.7)
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It is easy to confirm this relation by operating J, to Y. Also, the allowed ranges of the quantum numbers
of coupled representation are given as

—j<m<j, (G.8)
l71 — j2| <j < j1+ jo. (G.9)

The explicit form of the Clebsch-Gordan coefficient is given as

(jla mlvaamQUa m) = 6m1+m2,m

. [(2j+1) (G + g1 — 321G — g1 + o)1 + G2 — GG +m)I(G —m)! T2
(1 + 2+ 7+ DI — m)' (g1 + ma)l(G2 — m2)!(J2 + m2)!
(—1)vHiztma (o +j +m1 — )(jy — my +v)!
. G.10
le,: V! (J—d1+ie =G +m—v)l(v+j1 —j2 —m)! (610

Here the sum on v is over all integers, but it is sufficient in practice to consider only the integers which make
arguments of any factorials non-negative. Especially, in the case of j = 0 and m = 0, its formula becomes

(_1)j1—m1

(j1,m1, j2,m2|0,0) = ﬁéjlaj26ml’*m2' (G.11)

By the formula (G.10), we can prove the following symmetry for exchange of pair of indices and parity
inversion:

(j1, ma, o, malj, m) =(=1)7 17277 (i, —my, jo, —malj, —m) (G.12)
=(=1)7H27 (ja, ma, 1, malj, m) (G.13)
» 2j + 1
=(—1)r—m™ i1, M1, J, —m|j2, —ma). G.14
(-1 2j2+1(J1 15J |j2 2) ( )

Now it is convenient to introduce the Wigner’s 35 symbol. The symbol is defined as

L _q)idetm o
(7:,7111 73122 _Jm> (éw(]l,ml,jg,m2|],m). (G.15)

The advantage of notation is that the appearance of factors by replacing indices is simplified, as noted below.
Suppose three indices {a, b, ¢} are replaced into {p, q,r} and some extra factor C is multiplied:

ja jb jc =C jp jq jr (G 16)
me My M mp Mg My)’ '

The value of C' is summarized as follows:
1. C=1if {p,q,r} is even permutation of {a,b, c}.
2. C = (=1)Jativtic if {p q,r} is odd permutation of {a,b, c}.
3. C = (=1)Jativtic if {m,, my,m,} = {—mg, —mp, —m.}.

Moreover, the orthogonal relation for the 35 symbol is represented as

2(2_7 + 1) (.7(1 Jb ]) (-]a/ Jo "‘?n> :(Sma’m:l(smb,mgﬂ (G'17>

: me my m) \mj, m
J,m
S (Ge a3 (e g Sy G ma (G.18)
me my m) \mg mp m 25 +1
Ma,Mp
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In terms of 3j symbol, Eq. (G.11) can be rewritten as

1 ; 0 (_1)j1*m1
(;;11 7352 O>_m5ﬁ,j25mh_m2. (G.19)

In this thesis, the following notation is used:

AL, ® BL,)Y = Y (Las Ma, Ly, My|J, M) A" @ B}"

Mg, M,
= CybebotM g (Fa Lo SN Mg g G.20
=> (1 M, My, M) LS ® P (G.20)
Mg, My

where A and B are spherical tensor operators. The definition of the spherical tensor operator is given in the
next section.

G.2 Spherical Tensor Operator

The function Ry7" obtained by rotating the eigenfunction of the angular momentum ¢;" in the three-

dimensional space is expressed by using the angular momentum operator J and the rotation parameter
0 as

R(0)y)" = exp(—i0 - J)Y7". (G.21)

J

Since the operator J? commutes with any components of operator J, it is also commutative for the rotation
operator R(0). This fact means that the magnitude of the angular momentum does not depend on the
direction of the coordinates. On the other hand, however, R(G)dJ;’L is no longer the eigenstate of the operator
J.. Generally, it can be represented by a superposition of angular momentum eigenstates with the same
quantum number j as follows:

RO = (jm'|e™ "7 |jm) 47" (G.22)

m/’

Three degrees of freedom are required for the parameter to represent the rotation of the three-dimension
space. These can be taken as three components of 8 as above, but the description using Euler angles is useful.
Let the original coordinate be (z,y, z), and consider the coordinate rotation by the following procedure.

1. Rotate the angle o around the z axis. Call the new coordinates (z’,y/, 2’).
2. Rotate the angle 8 around the y’ axis. Call the new coordinates (z”,y", 2").
3. Rotate the angle v around the 2z axis.

«, B, v defined here are called Euler angles. By them, the rotation operator can be written as
R(a, B,7) = e~ e 7By g mien]s (G.23)
Here, since the 3y’ axis is obtained by rotating the original y axis by the angle a, it can be expressed as
e~ By = gmiatzgmiBTy giadx (G.24)
Similarly,
o~V — =BTy =iy 1By

:efzaneszJyefrsz ezBJy ezan ) (G25)
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Using these expressions, the rotation operator is denoted in terms of the original axes as
R(a, B,7) = e 1z o718y g=i77: (G.26)

Hereafter, let us denote the rotation using the Euler angle and let D;-”/m(a, B,7) be the matrix element
written in Eq. (G.22):

R(o, B,y =Y DI ™ (o, B,y)00 (G.27)

m/
The matrix element D;”/m(a, B,7) of the rotation operator is given by
D™ (o B,7) = (jm e~ =P hue 0+ | jm)
—im'a (i |e =0y | jm) eI (G.28)

=€

It is known that the matrix element (jm/|e~**7v|jm) is given by

(gm’[e” v [jm) =/ (G +m)I(j —m)!(G +m/)(j —m")!

(=1)"
. z’; (G—m' —r)l(G+m—r)l(k+m —m)lk!

2j+m7m'721<a m' —m+2k
X (cos g) < sin g) . (G.29)

Here, the sum on x runs over only integers where all factorial arguments are non-negative.
When a set of (2k + 1) operators is transformed under a rotation R as

R(a, B,7)T{R () = > DI (aBy)TY | (G.30)
.

we call 7} as an irreducible tensor operator of rank k.
The projected quantum number dependence of (j'm/|T{|jm) can be factored out in the form of a Clebsch-
Gordan coefficient as

(4, m, k. qlj’, m)

V27 + 1

This is called the Wigner-Eckart theorem. Here, (j'||Tk||j) is independent of any projection quantum numbers
and is called a reduced matrix element, which can be calculated by the equation

(g'm/|Ti{|jm) = ('l Tkl]5) - (G.31)

. . j7m7k’qj/’m/ . .
Gl = Y SR ) (@32)

’
m’,q,m

which is obtained from Eq. (G.31). Especially, for the identity, the reduced matrix element is given by
G = /25 + 165,50 (G-33)

G.2.1 Spherical Basis

For calculation using the partial wave expansion, it is convenient to use the spherical basis. Let A be a
three-component vector: A = (A,, A,, A.). Then A can also be called as a tensor operator of rank 1. The
representation of A in the spherical basis, (A, A%, A™1), is defined as

At = \% (A, +iA,), A°=A,. (G.34)
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In terms of the spherical basis, the inner product and outer product are written as

A-B= Y (-1)°A*B™*
s==+1,0

=-V3[A® B)y, (G.35)
and
(Ax B)" = —ivV2[A® B]", (G.36)
respectively. Eq. (G.35) can be generalized to the tensor operator of rank [ as follows:

L
AL -Bp = Z (-)MaAy B M
M=1L

=(-1)E*V2L +1[AL @ BL]j . (G.37)

G.3 3nj Symbols

Generally, we can discuss more complicated cases with more than two angular momenta. In the cases, we
would like to need the unitary transformation between basis where different angular momenta are coupled.
Here 65 and 95 symbols are introduced.

G.3.1 65 Symbol

In the above discussion, we have just considered a sum of two angular momenta, J = J; 4+ J3, and a unitary
transformation from the base diagonal for Ji, and Js, to the base diagonal for J, and J2. Next let us think
about a case of three angular momenta and research a unitary transformation between different basis again.

Suppose that there are three angular momenta, Ji, Jo, and J3. Then it is easily found that we can
simultaneously diagonalize six operaters in the simple direct product: J2, Ji., J3, Ja., J2, and Js,. Let us
think about another base where J2 and .J, are diagonal. In such a base, the diagonal six operators are J?,
Jz, J§, ij, J?, and J,. Here, for example, Jij = Ji2 = J1 + J2. There are three choices for ij: The other
choices are Jo3 = Jy + J3 and J31 = J3 4+ J1. Now let us study the relation between two of these basis.

Let 9(j12) and v (j23) be an eigenfunction of JZ, and J3;, respectively, and their indices ji2 and ja3
indicate the eigenvalues of J%, and J3;, respectively. Moreover, suppose that both of them are also an
eigenfunction of JZ, J2, J2, J?, and J,. These eigenfunctions can be constructed by coupling the direct
product representation of four eigenfunctions, ¥7"' 4729727, in terms of Clebsch-Gordan coefficients.
Then ¥(j12) and ¥ (ja3) should be related by some unitary transformation as follows:

D(ire) = Y Ve - aalW (G, s i as jrzs jos) W (jza)- (G.38)

J23

The W is called as the Racah coefficient.
The Racah coefficient W can be represented by the more symmetric 65 symbols as

W (j1, J2, J» s Jaz, Jaz) = (—1)71H72 st {jl /2 ],12}. (G.39)
J3 7 J23

The orthogonality of the 65 symbol is given as
o fan g2 gsl o d2 Js
. AR U s =0, G.40
Z[J:’a Jﬁ} {j4 s ]6} {]4 s jé} J6:J6 ( )

J3
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We can write down the following relation by using the 65 symbol:

HALQ ® BLb]Ln,b & CLc]y :(—I)La+Lb+Lc+J

C
Lpe

The 65 symbols have the following symmetry for the replacement of its indices:

1. invariant under any replacement of columns:
Ji g2z _Ji2 v s\ _Jis g2 o0
Ja Js Je Js Ja Je Je Js Ja
S /SO S - (Y O S £ S S (D IV B S >
Ja Js Js Js J6  Ja Jo Ja Js)
2. invariant under interchange of lower and upper arguments in any two columns:
Ju g gs\ _Jua g5 s\ _ Jia J2 o gs| _ Jir U5 s
Ja Js Je J1 J2 Je J1 Js Js Ja Je g3’
In special case, we have a simple form of 65 symbol:

{jl J1 1} _ (_1)j1+j2+j ](J + 1) _jl(jl + 1) _j2(j2 + 1)
J2 J2 7 2v/510G1 + 1)(251 + 1)ja(jo + 1) (2j2 + 1)

j j/ 0} 7(71)j+l+‘]6v 6
{z' 1J G-g

and
lo b L\ fjo » L\ _ -1 Jo gy L\ 14 (=1)ltbrl
00 0)l b 1/2f /I, 5] \1/2 =1/2 0 2 ’

The relation with 35 symbol is given as

Z(_l)j4—m4+j5—m5+j6—ms it Jo J3 Ji Js Je
mi M2 Mms3 mip —ms Mg

allm

« Jja  J2 Je Ja s g3\ _ fir J2 s
my Mg —Mg) \—Ma M5 M3 Ja Js Jef’

Z (_1)j4_m4+j5_m5+j6_m6 Ji J2 3 Ji Js Je
mp M2 M3 mp —ms Mg

mi,m2,Mq,Ms5,Me

Ol ZE R JaJs g3\ _ 1 i g2 g3
myg Mg —Mg —myg My M3 []3] j4 j5 .j6

Another relation between 65 and 3j symbols can be derived:

il I3 L Iy I3
ny m2 n3) |J1 J2 J3

or

_ Z (= 1)1+ s tmitmatms i g2 13 Jo g3k J3 g1 o
mi —mg n3) \mg —mg ni) \ms —myp N2}’

mi,m2,M3
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X Z V [Lab : Lbc] {L Jb Lbi’} [ALa Y [BLZ) ® CLc]Lbc]y'

(G.41)

(G.42)

(G.43)

(G.44)

(G.45)

(G.46)

(G.A7)

(G.48)

(G.49)



G.3.2 97 Symbol

Next consider the coupling of four angular momenta, Ji, Js, J3, and Jy. In the case, by dividing the
four angular momenta into two sets, combining with each other, and combining the two combined angular
momentums again, a diagonal expression can be generated for J2? and J,, where J is the total angular
momentum. Then the number of operators which can be diagonal simultaneously are eight: JZ, J2, J2, J2,
J2, Jb2 , J% and J,. Here J? and Jb2 are the two angular momenta obtained by initial couplings. We get
different representations, depending on choice of initial angular-momentum sets. Now let t(ji2, j34) be an
eigenfunction in case with J, = J1o = J1 +J3 and J, = J34 = J3+ Jy, and let ¥ (j13, joa) be an eigenfunction
in case with J, = J13 = J1 + J3, Jp = Joy = J2 + J4. These eigenfunctions should be related by some
unitary transformation again as

JiJ2 Ji2
V(j12, Jza) = Z V2 jsa-jis-jaal § ds da dsa  (dis, daa). (G.50)
J13,J24 Jis Joa  J

This is the definition of the 95 symbol.
The 95 symbol can be represented by 65 symbols or 35 symbols as follows:

Ji Jo Jio
/ Ji Jz Juis| JJ2 Ja Joaa | JJi2 Ja J
Js  Ji Jaa :Z(—1)2J [J’]{ ,}{ b }{ ; } (G.51)
Jis oy J — Jog J T Js  J Jay J J1 Js
:Z Ji S Jio Jz Ju Jay Jiz Jau J
et M, My M) \Ms My Msy) \Miz My M
» Ji J3 Jis Jo Js Jo Jig Jau  J (G.52)
My Mz M3z) \My My M) \Mia Msy M)’ ’

The symmetry of 95 symbol is as follows:

1. invariant under even permutation of any rows or columns: e.g.

Ji J2 Jig J3 o J1 I
Js Jy Jsap=qJ1z Jou J . (G.53)
J13 J24 J Jl J2 J12

2. invariant under transposition:
Jl J2 J12 Jl JS J13
Jg J4 J34 = JQ J4 J24 . (G54)
Jiz Ja J Jig JaJ

3. multiplying phase factor (—1)¥ under odd permutation of any rows or columns, where P is the sum of
all arguments of the 95 symbol: e.g.

Ji Ja Ji2 J3 Jy I
J3  Jy Jzup = (_1)J1+J2+J12+J3+J4+J34+J13+J24+J Ji Jo  Jio 5. (G.55)
J13 J24 J J13 J24 J

For specific cases, 97 symbols can be reduced to 65 symbols as follows:

J g2 142+ +L o

. . —1)J1TI2 J
R e M AT (.56)
L L 0 [JQL] N
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G.4 Spherical Harmonics

In quantum mechanics, the orbital angular momentum operator L is defined by an outer product of the
position operator r and the momentum operator —iV as

L=rx(-iV). (G.57)

This operator contains three components, but it is not possible to diagonalize the angular momenta in more
than one direction simultaneously because each of them does not commute with the other ones. However,
since L? = L2 + L121 + L? is commutable with each of L, Ly, and L, we can define an eigenfunction of L?
and one of three operators.

The spherical harmonics Y;™(7) is defined as the simultaneous eigenfunction of L? and L., which satisfies

L2Y;™ () =I1(1 + )Y, (7), (G.58)
LY () =mY{™ (7). (G.59)

Usually, it is normalized as
/ ALY (F)Y™M(7) = 81,00 - (G.60)

The explicit form is given as

I+m
] (cos? 6 — l)l . (G.61)

Especially, for m = 0, it is represented as

YO(#) =/ 214: L P (cost), (G.62)

where P, (cos#) is the Legendre function. Also, from the explicit form of spherical harmonics, we can prove
directly

Y"H(R) = (=1)"Y (). (G.63)
In addition, the formula of combining two spherical harmonics,

Vi, (7)) @ Yo, (M = > (I, ma, I, mall, m)Y (7)Y, (7)
B {(211 +1)(2l + 1)
N 4m(20 4+ 1)

1/2
] (11,0,15, 0|1, 0)Y;™ (7), (G.64)

is also useful. This is also written as
Y, (p)Y, R (B) =(=1)" Y, (p)Y;, " (D)

=SB o) (e e )0 @9

lm
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Let f(r) be a function which is independent of direction #. Then the following formula is satisfied:

l d l
V) = g sl L ¥ (- 1) 40
- 1/2llj(l,m,l,s|l Lm + )Y (7) <$ + ltl> £(r) (G.66)
l l d
=0 U L s, 1, sl m) Y )(T - dr) £r)
F D g (= Lo, L —sll,m¥ () (i T 1> £r). (G.67)

This is called the gradient formula.
Let cos 012 = p1 - P2, we can relate spherical harmonics with Legendre polynomial P:

> (0" ()Y " (B2) = %Pz(cos 012). (G.68)

Moreover, the following formulae are also satisfied:

-1

Y7 (p1) @ Yigr (92)]] ! i; l—i {pY P/ (cosb12) — 5P, (cosbi2)}, (G.69)
-1

Y (p1) @ Y] (Do)} :( Br 3l((21l_:_11)) (p1 x p2)" P/ (cosb12), (G.70)
1)1

Y (P1) ® Yie1 (p2)]] = \/>{A”Pl (cosO12) — Py P/_y (cosbra)} . (G.71)
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Appendix H

Plane Wave Approximation for
Asymmetry Factor

The asymmetry factor o (E7) of emitted electron is described by Eq. (5.12) in Chapter 5. This appendix gives
the explicit formula of « (E7) by using the plane wave approximation in order to understand the difference
between the chiral structures of contact interactions.

Here we define simple two scalar-type interaction:

Lrr =grr (€Prp) (€Pre) + [H.c,
LRy, =JRL (EPR[L) (EPLG) + [HC] (H].)

Now let us discuss whether the observable can or cannot have the information of chirality. Lrr and Lgy,
correspond to g1- and gs-type interaction, respectively. The discussion here do not include photonic interac-
tions.

In this appendix, we treat the final electrons as plane waves and the initial leptons as nonrelativistic waves.
The transition amplitudes of u~e~ — e~ e~ for each of grr- and gry-type interaction are, respectively,

tMgrr :igRR/d3r exp (—ip - 7')ﬂi}plPRui‘jbﬂimeRu?b — ({p1,81} & {p2,52}), (H.2)
iMRr =igrr /d37° exp (—ip - r)ﬂijlPRui’jbﬂz?pZPLqub = ({p1,81} < {p2,52}), (H.3)

where p = p; + p2 is a sum of momenta of final electrons.
Using the Dirac representation, the Dirac structure of scattering and bound states can be written down
as

1
U =VE+m (0'1’> X (H.4)
E+m

and

= (Lafin 1) -

respectively. Hereafter, neglecting electron mass for simplicity, we use

w, =VE (;ﬁ) X (H.6)
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Then, we can write

Pruf _VE ( l=o-p ) ', (H.7)

er 9 \-140-p
s \/E 1+Uﬁ s
PRueﬁp —T (1—‘,—0’]/)\) X - (HS)

H.1 Interaction with the Same Chirality of Final Electrons

First, we explore Lrr. At the beginning, let us treat the bound waves nonrelativistically: i.e. let fy(r) be
zero. Ignoring the irrelevant factor for discussion of polarization, we consider

Ngrr :/d37" exp (—ip - 7) g, Pru,, 02, Prugs, — ({p1, 51} < {p2,s2})
=mlyg(p)V ErEax™ T (1= o - p1) X" x™T (1 = o - p2) x* — ({p1, 51} > {p2,52}) (H.9)
where 1,4 is the Fourier component of an overlap between bound radial wave functions,

Iy (p) = / drr2g,(r)ge(r)io (pr) (H.10)

Here p indicates the magnitude of momentum p = p; + p2, which can be written as

D= \/E12+E§+2E1E2005912. (H.11)

Squaring Nrr and summing over spins of all electrons, we can write

1

W 51%:,56 |Ngrg|? 251%:,5& |X51T (1—0-p) XX (1 =0 po) x> — ({p1,51} & {pz,sz})|2
Dun— Frn, (112)
where
Drp = Z X (=0 pr) X x> (1 — 0 - pa) X
51,52,5¢
X X (1= p1) x¥x*T (1= 0 - ha) X** + (p1 ¢ p2) (H.13)
and

Err= Y X" (1—0 p)xx*T(1—0-p1)x"

51,52,8¢e

X X (L =0 pr) XX (1 — o po) X + (11 > p2). (H.14)

Now it does not lose generality to put the spin of initial muon so that

= ((1)) . (H.15)

Then using the relation

> oxxt =1, (H.16)
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we can rewrite Drp as

Drr= Y X" (1—o-p)x"x* (1 —0-po)x"

81,52,8e

x X (1 =0 p1) X X2 (1 =0 p2) X + (p1 > p2)

=1v|(y o) G- pn| Tl o g + 1 6 o)

=4Tr [(é 8) (1-0 -]51)} Tr[(1 -0 p2)] + (p1 <> p2)

=8 (1 —cosb1) + (p1 ¢ p2)
=8(2 — cos by — cosbs), (H.17)

where 6; indicates the angle between the direction of the polarization vector and the momentum of the
emitted electron i. Similarly, Erg is also rewritten as

Err= Y x*(1—0 po)xx*" (1—0-p1)x™

51,52,5¢

XL =0 1) x>} (L= 0 p2) x** + (b1 ¢ p2)
—Tr Ké 8) (1-0-p2)(1 —frﬁl)ﬂ + (p1 ¢ p2)
_4Tr[<(1) 8)(1—0-731)(1—0';52)}+(p1<—>pz)
:4Tr[<(1) 8)(1+ﬁ1-ﬁ2—a-ﬁ1—o-ﬁz)}+(p1sz)

=8 (1 + cos 15 — cos by — cosby). (H.18)

Therefore we obtain the result:

Drp— Err =8(1—p1-p2), (H.19)
or
1 s
sop s, O Nanl® =1 (p) (1= cosbz). (1.20)
51,52;8e

We can see that the transition rate does not include #; and 5. This finding means that we cannot observe
the difference between Lrr and L1, by muon polarization. However this unexciting conclusion is drastically
changed by the relativistic effect for initial leptons, where the small component of Dirac solution has an
important role.

More general formula which includes relativity can be represented as

1

Sr2E, Ey Z |Nrg|* = {1929(10) + 2I§f(17) + Ijzfg(P) - QIgf(P)IJ%g(P)} (1 —cosbi2)

5$1,82,8e

2, () {12 0) — I3, (0)} (1~ cosfig) - o ; Facosts, (H.21)

where I,r and Iy, are defined as
Iop (p) = / drr? g, (r) fe(r)ir (pr) (H.22)
Iy () = [ drv2 )90 (o). (1.23)
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Note that in this formula we have ignored the term including an overlap of small components of the bound
muon and electron because the term is more suppressed by a factor of Za.,, than other terms. As seen in the
second line of Eq. (H.21), it is found that the seed of asymmetry factor comes from small components of bound
lepton wave functions. However we notice that the term proportional to (I4 — If,) vanishes if g, (r)/ f.(r) =
ge(r)/ fe(r) holds. If we assume that the nucleus is a point-charge, the condition is approximately satisfied
and the asymmetry factor is suppressed. When the nuclear finite size is taken into account, large asymmetry
of electron emission is obtained.

H.2 Interaction with the Opposite Chirality of Final Electrons
Next we think about Lgr;. As Lrgr, we define
Ngy, z/d3r exp(—ip-r) HzfplpRuZ‘jlsﬂZ?szLuf;a — ({p1,s1} & {p2,52})

=115 () VE1Eax™ (1 — 0 p1) x™x*2T (1 + 0 - pa) x™ — ({p1. 51} > {pa. s2}). (H.24)

Squaring it and summing over electron spins, it is found that

T EE L Wal = 3 b0 et G = (na) o bl
=Dgy, — Ery, (H.25)
where
D= 3 X" (1—0-p)x"x* (140 po) x™
sromise
XX (1= pr) x* x> (1+ 0 p2) X + (p1 < p2), (H.26)
and

Enp = Z Xs,A,T (1 —0c ]32) XSQXSeT (1 N ]51) X51

51,52,Se
X X (1 =0 p1) X x*2T (140 - pa) X* + (p1 & p2) . (H.27)

We can write down

Dgrr = Z XSMT(l_O—.ﬁl)xslxseT(1+o—.ﬁ2)X82

81,82,S8e

x X (1 =0 pr) XX (L + 0 p2) X* + (p1 < p2)

—Ty Ké 8) 1-o .;51)2] Tr [(1 to ~ﬁ2)2} + (p1 4 p2)

=4Tr |:(g.) 8) (1 — 0 ]31):| Tr [(1 +o ]A)Q)] + (p1 <~ pg)

=8 (1 —cos01) + (p1 < p2)

=8 (2 — cosf — cosby), (H.28)
and

Ere= 3 x* (1—o-po)xx* (L0 po)x™

51,52,S8e

x X (L =0 p) X X2 (140 h2) X°° + (p1 ¢ p2)
=0. (H.29)
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Thus we have

Dgrr — Erp = 8(2 — cosfy — cosby), (H.30)
or
1 2 9
ey Z INrr|* = I, (p) (2 — cos 6y — cos ). (H.31)

This equation shows that final electrons tend to emit in the opposite direction as the direction of muon
polarization.
Within this approximation, the further calculation yields the asymmetry factor as

1 /dcos 012 cos Glgfjg (p)

alBy) = —= —
(B1) =—3 ;
dcos 21y, (p)

(H.32)

Using the expression of nonrelativistic wave function in point charge potential, Eq. (4.27), we can recognize
the radial wave function of muon as

(mHZaem)?’

gu(r) = exp (—my Zoenr), (H.33)

and we obtain an approximate representation,

(B = L AEaE: (B + B} + (muZoen)’) (H.34)
1) — — 34 ’ .
3(E? + E2 4+ (muZaem)?)” + AE2E2

[\)

where g.(r) ~ 1 is assumed. The second term indicates a correction from the value of —1/2, which gives a
peak at By = FEy = E},/2. This formula approximately gives the dotted curve in Fig. 6.15, actually.
The formula which includes relativity is given as

1 2
— N
872 E, Fy > Nl

51,52,5e

=2{I2, () + 175 (0) + I3, (D) } + 2Ly () { Lo (P) + L1(p)} E;” (1+ cos )

FE1 + E5cosfia Ey + Eq cosfig
p p

—{12,(p) + IZ; (p) — I7, (p) } (cos Oy + cos O2) — 4144 (p) I 14(p)

E1 + E2 COS 912 }
——  CO0s 92

+ 4155 ()14 (p)

FE1cosby + E5 cos by
p

E2 + E1 COS 912
p

—2I44(p) 15 (p) { cosf +

FEior E1cosb; + Eq cos by

= 205g(p) {5 (p) + I1(p)} (1+ cosbiz). (H.35)
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Appendix I

Details of Calculations

The details of some calculations in the text are given here.

I.1 Derivation for Eq. (4.66)

Inserting Eq. (4.64) into Eq. (4.24), we get

dr’
dBrdeostn = Zgz AL

81,82 Su  Se

Yo D @Y ()Y (h)

K1,V1,m1 K2,V2,M2

X (ln17m171/2781|j517yl)(l1627m271/2a82|jnz7y2>\/I:jﬁl 'jmu 'jmz 'jme]
2

4Gp\ 1 . . . .
X <_\@> EJz]\;(]lﬂvVlvjiigvVQlJaM)(JK,ns;La]neaSe‘JvM)Nﬂhﬂ?(J)

—Zflpll\mIZZZZ )P IEDS

51,82 Su Se K1,V1,mi Ka,ve2,ma kvl m) kv mlb
Y Y (B2 ()Y (52)

X (L, mh, 1/2, 5103, V1) (Ley, My, 1/2, 823, v5)

X (Leyymi1,1/20 81000y, V1) Ly, M2y 1/2, 89| dky s V2)

% [ Ui s it~ ) T - .

X Z (.jn'lvyivjn'yVé|J/7M/)(jH;USN’jHe’ Se“]/’ M/)Nﬁlﬁfk(‘],)
J' M’

X > (ias V1 s Vol M) (i, Sp0s i s SelJ, MONPEP2 (). (L1)
J,M

97



By the relation of Clebsch-Gordan coefficients, it is reduced to

dar

m227|m||m\z Z Z Z Z

e S1,52 K1,U1,m K2 wma /0t m Kbl
Y ()Y, ()Y (B (2)

X (L, m, 1/2, 510k, V1) (Ley, miy, 1/2, 823, v5)

X (Leyymi1,1/20 81000y, Y1) Ly s M2y 1/2, 89| d 1y s V2)

% /L s Gt~ ) T .

X (g s Vs duy VBIT, MYNPLE2* ()
J,M

X (jﬁlaylajmgaV2|J7M)Nﬂlﬂ2(°])' (12)

Now let us rewrite Clebsch-Gordon coefficients with 3j symbols,
dr’

T Z4GF|p1||p2|Z YT OY YT

51,82 K1,V1,M1 Ka,V2,M2 k) ,v],m} kvl ml J M

x [J Jry * Jrs ]“1 jnz jn# ]K/e] N’61762 (J)Nﬁl7ﬁ2(J)
X ( 1) K1 ‘an‘Hﬁ,/l +ln’2+]~1 +]K,1 —Jrg jﬁz )/lzrlbl (f)l)}/l:zl (ﬁl)}/l:rfé*(ﬁQ)}/l:f (ﬁ2)
2 4

e U2 e ) (e 12 e (b 12 k) (b 12 e
my 81 —vi) \me S2 —w)\mi s —vi)\mh s2 -1
jrﬂ jf'i?, J jn/ jn’ J
8 (V1 2 M) (V{l z/é2 —M) ’ (I3)

In addition, we use the formula for the spherical harmonics, Eq. (G.65), we obtain

ar

TBrdeostr; ~ 2 Gpiply ¥ Y Y XYYy

$1,82 K1,V1,M1 K2,V2,M2 k), vy ,m} khvhmb J,M li,ng la,n
SHPAYIRY SRy WRY NEY M
X \/[l}-ﬂ ' ZHQ ' lﬁ’l ' lné ' ll ' 12] Nﬁi’ﬁé*(J)NBLBz (J)

(71)11&1 +l;q2 +l,</1 +lﬁé +jn1 +jK/1 *jnz *jmé +m1+m2}/ln1 ( A )}/lz,z (ﬁQ)

jnl jl@ J .]H/l 35'2 J lﬁl ln’l ll l/‘ig lm’Q l2
v M)\, v, -Mm)\o o o)Jlo o o
v i, ln’l l1 Loy, 1/2 Ji, l"i 1/2 J"i
m; —m) —ni)\mi s —vi)\mi s -1

ey ley D2 ) (l@ 1/2 j@) (l% 1/2 jﬁ,2> (14)
/ ] /3 .
mo —My —MN2 mo S92 —U moy S92 —Vy

X
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In order to simplify it more, using the sum rule for 3j symbols, Eq. (G.49), we get a relation as

Z (_1)l,€1+l,{/1+m1 Ui, l,{/l I ley 1/2 Ju, ln’l 1/2 jlill
m; —mj —ng my  §1 —U my s —1
s1,m1,m}

_ Z (_1)1/171/24»1,{1+l,€/1+1/2+m1+m'1751

s1,m1,m}
« lm1 ln'l ll l,g’l 1/2 ']Nll 1/2 lKl j)—il
my —m) —m ) \ml s1 —vi) \=s1 —m1 un
—(_ vi—1/2 jn’ j/ﬂ ll ];{’1 j,{1 ll
(=" <_Vli %1 _nl) {lnl Ly 1/2)° (1.5)

Therefore,

TR S I[ED DD IPIP I IH 3PS

K1,v1 K2,v2 K ,v) Ky vh J,M Ly l2,ne
SHPAYTRY Ry RS WY M
X \/[llil : lrm ! ln’l : lH’Z : ll : lQ] Nﬁi“ﬁ;*(‘])Nﬁl,Bz (J)

X (1) Y () Y22 (o)

% jm jmz J .7/{’1 35/2 J lnl ln’l ll lng l/{é 12
vy, vo —MJ)\vi vl —-M 0 0 O 0 0 O
]Kl jf-il ll ]K’/l jﬁl ll ]HIQ jRQ 12 ]Ké .jliz 12 (I 6)
v, v —m [ 1/2f \—vh vy —no R 1/2(" )

Notice that non-zero contributions come from only the case that

la =1, ng = —nq, (1.7)
because of the condition for Clebsch-Gordan coefficients. Moreover, since 11 = v + n; is a half-integer,
Sl = (-1 = (i, (18)

By using them, it can be written as

e S LD 3D D 3D DD

K1,V1 K2,V2 kY ,v) kL M In
X [Jl.]m “ Jra 'jn’l ']mé ']m“ ']me]
X \/ [y Ly - Ly - Lo | NP5 ()N PP ()

x (1) I T My 5y )
« jnl jl{z J ]K'l .]K,/2 J lﬁl ln’l l lﬁz 15’2 !
v vy —-M vy vy —M 0O 0 0 0 0 0

jmll j’gl ! jﬁ’ jm l ]né jfw l jﬁ/ jnz l
><<_1/:’L vy —n) {l,ﬂl L, 1/2} (—yé Vs n lnj Ly 1/2f (1.9)
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Now we use Eq. (G.48) and perform the remaining summation over projection quantum numbers but n:

Z (_1)M+y1+1/{

! ’
v1,v2,V1,Vy, M

> Jri ke J ‘7"/1 .7/-;’2 J ]m’l Jra l .7/42 Jra l
vi vo —M)\vi vh —-M)\-v; v —-n)\-vh vy n
_ Z (_1)—1/1—1/1—M
vy,v,v) V4, M
]n2 Tk l ]n’z ]n’l J Jry ks J Jra ]n’l l
—vh vy n)\-vh -y M)\vn vo -MJ\-1n v n
oy i+ . ka g+ .
:(_1)] 1T {]5’2 Ik l} _ ( 1)] v {]nl ko J}
m Je1 Ik J m Ikl Ik l

In addition, we can sum over n by Eq. (G.68) and get

dEldCOSQQ Z:4 3 ‘p1| |p2| Z Z Z

K1,k2 kYRG0l
X [T 1 Gy v Gr - Gt - Gty - G T
% [l Lo g~ L N5 ()N P52 () By (cos o)

T dra =i ley ey 1 Ly e 1

x(=1) 2(0 0 0)J\o 0 o

« .7/41 Jra ! .7;42 Jka ! Jer Jre
b L 120 Uke Lo 1/2f U, du 1f°

Using the formula for a product of 35 and 65 symbols (G.46), we can reduce it to

ar

dEdcosty 24 3|P1|\P2| DD D DALY S N Y W M

K1,k2 kY ,kh Tl
x NPUB2* (Y NPVO2 () Py(cos f12)

—1 J*jmz — Tl 1 + (_1)l'€1+l;«,’1+l 1 + (_1)l“2+lm’2+l
x (=1) 2 5 5

> ]n’l Tk ! ]K’Q Jra ! Jr1 Jro J
12 =172 0)\1/2 =1/2 0) Vn, du, 1f°

By rewriting it by Clebsch-Gordan and Racah coefficients, we finally obtain

ar

dEydcosths 24 a|p1||p2‘ > Z DDA RE Ry MY Y M

K1,k2 kY ,kh il
« NBpﬁz*(J)J\thBz (J)P,(cosb12)

R S G i A B G D i Al
2 2

X (—1)‘]_j”2

X (jlilv 1/2,jn’17 _1/2|l,0)(jn27 1/2,jn’27 _1/2”,O)W(jnlvjnmjn’lajn/z; Jal)
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I.2 Derivation for Eq. (4.68)

For the calculation, it is convenient to use the Dirac basis rather than the chiral basis. Now we define useful
values as

1,182,V TRLH LSy R, L OlesSe
Mt / N () W (O T O WA (O N (1.13)
1 (i =59) 1 (J=25)
_p _p
r, (f ) RO & (q ) (L14)
oo @=V) Y G=V)
Vs (i = A) Vs (G =4)
Using this expression, Eq. (4.61) is rewritten as
¥ - _ 4GJ BBz g rBaivaiBian 115
Mcontact - Zgu ij ij ) ( . )
V2 .
where ¢ and j run over S, P, V, A, and the coupling constants g;; are defined as
1
gss =gpp = 1(91 + 92), (1.16)
1
gsp =gps = 1(91 — 92); (1.17)
1
gvv 21(934-94-1-95 + 96), (L18)
1
9aa =7(93 + 94 — g5 — 96), (1.19)
1
gva Zz(gs — 91— 95+ go), (1.20)
1
gav :Z(gs — g1+ g5 — go)- (I.21)
For the first example, let us pay attention to Mgg, which is
MGG — [ @ | grr(r) g, (MXAT () xpe (7) = fri(r) frn, (mX 2L () x 2, (F)
© © © ©
x (a2 (g, (el () X3 (7) = f2 (), X2, () x5, ()]
= [ drran g5 (r)gi, (r)g52 ()% (! () ()l () x )
+ ) f () F2 () £ (DX, (P X, (R X2, () X, (7)
— gt (M) g, (1) [z () fos, (mxat (R xge (R) X2, (7) X2, ()
5 £, (P2 (), (X, ()X, () X2t () i ()] (1.22)

Each term can be divided into radial integral part and angular integral part. Now focusing on the angular
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integral of the first term Iq,
o = [ 4! ()xiz ()xE! ()i 0)
_ / dY,,, (7) @ xa/2 (D] Vi, (7) @ xaja (D]
x [Yi,,, (7) ® x1/2(2)]2 Vi, (7) @ x1/2(2)]55.,
R v ” vo 11
- / 40 [[Yi.. (7) @ ya (D], @ [Yi, (7) ® x1/2(2)]22, ]

x| M,, () © x2(115%, © W, (7) @ x122)5, ] - (1.23)

Here the suffixes (1) and (2) attached to x1 /s are for emphasizing that these spinors are in different spaces.
By using the Clebsch-Gordan coefficient, it is possible to represent the direct product of angular momentum
eigenstates with the sum of the irreducible representation:
. . . . M7
Ig = / ds) Z (.]Ru V1, )kas V2|‘]7 M) [Dflm (T) Y X1/2(1)]jf$1 ® D/l»ez (T) ® X1/2(2)}j*€2} 7
JM

M’
XD (s S el M) [V, () @ xa 2D, © Vi, () @302, |, - (124)
J' M’

Moreover, using the 95 symbols, we deform the equation to separate the orbital part and the spin part:

IQ:/dQZ Z (jm17yl7jnzay2|J7M) (jli‘usuajfieaSELI/)M/)

J,M J', M’
i, 1/2 Jka
XZ V [jm jK2LS] lnz 1/2 jﬁz
L,S L S J
~ ~ M
% (Y., (F) @ Vi, (M) @ [x1/2(1) ® x1/2(2)]s] )|
Lo, 1/2 ji,
< S\l e LS e 12 i,
L’,s’ L s J!
A~ A~ Ml
% | W, () @ Yo, (7] © baje() @ 1225 | - (1.25)

By Eq. (G.64), we can combine the spherical harmonics:

IQ:/dQZ Z (.jliuylajHQ,VQ‘JaM) (jfﬁ“7su7jmea85|']/aM/)

J,M J' M’
Loy 1/2 ju l,m 1/2 j‘,/m
X Z Z ZK,Q 1/2 jHQ ZK,e ]'/2 jK:e
rsv,s |\ LS J L s J
x \/[jlﬂ 'jnz 'j'{u 'jliﬁ 'ji{e 'liﬂ 'lﬁ2 : l"ﬂu 'lﬁc "S- S/]
b
47

Here we have introduced a notation,

(LS; IM|O|L'S"; J' M)

(s> 0, Ly, 0] L, 0) (I, 0, L., O| L', 0) (LS5 JMI1|L'S"; J' M) . (1.26)

= / dQ [Y2.(7) ® [ 2(1) @ x1,2(2)]s] 2T O [Yir(7) @ [x1 2 (1) @ x12(2)]s ] (1.27)
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where O indicates an arbitrary operator. In this case, O is an identity. According to the Wigner-Eckart

theorem, we obtain
(J', M',0,0]J, M)
[J]

gy 0mmr

V1]
L S J

SLEELIY /s D O VA AT AN
[J] 0 0 0

=077 00 M \/m%&y VIL0ssv/15]

=077 0MMm OLL 083

(LS; IM|1|L'S"; J' M’y = (LS; J||1||L'S"; J)

(LS; J|IL||L'S"s T)

Using this reduction, the formula for I is given as

1

To ——
@ 47

D s V1s Gas Val T, M) (G Sps i Sel T, M)
J,M
\/[.jm 'jnz 'jn“ 'jne 'lm 'lng 'lf'iu 'lme]

b 12 Gu) (ben 1/2 e,
<3 XIS by 12 Gy p bk 1/2 G,
L,S L S J L S J

X (llilvoa llﬂ270|L70)(lﬁ“707 lne70|L70)~

Now we define

22 p2 €,Me

(o)
Xf}ééj(a,b,c,d):/ drr2a;11(r)b““ (r)ef2(r)dse, (r)
0

X \/[lgl JIb e, 14 ](12,0,15,  0[L,0) (1% 0,12 0] L,0)
012 g ) (B, /2 s,

) Qe 1/2 ey 0 Q1L 1/2 Gap,
L S J L S J

where a, b, ¢, and d are g or f. In addition, (¢ and I is defined as

lh _ l+"”v (h:g)
" I (h=1f)

By the above calculation for I, it was found that the first term of Eq. (I.22) can be rewritten as

/ drr?dQgp? (r)git, (r)gn2 (r)ges, (XD (7)) xge (7F) 2t (7) xge ()
1

:E (jlﬂ17Vlajl{27V2|J7M)(jl€uasu7jﬁe;Se“L M)\/[jnl 'jnu * Jris 'jne}
J,M

x> [51X7%7 (9. 9,9, 9)-
L,S
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After the same analyses for all other terms of Eq. (1.22), we obtain

B1,v1;P2,v2
MSS

:E (]Hlayl7jlizal/2|J7M>(.7Iiuﬂ8#7.7/16782“]M)\/|;7N1 B I ']ne]
J, M
xz X0 509.9.9.0) + L3 0 0) = X083 9.9.1.0) = X1 £.9.9)] (1.32)

Similarly, the calculation can be performed for other M;;. However, unlike scalar terms, more general
formula is needed for calculating the vector terms because they contains the terms including the Pauli

matrices. For example, let us see My v,
MpyPre = / drr?d§Q) [9{.?11 (P)gp, (M)gn2 (M ges, (Mxat (7) xie (7) x20 (7) xge (7)

(X ()X, (F) X2 (F) x., (7)

oo (M) foit, (1) [z (1) £, 7
() gt (1) 2 (r) £ (Mt () i (7) X721, (7) X, (7)
() fn (12 (1) g, (MXE () x ™, () izt (7) e (7)
i (r) fi (Mg () 8 (DXAT (R aax™, (F) X2 () oixs,, (F)
S () gt (1) 2 (1), (X (F) oo (7) X721, (7) aixse (7)
— gt () £, () £ () g, (X ont, X o
L (r)gp, (1)g52 (1) £, (X o xzoix,. (7)] (1.33)

where the latter four terms include the Pauli matrices. Now let us calculate
I = [ donzl (9 o, () (7)o (7). (1.34)

The similar modification can be used to obtain
I;Z :Z Z (jﬁ1’l/1ajn2,y2‘*]v M)(jﬁuvsyvjngase|JlaMl)
J,M J' M’
Loy, 1/2 4w, lx,, 1/2 Jkp

XD D Sl 1/2 e p Qe 12k,

s, | L S J L s J

X \/Dm SRR P R PR MY Y R4
1

X E(ZM,O,ZM,,O|L,O)(l,{“,0,l,iﬁ,0\L/,0)
1
X 6JJ’6]V[M’§LL’7<S‘|Ui(1)®0'i(2)‘|sl>~ (135)
V1]
0;(1) ® 0;(2) is represented by the total spin operator
_oi(1) | 0i(2)
S; = 5 + 5 (1.36)
as
oi(1) ® 0:(2) = 25% — 3, (1.37)
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because

2 2

g2 _ (o)) 2 (02 | o) ®0i(2)
(57) + (%57)
:ngoz-(l)@;ai(?). (1.38)

Furthermore, since ||S) is the eigenstate of $ with an eigenvalue of S, we find

=3[|5) (5=0)
oi(1) ® 04(2) ||S) = ~ (1.39)
I15) (S=1)
Thus we obtain
1 . . . .
Iéz :E Z(]m,Vl,]KQ,I/2|J,M)(j,.€,‘,,5#,j,{€,Se|J,M)

J,M

X \/[jnl 'jmz 'j&H ' jne : lnl : lmg ) lnu : Zne]
Lk, 1/2 Jra lnu 1/2 Jke

<3 IS by 1/2 s g bk 1/2 G,
LS L S J L S J

X (llil 9 Oa llﬂz 9 07 |La O)(llﬂ,m Oa llic? O‘Lv 0)2(5)7 (140)
where 3(S) is defined as
-3 (§=0)
3(S) = . .41
(s) {1 ) (La1)

Thus
M‘ljl‘}lfl iB2,v2

:E Z(]RI7V1’-]R27V2|J’M)(-]K;L’Slj"jﬁ;e’Se‘J’ M)\/[]lﬁ “Jey t Jke .]’Qe}
J,M

X< IS (X0 (9,9.9.9) + XDLI S D) + XD 09,1, 1) + XD (S L 9,9)
L,S

() { AL, £,9. 1) + XDL3 (L9, £.9) = X039, 1. £,9) - XL (g0, N (42)

Now we can evaluate all M;;s by the similar way. Combining the expressions for M;;s and Eq. (I1.15),
Meontact 18 written down as follows:

~ 4Gr 1 . . . . . . . .
Mcontact = - Wﬂ Z(]ma”la]nza”?"jv M)(jnu75uvjnease|J7 M)\/[jlﬂ “Jeu t Ike .JK/e]
JM
1,82 jroq FIrg—J 2,51
x>0 DIS) MO — (1 My ] (1.43)
1,7 L,S

B1,B2
where Mij;Lsts are defined as

MEST s ;=X (g,9.9.9) + X)L (F 1. ) — X0 g.9. 1, F) — X021 1, 9.9), (1.44)
MgllsggLZ,S,,]:_Xg,lé‘{gj(g7fvg7f)_X[[ilé'?j(f7gvf7g)_Xg,lsfgj'(gafvfag)_X[[ilé‘{ij(fag7gaf)v ( )
MEpT s =i | X055(9.9.9.0) = XL (F.£.£,9) + X5 0.9.£.9) = X5 (£.£.0.0)] . (146)

(1.47)

MEST s 5 =i | X050, £,9.9) = X5 (F.0, £, ) + X053 (F.9.9.9) = X039, £.5.0)]
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M5 5.0

=X)(9.9.0.9) + XD 1 1)+ X050, 1, 1) + X0 (F. £.9.9)
+3(8) { X050 £.0, 1) + XL (Fo0.09) = XD, 1, 1.9) = XL 9.0, (1.48)
M 5.0

== X020, F0. ) = XD (Fog, £9) + XD 0, F, F9) + XD (F 9,0, F)
—2(8) {205 (9.9.9.9) + XL S LD+ X005 0.0 £ D+ XL fgg) ), 149)
MPS%2 5.0

MV s
=i [«Yf}s’% (9:1,9:9) = X3 (.9, £, ) = X[ 3(f.9.9.9) + X059, £, 1. f)
() (AP 0.9.0.0) ~ XL 1,0~ XEL 0.9 ,0) + XL 0. (t51)
L’S’J gagvga L,S”] v J 7g L’S’J 9797 7g L’S’J 9 797 N .

We can simplify the formula more by unifying M glLﬂ 5.7 and Mg"Lﬁ 5,7+ For that purpose, let us consider

the relation between Xflsﬂj (a,b,c,d) and Xfifj (a,b,c,d), which is given by

X (a,bc,d) = /O drrasz (r)bss, 1)k (r)dss, (r)

X [S]\/[jnz “Jhp t Jra t Jke -2, 'lgu g, -lﬁe
2, 12 ju) (12, 1/2 s,

X Qe 1/2 g, lﬁe 1/2 i,
L s J L S J

x (I2,,0,1,,0[L,0)(1y, , 0,1 ,0|L,0). (1.52)

Using some relations for Clebsch-Gordan coefficients, we obtain

o0
X2 (a,b,e,d) = / drr2est (r)ofe, (r)ak (r)dss, (r)

g [S]\/[jm SRR S S

o I, 12 ge) (R, /2 Je,
X (LS G 12 Gy o QUL 1/2 i,
L S J L S J

x (1%,,0,12,,0[L,0)(Iy, ,0,1¢ 0L, 0)

k1 Y YKo IR )

=(- 1)t XD (e b a, d). (L.53)

Now it is useful to define

B1,8
Mijlii’zj’;L,S,J
_ B1,8 iy Fing —J 3 B2, B1,B iy Fing —J 782,
= (M5 — (T ) (M s — (C1 eI ) ()
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and represent M ontact as

~ 4G 1

Mcontact = Z(jf€17yla.jf€27y2‘<]’ M)(jfi“vsua.jfievse“]v M)

V2 4m J,M

X > gy Y SIMIE L s - (1.55)

4,4,4",5" L,s
Here new coupling constants are defined as

_9ss+gpp _ g1t 92

- , 1.56
gss+pp 5 1 (1.56)
9Ss—PP :w =0, (L.57)
_|_ —
gspyps =L TIPS _ G52 (I1.58)
2 4
gsp—ps 2% =0, (1.59)
+gaa +
GVVeaa _gvv . gaa _ 93 y 94, (1.60)
Gy an _gvv ; gaa _ 9s 1‘96, (L61)
gva+ga g3 — g
GV As AV =70 5 =2 1 Z, (1.62)
GV A—AV _gva—gav. _ 95— 96 (1.63)
2 4
Now a few examples of M;;+;; are shown. Let 4, j, ¢/, and j' be S, S, P and P, respectively.
B1,B2
Mssippir,s,
+ (05 [05(9.9.9.0) + XPL3 L L) = XL (Fg.9. ) = X539, £ £.9)
£ {2050 £,9.0) = X055 (£.9.0,9) = X0 (1. F.9.9) = X055 9.9, 1.9}
=1+ (=0%) [¥085(0,9.9.9) + XL 110 F {030 19,0+ X5 (F0. 1.0}
+ (L (1) 205 0,9, .) = X7 £.9,9)
F {050 0. 0.9+ X0 Lg.0. 0} (L64)
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Similarly, for ij +1i'j' = VV + AA,
Melx}izAA;L,s,J
=X7'559.9.9,9) + X0 (1 £ 0 D) + X005 9.9. 8. 5) + X5 £.9.9)
+ S8 { X050 1,9, 1) + X059, £.0) = X039, 1. 19) - X0 (Fog.9.0) )
{050 L.0.) = XPL 9. 1,9) + X030 S S 9) + XD (.99, )
+2(8) { =259, 9.9.9) = DL L 1.1, 0) = X083 0.9. 0, 0) = XD F.9.0) |
+ (05 [05(9,9.9.0) + DL L L) + X3 F9.9. ) + X039, £ £.9)
+3(8) { X050 1.9, 1) + X0 (F.0.1.9) = XD So0,9) = X0 (9,9. 5. }
+ {*Xffs’fij (9:£:9.5) = X059, £,9) + X055 (F, £.9.9) + X035 (9.9. £, F)
+2(8) {20 L39.9.9.9) = XL D) = XL (Fo9.9.0) = X9 1 S9) ]
=(1+ (=1)*)AF £(5))
x| X0L29.9.9.9) + KDL 10 F {050 10,0 + X050, 19) ]
+ (1 (~1)%)(1 F5(S))
< X0 9.9. 1. + XD .9.9) £ { X050, 1. £.9) + X0 (£.9.9.0)}] -
Since the sum of two lepton spin S is allowed to be only 0 or 1, we can use

14 (_1)S :255707
1—(=1)% =265,1.
Eventually, we get the formula for contact process,

~ 4Gr 1
Mcontact = r

- Wﬂ Z(jﬁlaylijQay2|J7 M)(jn“,vs,uvjnease|J,M)\/[jm 'jm‘ 'jng 'jne]
J,.M
X > gy MO (),
,5,8,5"
where

B1,8 — B1,6
M (T) = D JISIMEE .
L,S

Here Mgli’f,zj/(J )s are given as

MGg%p(J) =2 [Xg (J,0,0) = XF(J,0,0)]
J+1
MG p (1) =2 | X{ (,0,0) =3 Y X7 (L,1,J)],
L=|J-1|
ME55e(T) =20 [Y{(J,0,0) + Yy (,0,)],
J+1
MESP,(J) =20 | Y7 (1,0,0)+3 > Yy (L1,J)],
L=|J—1]
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MUYZA(T) =8 [Xq (,0,) + X{(J,0,.0)] (L74)

J+1
M2 () == 4| X5 (1,0,0) =3 > X7 (L,1,0)], (L.75)
L=|J-1]|
M52y (9) =8 [Yi(J,0,0) = Y5 (1,0,.7)] , (1.76)
J+1
MESP 0 () == 4i | Y7 (J,0,0)+3 > Yy (L1,J)|, (1.77)
L=|J—1]
where
X (L, S, J) =X'55(9.9,9.9) + X0 (£ f ) £ | X005, fog. ) + X055 (Fg fg) | (475)
XE(L, S, 0) =205 0.9, 1,0) + XD £.9.9) % [ X085 (9.1, .9) + X085 (Fg.0.D)] . (476)
V(LS. T) =X]50.9,9. ) = XD S So9) £ X009, £.9.0) = XS5 (Fg £ D] (4TT)
YeH (L, 8, 0) =X03 (9.9 £9) = XL, F.0. D) & [ X005 (Fo9.9.9) = XD, £ 1.0)] - (4T8)
We can rewrite this by g; (i =1,2,---,6) as
- 4Gp 1 , _ _ . S —
Meontact = — TZFE JZM(J51aV17]K2aV2|J7 M)(]Hursuvjngvse|‘]7 M)\/[Jm “Jeu t Jke '.]f'ie]
6
x> M), (L78)
i=1
where
1
MPP2( ) 5[ Xy (J,0,) — X (1,0,0) +i {Y7H(J,0,J) + Y57 (1,0,0)}] (4.69)
1
M2 () =5 [Xq (1,0,0) = X[ (.0,0) =i {Y"(1,0,0) + Y (J,0,)}] (4.70)
MYV () =2 [ X5 (J,0,0) + X;F(1,0,.0) + i {Y;(J,0, 1) — Y57 (1,0,0)}], (4.71)
MPP2( gy =2 [X(;(J 0,J) + X (J,0,J) — i {Y;F(J,0,7) — Y5 (1,0,0)}], (4.72)
J+1 J+1 i
MOV =13 > X7 (L,1,J) = X (J0,0)+i3 > Yo (LLJ)+ Y (L0,J) p |,  (473)
| L=lJ-1] L=|J—1] ]
[ g+ J+1 i
M) =13 > X7 (L,1,J) = X$(J,0,0) =ik 3 Y Yy (LLJ)+ Y7 (J0,J) p| .  (4.74)
| L=|J-1] L=|J—1] ]
Compared to Eq. (4.63), we conclude that
6
NI () = g7 (). (4.68)
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1.3 Derivation for Eq. (4.88)

Here let us calculate Mphotonic. As contact interaction, it is convenient to use the Dirac basis. Therefore let
us rewrite Eq. (4.62) as

~ 4G —K1,V1 1/2:5n
Mphotomcz( \/gmu) (—q0) [ [ @ nd sy ) (A + g 5 )

X2G, (r1, 725y — By — ) 05 ()t (r2) = (B} & {Barad)] . (L79)
where the couplings A are related to Ay /g as
A A
As :%7 (L.80)
A :%. (1.81)

By inserting the partial wave expansion form of G, (r1,72;qo), Eq. (4.86), ./\;lphotonic becomes

~ 4G —K1,V1 v 151 /2,8,
Mhotonic :2272quqe [QO/d3T1d3T2¢pl (1)t (Ap + A_rys) b 27" (1)

30 0 {7 () Y7 ) B (ra,ma) 02 (ra) e (r) = ({81} o {Ba,})
l,m
(1.82)

where ¢o = m, — B, — E1 in the first term, while ¢o = m, — B, — E» in the exchange term, again. For
convenience, we define a non-local operator

O (r1,m3) =q0 Y _ 0, {Yzm* M) Y™ (P )Fu(rlﬂ“z)}[U””(A++A—75)]®[%]
L,m
=0 320, {1 (037 02) B (40 4| eml as

and write Mphotonic as

~ .4GF R1,V1 T R2,V2
Mphotonic ZQZWquE |:/d T1d37"2 {’(/} ( ) ® wpz ( )}

<08 (ryr) {0/ (r) @y () | = (B} o {Baed)] . (L84)

In the definition of OZ(,’L (r1,72), Eq. (1.83), the brackets are written to emphasize difference of operating
spaces.
Let us focus on the operator (’)g% (r1,72). Since 0% is

o_tri o1_.( 0 o I 0y_ .;(0 1
o —2[7,7]—Z<_0i 0><0 _1)— i (1 0] (1.85)
the part of v =0 is

e (o )] o=l (32 30 (0 0]

=quo(1)-o(2) Kit ﬁ*)] ® K(l) 01)] : (1.86)
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Similarly, the part of u =0 is

oo (i )] ema=meo [ 3] o [ 5))

Lastly, the remaining part for o;; is

ool A)]ei-pens (3 )] € )
oo (2 ][0 )

where we used

Collecting Eqs. (1.86), (1.87), and (I.88), we get
oo (s + Ao byl =)o@ | (47 47)] @ (0 )]
|

+iV-o(1) Ki if)] @ K(l) 01)
+V-(o(1) x o(2)) Kif i)

so the operator C’)g% (p1,p2) is divided into three parts:

where

Opia (r1,72) =45 ;wwmﬂ?? (r1,72) Y™ (2)or (1) - &(2) Kﬁ; ifﬂ o [ ((1) —01)]
G CRUN R

FFS (r,r2) ) - (0(1) X 0(2)) Y™ (72)

> (o
Kﬁ fi)] (o]

First, let us focus on Oy,

OZ(;HC)) (T‘l, T‘g)

rewrite inner products a:

zw Y™ () (1) o (2)
— ZF 1)!*/320 + 1) [Yi(R1) ® Yi(72)]y @ [o(1) @ 0(2)]o]g -

111

(1.87)

(1.88)
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Using the 95 symbol to recombine angular momenta, it yields

[Yi(#1) @ Yi(F2)]o @ [0(1) @ 0(2)]o];

L 10
=Y V@D @R D1 1 0 (Wit ® 0V, ® i) @ (21, ]
G1,j2 JiJ2

1+1 .
=S % (Vi) © o (1), © [Vili) @ 0(2)]]

==l

+1

=Y _ey ) Ti1,5(2).

ll
P 1‘\/ 20+ 1) al

Here, we have defined a tensor with rank j,

T ;(n) = [Yi(fn) @ o (n)]}"

J )

where n = 1,2. Therefore, it is given as

> Y F)ES (11, m2) Y™ () (1) - o (2)

Lm
+1
=Y > (FD)FHER ()T (1) - T (2),
U gl
and we obtain
I+1
OBy (rism2) =q5 Y Y (=) HEG (r,r2)Tia5(1) - T g(2)

I j=|l-1]

o A Ay 2 0 -1
Ay A 1 0 ‘
Next, for Opp;2, let us concentrate on

> (VY ) FS (r2) ) - o (DY (72)

Y Y D* (VY () FS (ra.ra) ) o~ (Y™ (o).
Il,m s=%£1,0

According to the gradient formula (G.67), we get

vsiflm(’IH)Fl i (7’1, TQ)

[+1 s l d
=(-1)* \/;(l-i—l m+ s, 1, —s[l,m)Y"\* (1) (ﬁ_clrl)F”(Thrz)

N e d 11
+ (1) 21+1(l_1 m+s,1,— s|l,m)Y171+ (71) (dr1+ - )Fll(rl,rg).
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Here,

d d .
dr, Fz 1 (7‘177’2) d {hz( )(CIOrl)Jz(QOﬁ)@(Tl - 7“2) + hz(l)(CIorz)Jz(|CI0|T1)9(T2 - 7"1)}

drq
+ M (gora) {ddjz(qom)} O(ry — 1) — B (qora) i (qor1 )8 (ry — 1)

d . .
{ h( )(gor }]l(QOT2)9(T1 —7r2) + hz(l)(qOT1)jl(qOT2)5(T1 —19)

d
Using the derivative formula of spherical Bessel or Hankel function, Eq. (B.12), it yields

{d (qor1) }jl(qm“z)e(?’l —ra) + B (qora) {djﬁlljl(q()ﬁ)} O(ro —r1).

d l .
o) =ao (D aor) = W) ) dlaora)0trs — 72

. .
+ qohll (gore) (Jl(QOﬁ) - ]l+1(qo7‘1)> O(ro — 1)
qoT1

l
ZEF[{? (r1,72) = o B3y 4 (r1,72),

or
d [+1 )
p ——F (r1,7m2) =qo <hl(1)1((107“1) - h(l)(%ﬁ)) Ji(qor2)0(r1 — 12)
1 qoT'1
. l+1,
+ QOhl(l)(QOTz) <311(QO7“1) - Jl(CIoﬁ)) O(re — 1)
qoT1
141
=qol"° (11, 72) — TFIQ?(H,W)
Therefore,

S m (. S l+1 m-rs
VY () F (1, m2) =qo(=1)°y/ 2l+1(l+1 m o+ s, 1, —s|l,m) Y (P) PR (1, 72)

l .
+QO(—1)S\/2Z+ (L= Lom ot s, L =sllm)Y"F*(F1) F2, (11, 7)

—QO
h=+1
where we defined
I+1
—— (h=+1)
fl(2)(h) _ 21 ?— 1
wr1 =Y

Multiplying Eq. (I.105) by (—1)°c~*%(1) and summing over s, we get

> (1) VY () ES (11, )00 (1)
=q0 > P03 U+ hym+ 5,1, —sllm) YT (7)o (1) FR, (1, 72)

h==+1

=40 Z fz (M h 1 (D) ER, (r1,72).
h=t1
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(1.102)

(1.103)

(1.104)

(1.105)

(1.106)

(1.107)



This yields

> (VW EOES () ) - e ()Y (72)

Lm

—ZQO Z fz (M) T ¥p,1,(1 )Fﬁﬁh,z(m7“2)(—1)’”1}}{,’5(2)

Lm h=%+1
_‘JOZ Z 12 () FR (i, ro)Tin (1) - Tio(2)
I h=#1
=0y > K20 - DFS(rr)Ti(1) - Troa(2)
I j=l£1>0
=q0y > LU= DES )T (1) - Thog(2), (1.108)
1 j=1£1>0
where
T5.(n) = [Yi(#) @ 1(n)],". (1.109)

The last equal holds because the exchange of indices, [ <+ j = [ 4+ h, does not change the sum over [ and j.
Therefore we obtain

o, (r1,72) =ig} Z Z Fi(t =) EY (r1,m2)Th,5(1) - Tjo,5(2)

1 j=1£1>0

X[(ﬁl ﬁf)}@?{((ﬁ Ol)] (1110)

Lastly, let us consider the third one, Op.3. Similarly as Opp.2, using the gradient formula, Eq. (G.67),
we obtain

> (T GOFS (r72) ) - (0(1) x 0/(2) Y7 (72)

e
—-vEy 5 (VSYZ ()F (r1,72) ) [o(1) @ 0 ()7 Y™ (7)
:_quomi I
i

< 3 Wrhmot s L=l mYEE (DR () (1) © 02 ¥ 72
=—zquo%:hz£1 Fo, (r1,m2)

" ;(f—l)“l“\/ﬁ (14 ot 5,0, =mlL )Y (1) [0(1) @ 0 ()] Y ()
=—zfqo;h21 F©, (r1,r2)

< Xy ?[m( 0 ®Yi(m)]; (1) © o2,
—Mqo;h%fz VER, (1, 2) ()R T [Yign(f1) @ Vi), @ [o(1) @ 0(2))y]g. (L111)
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Moreover recombining the angular momenta,

[Yirn (1) @ Yi(R2)), @ [o(1) @ o(2)],]g

I+h 1 1
= 3V(2h + D) (2j2 + 1) { L1 1} [Tien1,5: (1) © Th,1,5 (2)]g
0

1.2 J1 J2

=Y (- 3(2j+1){l-;h i ;}[Tl+h,17j(1)®Tz,1,j(2)}g
SERED DR (AR E RRRBR RE
Z(—l)l\/g({lth i }}’I'l—i-h,l,l(l)'T'l,l,l(Q)

l+h 1 1
+{ 1114 h} Tin,1,040(1) ~Tz,17z+h(2)) -

According to symmetry of the 65 symbol and Eq. (G.44), we can write

L S
(+h)(+h+1)—1(1+1)—2

2,/61(1+ 1)(20 + 1)
I

_JVei+D@+1) (h=+1)
n I+1 ’
61(20+ 1) (h=-1)
and
I+h 1 1 I+h I+h 1
{ 11 l+h}:{ 1 1 z}
) I+ +h+1) -2
C2/6(l+h)(I+h+1)(2l+2h +1)
_ Agggktgiggf Ul—»+1)
\V 6(1+1)(20 +3) N
I—1 :
61(21 — 1) (h=-1)
Thus,

Y (VY (F1)Fra(ri,2)) - (0(1) x 0(2)) Y™ (72)

l,m

=ivogo Y D FPMEL, (r1,m0)(-1) VA F T

I h=%1

l+h | 1 l+h 1 1
X ({ 11 Z}Tl+h,1,z(1) “Ty1,(2) + { 11 I+ h} Tina04+n(1) 'Tz,1,z+h(2))

=i 32 30 B raera) (4T () - T 2) + 5 0T 4D - T 2)

I h==%1
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Here the coefficients are defined as

l
—/ 5 (h=+1)
2 ) = 241 : (L.116)
RN
2041 B
[+2
N \\5r = (h=+1)
()= V23 : (L117)
L -y
20-1 N
Now noticing that
1) = F (=), (1.118)
it reduces to
> (TH GO FS (r72) ) - (0(1) x 0/(2) Y7 (72)
L,m
—ZQOZ Z f ( z+hl(7"1a7“2)Tl+h,1,z( )-T11,(2) —&—ﬂ??Jrh(rl,rg)Tl,l’l(l) 'Tz+h,1,l(2))
I h=+1
=iy, Y. fP0-)) ( H(r1r2) T (1) - Ty (2 )+Fl(h,rz)Tj,Lj(l)-Tl,l,j(2)), (1.119)
I j=l£1>0
and we get

Og% .3 (’I"l, 7"2)

=gy Y Y- (qu(ﬁﬁz)r—”l,l,j() Tj1,;(2) + F} 1(7“177“2)1},1,3'(1)'Tl,l,j(Q))

1 j=1£1>0

JCES A

Now let us estimate the expectation value between initial and final states of the operators, Egs. (1.99),
(I.110), and (I.120). Using the expression of Egs. (4.58) and (4.59), we obtain these three expectation values:

[ tnidns (G ) 902 )} 08 (rm) {055 ) 0 02 (1))

I+1
SO
L=l

1,0,1,; 1,15
{A+ [ (g fag f)IQ 17(’fla_"€u7“27_’€e) Lljl(f,g7g,f)fg 1J(_5175u7"€27_"€e)
7-[7l~’l(g, f, f, g)Iéz’l’l’j(Hla 7”#7 —Ra, He) - If:l(fa g, fv g)Iglz’lij(fﬂla K:,ua —hk2, ﬂe):|
+ ZA— |:_I7l~’l(g7ga g, f)Iéil717j(l€17 K:ua K2, _He) + Ii’l(f7 f7g7 f)IéilJ,j(_Hla _’iua K2, _Kje)

+I£,l(g7g, f’ g)Iéil)17j(li1a H,ua —hk2, He) - I7l“7l(f7 f> f> g)Iéil7l7j(_’€17 _Huv —k2, '%e)i| } 5 (1121)
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—K1,V —Ka,V S1/2,5u .S
/ drdr, {75! 1<r1>®w,,§ *(r2) } OB (r1,m2) { ™/ (1) @ 2o (13) |

= Z Z f(2)

I j=l£1>0

{ A+[ Li(g, £y 9, 9V IE " (k1 =k, ko, ko) + 199 (f, 9, 9, 9V TG0 (=K, iy, Rg, e )
I g, f DI (o1, =g =iz, =)+ I8 (f, g, £, VIO (=, iy, =2, )|
+id- [ Li(g, g, 9, ) I5% (K1, Ky, i o) — I (F, £, 9 ) 15709 (=, — ki, Fio, Kie)

(G 9. f DI (1, sy =iz, =) = IECE o s DI 0 (g, — iy =iz =) |} (L122)

and
1,V1 —K2,V2 " S1/2,8u Qe,s
/d3r1d3r2 {w (r1) ® ’L/Jpz (7“2)} Ogh;g (r1,72) {¢; / (r1) @ Y& e(,PQ)}

=3y > Pu-j) >

I j=1+1>0 {la by y={1,5}.{4.1}

lasly.1,5 layly,1,
{AJF [Ilz,y(g’g7g f)I ! ](/{1’/{#7527_’€e) Ilml (f7fvg f)I Y j( 517_"{1“/{27_’{6)
lL,l 1, lz7l 1,7
7[&_1,1 (g g’f, ) v J(I{lﬂiu,*lﬁl%lﬁe)‘i’lfﬂz’l (fafva ) ! ]( Kl?il{#’inmne)}
. lzyly,1,5 lz,ly,1,5
+,LA_ |:I7l‘x7ly(g7f7gaf)lﬂ ylj(ﬁlv_"iluliz’_’%e)+I7l‘$7ly(f>gagaf)IQ ! J<_R17'L€M’I{2’_K’e)

_Ll"m,l (g f7 fa ) o 17]("{17_'%#7_"{/27"{/8) _Ivl”mly(fvgafﬂg)Ié;Jy,l’j(_’{hI{H’_527"{’6)}}' (1123)

Here, the radial and angular integral are defined as

o0 o0
b = [ s i, ) [ a0, ), (1124
0 0

and
111712737]'
Q (f‘«'la’{uvﬁ%ﬁe)

= [ dshdss [ (1) @ 0] T (1) T 2) [ ) 0 12 72)|. (1125)
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respectively. The angular integral is performed to be

l1,l2,5,5
IQ (/fla/f;u"f%”fe)

= Z Z (jm,l/l,j,iz,VﬂJf,Mf) (jﬁuasuyjmease‘JiaMi)
Jg, My Ji,M;

[ a0 [ (1) © s 723 T (1) Thaes ) [, () @ e, ()]

= > e Vidings V2l M) (i 800 G el Jiy M)
Jg, My Ji,M;
X (K1, k23 S, My|Tiy1,5(1) - Thy 5 (2) | s ies Jiy M)

= Z Z (jfi17V1»j/-c27V2|JfaMf> (jmuasuyjmease‘JiaMi)
Jp My Ji M;

5Jf7Ji 5vaMi

27, 1 e ST () T sl ke Ji)

= Z (jfi17ylaj.‘£27l/2“]7 M) (jrmys/ujnevSeLL M)
J,M

I 1 j -/-c ‘n J
s (et [ e T (1)) (el T g () (1126)

The reduced matrix elements which appear here are calculable by the formula

2jrn +1) (2, + 1 .
(ol Tl = et s 1)y

4
. . ;{ K ]_ —|— —]_ l"b+l"'a+l
X (]Rba 1/2;3507 1/2|j, ) lsb] “ ( )2 y (1127)
0, (s=0,j=1)
e (j — = o) /V/5(2] + 1) (s=1Lj=1+1) (L128)
1,5, (Ko — ko) /m (s=1,j=1)
—(J+1+ke+r)/V/E+D2i+1) (s=1,7=1-1)
Thus we obtain
Iézl’l%s’j(/{la H#, K2, Hc)
:E Z (]Nla/-l/17jﬁ27/1/2|J7M) (jﬁu,su,jﬁe,SelgL M) \/I:.]fﬁ .j"‘u PR 'JKJ
JM
X (—1)dratin,+THHarrtra {im Jna J} 14 (1) tleutl ] 4 (—1)beatheetl2
Jee  Iun J 2 2
X (Grrs 1/2,Grps =1/215,0) (Ginas 1/2, Gises =1/23,0) VI V220 (1.129)

In summary of this section, we show the explicit formula for /\;lphotonic,

4GF 1

Mphotonic =2i Wm/_tqe E

Z (Jrys 15 Jiog s 2|, M) (jnwsuajne7se|Jv M)
J,M
oo +1 3

% [ U iy s e ZA S Y xe (1.130)

1=0 j=|I—1| n=1
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Therefore, compared to Eq. (4.63), it is found that

o}

NﬁhﬁQ

I+1 3

photonic(J) = 2imuQe Z A. Z Z Z be
c=%

=0 j:|l—1| n=1

Here,

XF (1, iz, J) =(=1) { ZHE0I () + 20007 () = 27

15,0, 13.0,5
Zygii (I)+ 255 (J)}v

gfaf fagf
X5 (1 ok iz, T) =12 = ) { 2300 () + Z37 () +

X§ (Lgosama, ) =f01=5) >
{lw7l'y}:{l).j}’{j’l}

()= Zg3 (D}

% {le,ly,l,j(J) _ le,ly,l,j(J) _ le,ly,l,j(J) n le,ly,l,j(J)}’

999f ffaf

99fg

fffg

X7 (L gk, o J) = = (=0 {20t (1) = 23 () = Zgad (1) + 250 (D)

999f

99fg

fffg

X5 (1 s ka, iz J) = = i 0= ) { 250 (9) = Zad () + 2337 () = 27 (D)},

9999

Xy (Lj.kr, ke, J) =if 00 —35)
{lw’ly}:{l7j}v{j:l}

lesly,1,5 leyly 1, lely,1,5 leyly 1,3
X{nggf Iy 4zt gy = glelebigy g J(J)},

fagf

where Z means

affg

fafg

o0 o0
layly,8,7
Z5me () :qg/ dririag! (r1)bl (7"1)/ drgrgFli‘J’ly(rl,rg)c’;j(rg)d?(rg)
0 0

% (71)K/I+K/;L+J+lu:+ly {]:fﬂ J:Nz J}
Jee  Jr, J

X (jfﬂ ) 1/2ajﬁua _1/2‘]7 O) (jnw 1/27.7./%7 _1/2|Ja 0) Vvliaﬁl"Sbnu‘/lSCHQ‘,SdKe

a b c
1+ (_1)l,€1+lw+lm 1+ (_1>1K2+126+zy

2 2

where
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I.4 Derivation for Egs. (5.8)-(5.11)
Substituting Eq. (4.64) into Eq. (5.6), we obtain

dar

B, 223\171\!1’2@222 IDIEDD

51,82 8,,8), Se R1,V1,M1 Ka,v2,M2 k) v),m) k,vh,m)h
Y (B (B ()Y (52)

X (Ler, M5 1/2, 810 v1) (g s My, 1/2, 82|57, v5)

X Loy s m1,1/2, 81150, V1) Loy M2, 1/2, 82y, V2)

% 2 (e, /Ty - dea i~y

S Gy Vo V1T M) (12, 8y s e T, MNP ()
J' M’

X (sul(1+ 0 P)lsy,)

X > (Gieas V1 s Vol T, M)(1/2, 8,0, i,y se| T, MONPVP2 (). (1.131)
J,M

Let us define

X=2. 22 2 2 2 >

§1,52 8,,8], Se R1,V1M K2,02ma 1y 0L m K i)

Y BV (o) Vi ()Y (B2)

X (L, my, 1/2, 810G v7) ey s My, 1/2, 82|57, v3)
X (Liyym1,1/2, 81900y 1) (Lisy, M2, 1/2, $2] Gy s V2)
%\ lins ~dua - o)

X Z Jn’l V17.7/4 V2|Jl (1/2v51ujf€eaSE‘J/’M/)N[aMBQ*(J/)
J' M’

x (sulo - Pls),)

X Z(jnnylajngvV2|J3M)(1/2’5ijﬁe’se“]’ ‘]\4)‘]\[ﬁ1’62(‘])7 (1132)
J,M
which satisfies
dr 1 dlunpor. G% .
- Tumwol | pNTFF (95 4 X. 1.133
B d0dY, 872 dBrdcosfry %: 78 Zne 1) Pal [Pl (L.133)

e

Here, magnitude of polarization vector P is factored out from X.
The factor of (s,|o - P|s},) is represented by a 3j symbol as

(sl Pl =3 P (1" (o)

7213 1)1/2=5s <1/2 1/2 1> V6. (1.134)

m —Sp N
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Moreover, according to Eq. (G.49), we get

(12 12 1 , .
Z (—=1)1/2=5u ( /, / n) (1/2, 80, Jies SelJ, M)(1/2, 5, jiw., 8elJ', M)

Su,Sh,S S‘U’ ~Su
SusSySe
C(12 12 1N\ (1/2 Ge. T\ (12 .. T
/ / 1/2 s’ +M+M Ke Ke
. su;SZSe (5;1 S ”)(Su se —M)\s, s —M

[J - J/](_1>n+M—j~e—1/2
> Z 1/2+1/2+]KE+5“+S —Se 1/2 1/2 1 1/2 j:’ie J jl‘ie 1/2 J'
s! n $¢ —M)\—s, —s, M

—S S
Su,8),,8¢ w H i H

: J J N [J J 1
CJN(— n+M_]me_1/2
[J-J')(=1) (_M M n) {1/2 1/ jne}. (1.135)

Therefore,

2 ONDIND DI DI ID e

$1,82 K1,V1,M1 K2,2,m2 K, v, m), klywhmb LM J' M n
Y BV (o) VI ()Y, (P2)
X (Ley s mys 1/2, 810507, V1) (Ly s M, 1/2, 825y, 3)
X (Lieysm1,1/2, 581Gy V1) (g M2y 1/2, 82| Jky s V2)
X (—1)M eV LT T s )
X (G Vi Gty V31T M) Gy s 01 iy vl T, MONP02% (1) NP2 ()
, ,
x (—{\4 z\i’ i) {1(/]2 1?2 ]i} (L.136)

By converting Clebsch-Gordan coefficients into 35 symbols and coupling the spherical harmonics, let us
rewrite it as

My Y Y Y LYY YYYee

51,82 K1,V1,M1 K2,V2,M2 k), v1,m} kvl mb J,M J' M’ l1,n1la,n2 n

« (_1)M*jne*1/2+ln1+lnll Flrg +l,a/2 ik, —Jro +j~/1 *jN/Q +mi+mo

X [J J/ .jﬁ1 -jl'iz jﬁ,l ]W/Q:I \/I:lﬁl 'lfiz lﬁ/l l,i’z 'll lz}
X Y (pl)Yn2 (pQ)Nﬁl Box (J’)Nﬁl \B2 (J)

» l,€1 Ly ) (e, ey 2 ley I ey luy Iy
0O 0 O 0 0 0/\m —-mf —ni)\m2 —my —no

« Loy 1/2 Ju, l,{/l 1/2 ],{/1 Lo 1/2 e, l,ié 1/2 ],42
my  §1 —U my  s1 - mo S —Uo my  Sg  —U

jm jng J Jxt Jwl J J J 1 J J’ 1
X(Vl va M)( 1 V§ —M’) (—M M n)1/2 1/2 je |- (1.137)
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The summation over s;, m;, and m} is performed to be

R Y Y Y Y S Y Yy

K1,v1 K2,V2 k) ,v) kG wh M J M 11,ny la,ne

X (= 1) e 2 s g g

X [T T iy - st Gy \/[lm Ty g g o]
XY ()Y () N (JON P2 ()

y by lep T (ley ley L2
0 0 O 0 0 O
> Jra1 ]n/l L Ik ]“/1 h Jka .7/42 ly Jka Jn; ly
—U1 V{ n1 l,.;/l l,.il 1/2 —U2 Vé ) ZKIQ ZH2 1/2
jﬂl jNQ J Jrt Jw J’ J J’' 1 J J’ 1
X <V1 Vo —M) (uf v M) \—M M o) \1/2 1/2 [ (I.138)
where Eq. (G.49) is used. Next the summation for six projection quantum numbers are performed by

. . . . , . .
3 (.7m [ N R R Jrea o Jer
/ ! / !
v vy —-M v vh —M -1 vy om
vy,ve,vy,vh, M, M’ 1 2 1

% jﬁz jK/IQ l2 J J/ ].
—vy vy me)\-M M n

:<_1>jnl+j,€2+J’+1 Z Jra Jra J ]n’l ])—cé J Jra ])—c’l Iy
-1 —vy M) \vy vh -M)\-1n v m

vy,v2,v] Vb, M, M’
% sz ]/{’2 l2 J J/ 1
vy vy me ) \M -—-M -—n

(et (B LY 1.139
=(-1) n B Jri Jwl : (I1.139)
L U A

After the summation, we get

Y Y Y Y Yy Ay

k1,82 kY ,kG L liny l2,ne

’ . .
% (_l)n"r-] +]n/1 _.7,@’2_]&9"1'1/2

XTI )y [l s Ly g 2]
X Y[ (Pr) Y2 (bo) NPOO2 (J) NP2 ()

o lic, ln’l Iy Ui, l,42 lo i Iy 1
0 0 0 0 0 0 niy Ny —n

] ] 1 1 j/‘il .jfu J
Je Jrp b Jra ey o J J 1 . - ,

% {lm/ l,il 1/2} {lﬁ/ l,j 1/2} {1/2 1/2 e Iel Ikl J 5. (1.140)
1 1 2 2 e ll 12 1
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Now, we use

to reduce X into

Noting that Iy is allowed to be only Iy

it as

I CUDIREE I (o =

ni,n2

_ZP (=)™ Y, (1) @ Y, (P2)]7

=PV, (p) ®Y, (P2)]; »

K1,k2 kY ,kG J,J7 11,12

1 n s .
) Yzfl (P1) Y;Zz (P2)
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L S 3 S R A )
™

X [T T Gy = Jrs = Gy~ Gy \/Um Py g g Do)

- A N AN
b e el (5 0) (%

ZK,/Q l2
0 O

S . PO PR |
fie g B g BV ALl
L le 1720 Uy le 1/2f\1/2 1/2 j, 1 IRy

Lh 1

=i Z Z ZZ J+jn'1*J’»’z*jme—1/2Nﬁ1,6;*(J/)N51,52(J)
7

k1,62 kY ,kh J,J’

2 1/2 g,

. J T 1
x [J J Ty Jra ‘]“1 J”/z} \/[lfil 'lﬁz'ln’l lng]{ . }

0
% {jm ]“1 }{jf@z .]KIQ l+1} ‘;n/l
ley 1/2 e 12 )75

—[I+ 1P [Yie1 (h1) ® Yipa (P2)]q (lm b

N e m(zal)@aml(ﬁg)h(l“l

0 O

dm G U1 e G L411) 0T
l,gfl lm 1/2 ln’Q ll‘iz 1/2 I

)(12 Ly l+1>
s

J
gy I
I+1 1

l+1> (l2 L), l+1>

Jrs
I, J’

I+1 1+1 1

L
0

y {y iy l+1} {] Iy l} "
lﬁ/l l,{1 1/2 ln’z lﬁz 1/2 1

1

VT TFDIP - Yis (1) © Vi ()l (

I+1
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Ly 141N (Lo Ly 1
o o )\o 0 o

Jra
jm’z J'
l 1

(1.141)

(1.142)

— 1,1y, or [y + 1 due to the condition for geometric factors, we write

(1.143)



By the formulae for the spherical harmonics (G.69)-(G.71), we obtain

X=—— 477 2 Z Z ZZ J! +jm/1—Jkg—jﬁe+z+1/2N/31,6;*(J/)N/317ﬂ2(J)

K1,k2 kKb

20+3 . . . . J J 1
Tog T e e ] \/[lm ey g L] {1/2 1/2 jne}

X [m{p . ﬁlPl/ (COS 912) P p2pl+1 (COS 012 l,al ly 4 l) (l,az l,a/z l -g 1)
« {jm ‘7“,1 l }{jmz J“’z l+1} im jlﬂ
AN G A L

o Ly ,4 z+1 12

] ) ; : K1 ./-{r J
x{j”l I lH}{Jw iy l+1} j i J
by ey 12 Wby b 12000 0

el A Ao loy Lo TN (Lo, Lo 1
- 21+1{P-p1pl/+1 (cosbiz) — P p2 P/ (C<>S912)}<01 0 0 )(02 0 0)
] ] ; ; jn jn J
e Jrf l+1} {]Hz J k! ! } S 2 ’
x { ! 2 Jey dry ST (1.144)
ln’l lnl 1/2 lné lf”vz 1/2 I +11 l2 1
Rearranging it, we obtain the following compact form

17 2 D » N s > A~ N
X =) {f (E1, Ea,cosbh2) P-p1 + f (E1, Ba,co8012) P - pa + f (E1, By, cosb12) P (p1 ¥ p2)} , (1.145)

where

f(E1, B2, cos12) =v6 Z Z ZZ(—l)’ﬂﬂﬂi7j~’27j”e+l+1/2N/3{aﬂé*(J’)Nﬁl,ﬁz(J)

K1,k2 kY ,kh JJ
X [J LR e ']}cg] \/[lm Ay Lt .15,2]

@+0D)QI+3) (J J 1
z+1{1/2 1/2 jﬁe}

ey b I\ (L Ly [+1
><[Pl/@osel2)(o 0 0)(0 0 0)

NP R P ;“,1 ;Kf 0
L loy 1720 Uy ley  1/2 K e

IoI+1 1
Lo Lo L+1\ (1o, Lo 1
— Pl (cos 1) ( 0 0 0 ) ( 0 0 o)
] ] ; ; jﬁ jn J
Jer Jwy U 1} {]52 Ik} l } S 2 ,
x { ' : Jey ey 0 (5.10)
ln’l lﬁl 1/2 l,g’z l,.g2 1/2 I +11 l2 1
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f/ (Elv EQ,COS 912) :\/6 Z Z ZZ(*]-)J/J'_J'N& _j,ilz _jne+l+1/2Nﬁi,ﬁé*(J/)N,81,BZ (J)

K1,k2 kKb
X [J - J R 77'”'1 'jng] \/[lm - 'lﬁi 'lm’z]

Q+1H2+3)(J J 1
l+1{1/2 1/2 jme}

ln lﬁ/ l+ ]. l,{ lﬁ/ l
X |:]Dl’ (COS 912) ( 01 01 0 > ( 02 02 0>

] 1 ; . 'm .m J
« {]Nl Jkh l+ 1} {]Nz Jwt, l } j /1 ; /2 e
l,{/l lm1 1/2 l,il2 l,€2 1/2 ! 2 1

I+1 1
Zn l,{/ l l,i l,{/ l + 1
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] ] i 1 jfﬁ jng J
Jea Jwy 1 } {y@ Gur L 1} : : ;
% ' : A T Y (1.146)
{l,gl by 1/2f ey 1oy 1/2 *;1 l +21 .

and

f (Ey, By, cosf15) =V6 Z Z ZZ J i, —j,g/2—jne+l+1/2Nﬂiﬁé*(Jl)Nﬁh,ﬁQ(J)

K1,k2 kY ,K5 J,J’
X [T Gy ) o [l s b )
(21 + 3)3/2 { J J 1 }

VIHDa+2) 12 12 .
< Pl (costia) (1,61 16/1 zz1> <182 zgé 1461>
x {?H/l {% 11721} {gﬁz ?Hé 11721} jzl 5:2 j’ : (5.11)
Mmoo R2o T2 I+1 I+1 1
Using the relation for replacement of indices of 3nj symbols and
NPB2( ) = (=1)dmatine =T NB2:BL( ), (1.147)
you can confirm
I (E1, Ea,cos012) =f (E2, Eq,cosf12), (1.148)
and
f(Ey, Es,cos6019) = —f (Ea, By, cos 013) (1.149)
which are consistent with Egs. (5.1) and (5.2). Relations to F (Ey,cosf12) and F (Ey,cos0;2) are given as
~1
P8y o) =575 (qaensi ) Slmllpel Ci 41 S (B Bocosti . 63)
G% Al unpol ! ) <
P cost) =% (o) Smillpal Qi 4 D (B Bacostin), (69)

respectively.
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