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0. Introduction 

    Let H be a real Hilbert space and io a lower 

semicontinuous convex proper function from H to (-co,coj. 

Here the terminology "proper" means that Co. The 

subdifferential of ip is defined as follows: For x E- H, the 

value ai~x is the set of all z E7H such that 

          V)(Y) - q)(X) > (z, Y-X) for every y 4-- H 

where stands for the inner product of H. 

     H.Brezis in (11 and [2] proposed the inital value problem 

of the form 

             d 2 
2 u + 3~)U-D f 

(0.1) dt 

            u(O) = a, d u(O) = b.                       dt 

In [11 he stated that in the particuler case where i~ I K is 

the indicator function of a closed convex set K, the solution-

u represents, roughly speaking, the trajectory of an optcial 

ray caught in K and reflecting at the boundary of K. 

Then -3,,~u K u may be regarded as the repulsive power at
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the boundary of K. In case H is finite dimensional, 

M.Schatzman made a deep investigation on this problem in (31 

and (51 and established a general existence theorem as well as 

various results on the uniqueness and non-uniqueness of 

solutions. By a simple example in which ip is the 

indicator function a closed convex set K she~showed that the 

uniqueness of the solution does not hold in general and the 

solution which reflects optically on the,boundary of K is an 

energy conserving solution. Moreover she obtained that 

even the energy conserving solution is not necessarily unique. 

     In case H is infinite dimensional, to the author's best 

knowledge, it seems to be extremely difficult to solve this 

problem in a general situation. Hence as the first step 

of the study of this problem we are concerned with the case 

where the subdifferential operator ai~ is expressed as 

(0.2) A + 31 KO' 

where A is a positive .definite self-adjoint operator and I K 

is the indicator function of a closed convex set K with non 

empty interior. M.Schatzman showed in [41 the existence of 

local solutions of (0.1) in the case of (0.2) and for some 

specific initial data.. 

Clearly if f is continuous, the solution u of (0.1) in the 

case (0.2) is twice continuously differentiable so long as 

u(t) lies in the interior of K since 31 K u(t) = 0 then. 

However, for some reason as was illustrated in M.Schatzman 

(51 in a finite dimensinal case a reflection occurs if u(t)
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reaches the boundary of K, and this causes discontinuity of 

du Th us we cannot expect the existence of a twice dt* 

continuously differnetial solution. Hence, follwing 

M.Schatzman (5] we seek a function satisfying,the equation 

     d 2 u with 2 and 31 K u considered as measures with values in 
     dt 

H. 

    In Theorem 1 we will show the existence of the solutions 

of (0.1) in a slightly more general case than (0.2),namaly,the 

case of + 31 K* Here is a lower semicontinuous, 

proper convex function and coercive in a dense subspace V 

such that VC HC V*, and K is a closed convex subset which 

is contained in a closed subspace L of finite codimension 

and has interior points in the relative topology of L. 

Assuming that the imbedding V -* H is compact and a~ is 

single valued, continuous in some weak sense, we will show the 

existence of global solutions of the above problem satisfying 

the prescribed initial conditions. The solution is 

obtained as a limit of a subsequence of the solutions of the 

above problems with the Yosida approximations 3~,, 31 K
,X in 

place of 3~, 31 K* 

     In the subsequent part of the paper it will be always 

assumed that K has interior points and the boundary of K 

is so smooth that there exists the outward unit normal vector 

satisfying a uniform Lipschitz condition in each bounded 

subset. 

      In Theorem 2 we will show the existence of an energy 

conserving solution of (0.1) in the case of (0.2). To prove 
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this theorem we consider the following sequence of functions 

        P,X(t) ft, 31 K,~ U (s) ds 
0 where u X are the solutions of the above problems with DIK 

replaced by its Yosida approximation 31 K
,X and apply Helly's 

choice theorem to the above sequence of functions. This 

enables us to extract a subsequence [u. so that u X 

u(t),' A 1/2 U ~A 1/2 U(t), d u (t) -)- ~!-U(t) strongly, from           A
j dt X i dt 

which it readily follows that u satisfies th e energy 

equality since as is easily seen u X are the energy 

conserving solutions of the approximate equations with 31 K
,X 

in place of 91 K 

      Since the energy conserving solution is not necessarily 

unique(see (51), to obtain the uniqueness theorem, we are 

required to consider some specific class of energy conserving 

solutions. Hence we introduce a class of energy conserving 

solutions called herein "itil-energy conserving solutions". 

Let Itil be a dense and countable sequence in the interval 

(0,T]. Roughly speaking a {til-energy conserving solution 

is an energy conserving solution such that the integral of the 

size of the replusive power from 0 to t 
i is minimal for 

each i in the energy conserving solutions. It should be 

admitted that this class of solutions depends also on the 

order of the elements of the sequence itil. 

      In Theorem 3 we will study a linear functional associated 

with the solution which plays an important role in the
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definition of ftil-energy conserving solution and establish a 

fairly concrete integral expression of the linear functioal 

playing the part of the measure 31 K U. 

     In Theorem 4 we will show that the existence and 

uniqueness theorems of itil-energy conserving solutions are 

established. 

    The outline of the present paper is as follows . 

In section 1 we list notations and properties of some 

operators. In section 2 we list definitions and state the 

assumptions and our main theorems. In section 3,4,5 and 6 

we prove Theorem 1,2,3 and 4 respectively. Finally , section 

7 contains some examples. 

    The author would like to express his hearty gratitude to 

Professor H.Tanabe and the referee for their kind and helpful 

advices.
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1. Preliminaries 

    We first list some notations and known results which will 

be used throughout this paper. Let H be a real Hilbert 

space with inner product and norm and V a real 

reflexive Banach space such that V is a dense subspace of H 

and the inclusion mapping V -* H is continuous. 

Identifying H with its dual space we may consider VC HaV 

The paring between V and V is also denoted by 

The norms of V and V* are denoted by V and 11-11V* 

respectively. 

For a normed space X, C([O,T];X) (resp. WC([O,T];X) denotes 

the space of all strongly continuous (resp. weakly continuous) 

functions from (0,T] to X. C* j*~(O,T];X) is the space of 

all functions from [0,T] to X whose d.privatives.up.to 

order j all belong to C([O,T];X). 

L (0,T;X), 1<q<co, is the space of all measurable functions 
q 

from (0,T] to i~ such that 1jull X)q is integrable on 

[0,T], where 11-11 X is the norm of X, and Lc,(O,T;X) is 

the space of all essentially bounded, measurable functions in 

[0,T] with values in X. Similarly we denote by 

W M (0,T;X) the totality of mesurable functions from [0,T] to q 

X such that all derivatives in the sense of distributions up 

to order m belong to L q (0,T;X). 

By dist(x,S) we denote the distance between a point x of H 

and a subset S of H. Let K be a closed convex subset 

of H. Then for any x E: H there exists a unique point
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P K x of . K satisfying lix - P K x1l = dist(x K). P K is 
called the projection operator on Y.' If K is contained 

in a closed subspace L of H, then 

           P L P K = P K P L = P K' 

By K and bdy(K) we denote the interior and the boundary 

of K in H respectively. K 
L and . bdy L (K) are the 

interior and the boundary of K in the relative topology of 

L respectively if K C L. 

Let A be a positive definite self adjoint linear operator 

in H and A 1/2 the 1/2-fractional power of A. 

We here employ the complexification of H such that 

     1) each z C- H is represented as 

             z = a + v~-Tl~ for some a, a E- H, and 

     2) the inner product is defined by 

            (a+,/ -1~, e+Y7 1 Y) (a,e) + (a,Y) 

                       + /-7 a, Y) 

 We then extend the operator A to an operator in by 

           Domain (A) a+,/-1~; a,~ E- D(A)lf 

                 1~) = Aa + 

 It is easy to see that the operator is positive self 

 adjoint in 

                                            /2  Let '{u(t)J be the (C.)-group on generated by
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In the following we write 

        D /2 S(t) 2-11U(t) - U(-t)jD_1, 

        C(t) 2- {U(t) + U(-t)lf 

for simplicity in notations. In view of the first property 

1) of C(t)x is represented as 

         C(t)x = a(t) + a(t) C~- H, (t) E- H 

for each x E- H, and it is easily seen from the definition of 

   that the function is a solution of'the initial-value 

problem 

         d 
2~ (t)*+ Wt) = 0,         dt 

         a(O) '0'                    dt~(O) = 0' 

This implies a(t) E 0 because of .the uniqueness of the 

solution of the above problem, and hence C(t)x e H. 

Similarly, S(t)x C- H for any xC-H. 

We denote the norm of H by 

Let be a proper, convex and lower semicontinuous 

function from V to (-co,co] and let be its subdifferen-

tial operator defined by 

     9~x {f C_ V ~(Y) - ~(X) > (f " Y-X) for any y E~Vl_ 

Let I K be the indicator function of K defined by 
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                r 0 if X C- K 
         I (x)          K if X 17 K. 

The subdifferential operator 31 K of 'I K is defined by 

         D(3I K {x~,,K; there exists z E= H such that 

                                       (y-x, z) ~_O for any yC-K1J. 

           31 K x {zC-H; (y-x,z) -~- 0 for any y E- Kj. 

We put 

         I K
,~ (x) (2X)- 1 lix - P K X11 2 for a.ny x ~= H 

where X is a positive number. We see that I K
,~ is a 

convex, Fr6chet differentiable function on H and has a 

single valued subdifferential operator 31 K
,X which is 

represented as 

          ai K
'X x (x - P K X). 

For x C-- bdy(K) the set 31 K (x) is equal to the union of 

the set of all exterior normal vectors at the boundary point 

x and a O-vector's set. In particular, if the boundary 

of K holds some smoothness, we know that there exists only 

one unit normal vector n(x) at the boundary point x such 

that 

           31 K X Xn (x) ; X 0 r CO) 

Let satisfy the coerciveness condition in V. Then 

if (D is the convex from H to defined by 
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r               ~(
X) if x V 

              t if x E7 H-V = {g(--H; g(~Vj, 
it follows that (D is lower semicontinuous on H by the 

coerciveness condition and its subdifferential operator 9(D 

is defined with domain D(30) = {xE V: 9~x EHI. Moreover 

@<D(x) = 9~(x) for any x D(34)). 

For every X > 0 a convex Frechet differentable function (P 

is defined by 

         (D (x) = (2M-I IIx - ix x1l 2 + D(j X X) for any x H 

where J (I + x3fl- and I is the identity operator on X 

H. Let 30 be the Yosida approximation of 3(D, namely:, 

           90 (X) = X- (x X) for any x E H. 

Then it is known that 3(D X is the subdifferential operator of 

    and 

          3 (D X (x) = 30(J X X).
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2. Assumptions and Main results 

    In this section we list definitions and state assumptions 

and theorems. 

      Let H, V, be the ones stated in the previous section. 

We assume that 3~ is a single valued, everywhere defined and 

bounded operator from V to V and that satisfies the 

following coerciveness condition 

(2. 1) lim 114 V 
             x 11 V-)-

    Next we suppose that f(t,x) is a continuous function 

from (0,T]xH to H to H satisfying 

          11f(t,x) - f(t,y)jj < h(t) jjx - yll 

(2.2) for any x, y t~:H and any t C- (0,T] 

          f1d f(t,x) If h(t)(1 + jjxjj for any x H             dt 

where h(-) is a positive integrable function of t (0,T]. 

     In this paper we consider the following type of equation 

             d 
2 U(t) + 3~u(t) + 31 Ku(t) 5~ f(t,u(t)), (2.3) dt 

d              u(O) a, ~I-tu(O) = b. 

With regard to this type of problem we employ the notion of 

solution on (0,T] defined as follows 

     Definition 2.1. We say that a function u C- C((O,T];H)



is a solu~ion of the problem (2.3) if the following conditions 

are satisfied: 

    1) u E W 1 (0,T;H) nWC((O,T];V). 
                              CO 

    2) For any t E: '[O,T], u(t) belongs to VnK. 

                            d +     3) The right derivative 
~i-tu(t) and the;left derivative 

d   u(t) exist on [0,T] both in the weak topology of H- and 

in the strong topology of V (with necessary modif ications at 

0 and T). 

    4) We have 

        2- 1 11 2-u (t) 11 2 + ~(U(t)) < 2-1 IjbIl 2 + ~(a) 
             dt 

d                   + ft (~Etu(s), f(s,u(s))ds 

0 for any t C- (0,Tj(with necessary modifications at 0 and 

T). 

    5) There exists a linear continuous functional F on 

C([O,T];H) such that 

          F (v-u) 0 for any v EC([O,T];K) 

and for any v W 1 ([O,T];H) nc((O,T];V) 

1 

       F(v) -- fT ( d U(S), ~~-V(s))ds 
                 0 ds ds 

    f ~3,$u(s)-f(s,u(s)), v(s))ds + (b, vfO)) (~~u(T), v(T)).      0 dt-

                           12



    6) The initial condition is satisfied in the following 

sense: 

         u(O) = a and b - !~~U(O) 4~- ai a. 
                           dt K 

     Remark. Vaguely speaking, the functional F is ,a 

element of the set 31 K u in the dual space of ;C([O,T];H). 

    We state the assumiDtion and the existence theorem for the 

solutions of (2.3) as.mentioned above. 

    Assumption A~1. 

    1) There exists a closed linear subspace L of H such 

that the closed convex set K is contained in L and has 

interior points in L. 

    2) The orthogonal complement L-L of L is of finite 

dimension and is contained in V. 

    3) For any sequence of functions {U in W 1 (0,T;H) 
                                                n1 CO n 

Lco(O,T;V) such that fu n I is bounded in L,,(O,T;V) and 

converges to some u in the strong topology of L 
2 (0,T;H) as 

n a subsequence {U n-1 can be extracted so that 

3 

      3~u n . -)- 3~u in the weak star topology of L.(O,T;V 
                                             ,3 

In particular, the sequence fq(~u n (-)I is bounded in 

L .(O,T;V 

      4) For any a E- L and any u, vrz: V such that 

                           13



I

JJuJJ V <'R and -JJvJJV R, the following inequality holds: 

         1(3~u - 3~v, a) I C, Ilu - V11 

where C is a constant depending only on a and R. 

     Theorem 1. Assume that H is separable, and that the 

injection mapping of V into H is compact. Let the 

initial values a and b be given in VI~K and H, 

respectively. Then under the assumtion A-1 there exists at 

least one solution of (2.3) on (0,T]. 

     In what follows we consider the case in which A is 

a positive definite self adjoint linear operator in H. 

In this case ~(u) = 2- 1 IIA 1/2 U11 2 , and V = D(A 1/2 endowed 
                      1/2 with the graph norm of A Then the problem (2.3) is 

written as 

            d u(t) + Au(t) + aI U(t)-3) f(t,u(t)) 
(2.4) dt 2 K 

            u(O) = a, ~~-U(O) b.                       dt 

     Remark. Theorem 1' Replacing in Theorem 1 the 

assumption A-1 by conditions listed below and assuming 

a E: D(A), we have the same conclusion as in Theorem 1 for the 

problem (2.4): 

     1) For the subspace L condition 1) of A-1 is 

 satisfied. 

     2) The orthogonal complement L is spaned by a infinite 

                          14



set CO of orthonormal eigenvectors of A.                =0 

    3) The function h stated in (2.2) belongs to L .(O,T). 

     We employ the following notion of the energy conserving 

solution of (2.4)(c.f Schatzman (5]). 

     Definition 2. 2. We say that u is an energy conserving 

solution of (2.4) if satisfies the following requirements: 

     1) u is a solution of (2.4) in the sense of Definition 

    2) u belongs to C([O,T];V). 

     3) d + U(t) and d-u( t) are respectively right an         dt dt 

left-continuous on [0,T] in the strong topology of H(with 

necessary modifications at 0 and T).. 

    4) We have 

         2- 1 Ild-u(t)112 + 2-'(Au(t),u(t)) 
              dt 

          2- 1 11b 112 + 2_1(Aa,a) + t (d U(s),f(s, u(s)))ds                    fo dt 
for any t E:[O,Tl(with necessary modifications at 0 and T). 

     We then state the assumption and the existence theorem for 

energy conserving solutions of (2.4). 

     Assumption A-2. 

     1) The closed convex set K has interior points. 
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    2) For any x E bdy(K), @I K x forms a closed convex set 

        {xn(x); X>O, n(x) E: aI x and 11n(x)II = 11. 

K 

    3) For any x,y E bdy(K) such that jjxjj -~. R and 

Ilyll < R 

        11n(x) - n(y) 11 _~_ N lix -yjj 

where R is any positive number and N is a constant 

depending only on R. 

     Theorem 2. Let a E: VnK and b C- H. Under the 

assumption A-2 the problem (2.4) admits at least one energy 

conserving solution. 

     We here give a representation theorem for the linear 

functionals F introduced in 5) of Definition 2.1. 

     Theorem 3. Suppose that assumption A-2 holds. Let 

u be a solution of (2.3) and F be the associated linear 

functional as in 5) of Definition 2.1. Then functional F 

is represented as 

T         F(V) fo (n(u(s)), v(s))dp u(s) 
for v E,C([O,T];H), where 

                    n(u(t)) if u(t) bdy(K), 
         n(u(t)) = 

                    0 if u(t) bdy(K), 

and p 
u is a left continuous increasing function on (0,T] 

such that p (0) = 0 and 0 < P (t) JIF11 for each t 
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[0,T]. If u(t) belongs to the interior K'O of K, dp
u = 0 

in some neighborhood at t. 

Moreover the function p 
u is uniquely'determined by u. 

     Remark Vaguely speaking, if u(t)E- bdy(K), -n(u(t)) 

is the direction of the repulsive power at the boundary point 

u(t) and p 
u (t+O) - P u (t) is its size. 

     In order to study the uniqueness of the energy conserv:~ng 

solution, we shall introduce a restricted class of solutions 

of (2.4) by using the increasing function p 
u as mentioned in 

Theorem 3. 

    Let it be a dense subset of (0,T], and define            i I i'= 1 

         MO = {ve C([O,T];H); v is the energy conserving 

                            solution of (2.4) on (0,T]II 

         M, = {v MO; Min p w (t 1) = Pv (t 101 
                           w E~ M 0 

         M 2 = Iv Mi; Min p w (t 2) = Pv (t 20' 
                                  W ~- M 

         M {v C-- M i -1 ; Min P (t i P (t i)lf 
                                   w C- M
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inductively. If M. is empty for some j, we regard 3 

M as empty sets for all k > j. k 

                                                                                                   CO      Definition 2.3. We call an element of 2 M 
                                                            i=O 

a ft I I- energy conserving solution of (2.4). 

      Theorem 4. Under assumption A-2 there exists a 

unique ftil-energy conserving solution of (2.4) for each pair 

of initial values a EVr,[K and b C-H.
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3. Eistence of the solution 

    In this section we discuss the existence of the solutions 

of (2.3) and give the proof of Theorem 1. 

    Throughout this section we assume that all of the 

conditions listed in the assumntion A-1 hold. 

    We begin by introducing for each > 0 the following 

equation: 

         d 
2 u ;~ (t) + 3(5;~u~L(t) + 3TX, ~U A (t) = f(t,u A (t)) (3.1) dt 

         u (0) = a C- VnX and d u (0) = b E~ H. 
                               dt X 

    Lemma 3.1 The equation (3.1 ) has aunique solution u 

C 2 ([O,T];H). 

    Proof. Since the operators aI,
,, and f(t,-) 

are all Lipschitz continuous in' H, this lemma is easily 

shown. 

    Lemma 3.2 For any tE (0,T], the following inequality 

holds: 

   Ilu,(t) 11 2 (t) 11 2 + I (u (t + (D (U (t)                   dt X X,X X 

        < C(l + Ila 11 2 + jib 11 2 + (D(a)), 

where C is a constant depending only on h and T. 

     Proof. Taking the inner products of both sides of 

(3.1) with d u (t) and integrat'ing the resultant equality            dt X 
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over (o,t], we have 

(3.2) 2- 1 Id u (t)Ij 2 + I u (t) + (D (u (t))             idt X K,X X x x 

                         2 
+ (D d              2-' Jib (a) + ft (f(s,u (s)), -asu (s))ds. 

0 From (2.2) it follows 

         t d 
            (f(s,u (s)), -j-u (s))ds      fo s x 

        < t h(s)(1 + jiu,(s) lid u,(s) ds    fo 

           f'-h(s)(1 + Ilu,(s) 11 2 + lid u (s) 2 )ds.               0 ds X 

Since I x
ll~ ux (t) is nonnegative and (D A (u ~(t)) -C2 llu,(t)ll 

-C 
3 we have 

             2 11 2 Ilu ,              (t) 11 < jib + 2(D,(a) + (t) 2 + C 2 
            ~~-u 

x A 2          dt 

                         [ju,(s) If 2 + lid ,(s) 1[ 2             + C + 2 h(s)(1 + _;_u )ds.          3 f to as 
Hence-noting 

      Ilu,(t) 11 2 < 2( Ila 11 2 + T fT lid u,(s) 11 2 ds) 
                                  0 d t 

we get 

       11u.11 2 + lid u (t) 11 2 _~_ Cons t la 11 2 + Jib 11 2                    dE 

    + (p (a) + 1 + (h(s)+l)(1 + Ilu ( s 11 2 + 11 ~j_u (S)l 2 )ds      x fo X ds A 
for t ~- (0,T]. Using Gronwall's lemma and the fact that
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h is integrable on (0,T] we have 

         u X (t) 11 2 + d u ~, (t) 11 2 < Const                 dt ( Ila 11 2 + Ilb 11 2 

                                + (D x (a) + 

From the relation (3.2) and above estimates the assertion of 

the lemma is tbtained. 

    Lemma 3.3 Let x 0 belong to K L and R be any 

positive number. Then for any x e B(xofR) we have 

         (31 K,X X, X-X 0 ) > Const [IPL 31 K,;~ XIIIIX - XOIIr 

where Const stands for a positive constant independent of x 

and X, and B(xO,R) is the ball of radius R centered at 

     Proof. Put ~I k
,X X = Z and P L Z = Z 1, If Z, = 0, 

the conclusion is clear. Hence assume z, t 0. Set 

(3.3) z 0 = Z 1 - (Zif X-X 0 ) jIx - x 011-2(x _ x,). 

Since P L P K = P K P L= P Kf P L is a self adjoint operator and 

(P L x - P K X, x 0 - P K P L X) < 0 it follows that 

           (z 1 , X-xO) X- (P L (X-P K X), X-X 0) 

                                (P L x -'P K X, P L x x 0) 

           {(P L x -P K X, P L x - P L P K X) - (P L x P K X, x 0 P K P L X)j 

    > 11P x - P P xj12 > 0. 
            L L K 

Since

0'
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             (P -L Z , X-x (PL~L X-x0)            L 0 

                               (PL~ (X-X()) X-"Zo) > 0. 

and z = P L z + PLj-z, we have 

           0 < (Z1, x x0) ~- (Z' x - xo~. 

On the other hand, from (3.3) it follows that 

          11 zo - Z, 11 = (z, , X-xo) 11 x - XO 11 -1 

We now assume the following relation and derive a contradic-

tion: 

(3.4) (zif X-X ) < dist(xo, bd (K))(41Z)-              0 YL x x oil. !IZ111 

From the estimates mentioned alDove we have 

        Ilzo - z111 < dist(xo, bdyL(X)) (4R)-1 liz, 11 

0 If dist(x0, bd > R, -c would belong to K,'and so we               YL(K)) PL~ 

would have 91 K
,X x = z E- E;L. This contradicts z 1 P L z 0. 

Hence dist(x0f bdy L (,K)) < R. 

From this we have 

(3.5) (1 - d-ist(x,, bdy L (Y,))(4R)- > 0. 

Put 

         W X 0 + dist(x0f bdy L(K))Z0IIz0II-1-

From P L w K it follows (P L x - P K X, P L w - P K P L z) < 0. 

Then 
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     (zi f x-w) p L x p L p K X, P L x p L W) 

              > {(P x p p P x P W) 
                       L L K L L 

                         + (P L x p K p L X, P L w p K p L X)j 

                                2 0
.                              x - p p >                        L L K 

Hence, noting that (z 1, ZO) 11ZOIJ-1 IIZOII we have 

            0 < (Zir X-W) 

           (z1f X-xO) dist(xO, bd YL(I<))(zO" z1) IIzOII-' 

           (ZI, X-xO) dis"L-(xo, bdyL (K)) Ilzoll. 

Combining (3.4),(3.5) and the above mentioned estimates 

yields 

            0 < (Zir X-W) 

     < dist (x , bdv (K) ) {(4R) -1 jjx - X() 11 11 Z, 11 zo 111 
                      0 -L 

      < dist(xo, bd 4R) -' jjx- - xO I 1 1                  YL(X)) 

                         + (4R)- 1 dist(x,, bd 'K) z,                                        YL(T 

Since lix - X0 11 _~_ R and dist(,co, bdyL(I~) R, we get 

         I < dist(xo, bd (K))Ilzlll (4- 1 1 + 4- 1 ) < 0,                        YL 

This is impossible,and we have 

            (31 x
'A X, X-X 0 ?, (PL 91 K,~' xf X-X 0
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X            > dist(xOr bdN,, (1TM(4_R)_1 x                         L 0 PL 3IK
, Xx 

    Lemma 3.4 If the initial value b belongs to L we 

have 

       lim fT 91 X, xux (s) 11 ds < 
                A_+_O 0 

   Proo.-E. Let fplj'p2f*"J'PN I he an orthonormal base of L~ 

Set 

                  (u (t) - a, p (U (t) P u (t), pi)                    x K x 

                X( 31 K
, xu X(t) p 

By (3.1) and the condition b~ L we get 

           d Y3(t) + X_ 1 y i(t) = gl(t),                      -2 X 
          dt 

            173 (0) = 0, 3' (0) 0,                       dty~l 

where 

         93(t) = (f(t,u (t)) - 3(D u (t), pi).           x A x x 

Since I'D x (U x (t))I is bounded on [0,T] by Lemma 3.2, it 

follows that ICD(j x u x (t))l is bounded on (0,T]. Cn the 

other hand, (2.1) imQlie that 11i x u x (t)JIV is . bounded on 

(0,T]. Hence it follows from the assumption A-1, (2.2), 

Lemma 3.2 and the above-mentioned facts that 

t 
(3.6) Ig3(t) - g3(s)I Const((1+h(s))It-sj + h(~)d~j.      x is
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Let e belong to D(3fl. Then 

              9(D a, p 

                         a e., p + e, p 

                    ,,a 3 (DJ e , p + 351 ;~ e,' P 

          Const( 11j,'a - JeIj + IlMell 

          Const( Ila - ell + fI3,Dejj 

Thus 

      T177 jg3(O) I < 
                ~4-0 

Hence (3.6) and the above fact together imply that 

(3.7) 17im' lg~(t)l is uniformly bounded on [0,T]. 

since Y3 is explicitly represented as 

                                                    4-

                  X-' f' sin(X-"'(t-s) 3(s)ds 
                    0 )g X 

for t > 0 and > 0, combining (3.6) and (3.7) yields 

         1(31 (t),Pj)l = X- 1 ly i(t)l < Const 

where the constant on the right side is independent of 

Thus we have 

 (3.8)- 11PL.31 u (t)jj< Const.                   K, X ;~ 

 Next. we see from Lemma 3.2 
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         [1u;,(t) - a 11 < T-Const for t rZ7 (0,Tj. 

Thus Lemma 3.3 implies that for x OE:KL nv we have 

(3.9) 3IK, ~U,~ (t),u x (t) - x 0) 

                   > Const IIPL 3i K
, ~U,~(t') 11 llu;~ (t) - X0 11 

Multiplying both sides of (3.1) by u ;~ (t)-,C,, intergrating the 

resultant ecruali'v on                            (0,T] and applying an intergration by 

parts we have 

T 

        ~O K, xu ~ (S),U (s)-x 0 )ds 
                 a-x (d u (T), u (T)-x ) +                  0 dt X X 0 

    fT{ lid u;,(S) 11 2 + (f (s, u X(S) )-36~uX(s), uX(s)-xo)lds.      0 ds 

          E Ii. 

Applying the above-mentioned estimates, Lemma 3.2, (2.2) and 

the relation: 

            (D UVI u (S) -x ) > (u (S) (x            x x 0 x 0 

we see that II is bounded by a constant independent of X. 

Therefore,using (3.9) and the fact that jjux(t) - X011 is 

larger than dist(xO, bdYL (K)) provided PL3,Y
,,XuX(t) ~ 0, we 

have 

T 
                31 (s)il ds < Const,             IIPL K,XuX
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where the constant is independent of X. From this and 

(3.3) we obtain the desired assertion of the lemma. 

     Lemma 3.5. The sequence {u.j constains a subsequence 

~ux such that {u, converges uniformly to a continuous 

function u on (0,T] with respect to the strong topology of 

H and the sequence fd u of the derivatives converges                       dt 

weakly to d u in L.2(0,T; H).           dt 

     Proof. In view of the assumption of the theorem and 

                            ,,(t)j is a precompact set in H Lemma 3.2 we see that [u 

for each t. Moreover the sequence {u.j and fd u;,j are                                                    dt 

uniformly bounded in H by Lemma 3.2. Hence there exists 

a subseauence {u, which converges to some element u in 

d C([O,T]; H). Since {~-tu,(t)l is uniformly bounded, it is 

           fd u d cleat that dt X converges weakly to 2-tu in L 2 (0,T;H). 

   We denote the ahove-mentioned subsequence fu, by {uj. 

     Lemma 3.6. For each t E- (0,T], u (t) E- Knv-

     Proof. By virture of Lemma 3.2 we have 

           I K
,,~ (u X (t)) + (p,(u,(t)) <- Const. 

From this and Lemma 3.5 desired assertion follows. 

     Lemma 3.7. If the initial value b belongs to L, 

 then the sequence {I K,X (u 1~ converges.to zero in 
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L I (0,T). Therefore there exists a subsequence 

ji (u such that 

          lim I (u (t)) = 0 for a.e t <=- (0,T]. 
                  j -*-,= 

    Proof. By the definition of 31 we have 

         0 1 (u (t)) + (31 u (t), U(t)-u (t)).                K
'X X K'X X X 

On the other hand,Lemmas 3.4 and 3.5 together yield 

         lim (31 K
,X u (t), U(t)-u X (t))dt = 0. 

Hence we have 

          3_m fT I K '~(UX (s))ds = 0.                 ~-~-o 0 

The remaining part of the assertion of the lemma is now 

obvious. 

   We denote the above-mentiolned subsequence {U,.l by fu~'I-

    We next study the convergence of {DI K,~ U'0. 

     For a while let b belong to L. We put 

t 
            (t) 31 u,(s)ds.              fo K'~ A 

     ,Lemma 3.8 ~The sequence JT,(t)j contains a subse-

quence {T, (t)j which converges weakly to T(t) for any t 

[0,T], and the limit function T is of bounded variation as a 

function from [0,T] to H with T(O) 0. 

     Proof. Let Q be a countable dense subset of H and 
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set for each xE-Q and t E- [0,Tj, 

                            X) 

Then it follows from Lem-ma 3.4 that the total variation of 

       on (0,TJ is uniformlv bounded with respect to X. 

Since a function'of bounded variation is,ex,;Dressed as the 

difference of two nondecrasing functions, we can choose with 

the aid of Helly's choice theorem a subsequence X1 
                                                      j, . 

which is convergent on [0,T]. Since Q is a countable 

set, we apply the usual diagonal procedure to extract a 

subsequence 
j,.l such that 

          lim E (t) = 'E* (t) 
              3 -~-00 Xj rx x 

for xC-Q and t~--[O,T], and we see that is a function 

of bounded variation in (0,T]. Moreover 

(3.10) X(t) y (t) Const x - y 

for x, y Q and t E- [0,T], where the constant on the 

right side is the constant independent of t. It then 

follows from (3.10) that for each t E-[O,T], the mapping 

X = (t) can be extended to a continuous linear functional 

on H. Therefore the Riesz theorem a'sserts that for each 

t e (0,T] there exists an element H such.that 

           (t) x) for x e H. 

 Since the total variations on (0,T] of T X are 

 uniformly bounded for X, it immediately follows that 
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is a function of bounded variation on . [0,T] and T(O) 

    For simplicity in notation we denote the subsequence 

mentioned above by 

    We then put 

t         F t 'X (g) fo ,~U,(S), g(s))ds 
for t ~-- [0,T] and g E~- C([O,T];H). 

    Lemma 3.9 For any g C- C([O,T];H) the limit. 

         lim F t
,~, (g) = F t(g) 

exists and the limit functional F t is a bounded linear 

functional on C([O,T];H). 

    Proof. By the relation 31 (t) = d _r (t) and                                  K
, ~Ux dt X 

integration by parts we obtain 

                              t d     F tf~ (g) (t),g(t)) - fo ( -r X (s), Ts-g(s))ds 
for g C- W (0,T;H). Hence Lemma 3.8 implies that the 

lim F t
'x (g) exists and  X-+-O 

(3.11) lim F (g) = (-C(t), g(t)) -r(s) , )ds           X-~O t'X fo d-,g(s) 
                      = F t(g). 

Since 

         IF t (g)I = lim IF t 'X (g)I ~- Const- Sup 11g(S)II,                             X-)-O O<s<t 
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F t is extended to a linear functional on C([O,T];H) and the 

limit lim F t
'~' (g) = F t (g) e:cists for any g C- C[O,T];H). 

    In what follows, we write F(-) = F T 

For a function E-C([O,T];H) we introduce the scalar-valued 

integral 

                                          n-1 
                                                     n n ) __,(-n),, (3.12) (g(s), d-r(s)) lim (g(t k ), -1(t 

k+1 k                     to n -)--co k = 1 

where Itnj is a sequence of partions of [O,t] such that 

k 

              0 = t n < t n <,,,< tn = t               1 2 n 

and 

          lim Ma_- It n - t n, 0. 
                                k+1 k 

It is easy to verify that. the limit on the right side of 

(3.12) exists and does not depend on the choice of jtnj. 

k 

     Lemma 3.10 We have 

         F (g) (g(s), d-c(s))      t f to 
for t(-- [0,T] and g E- C([O,T];H). 

     Proof. Using Lemma 3.9, (3.12) and applying the 

integration by parts, we obtain the conclution of the lemma. 

    Lemma 3.11 The sequence {d u (t)j converges weakly 
                                 dt A 

in H to d u(t) for a.e t ( .- [0,T]. Further, the            dt 

sequence {30 ul converges to 9(Du in the weak star topology 
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of L (0,T;V 
           Co 

    Proof. In view of Lemma 3.5 we see that fi ;~ U~' 
converges pointwise to u(t) with respect to the strong 

topology of H. 

Since Ili, u x (t)II V is uniformly bounded ,for X and t by 

Lemma 3.2, we see with the aid of the assumotion A-1 that 

there is a null sequence X. -)- 0 for which 

             u ~u 

in the weak-star topology of L .(O,T;V 

Hereafte r we denote this subse(:ruence by J30~ux(t)j' 

Multiplying both side of equation (3.1) by a Q V, 

integrating the resultant relation over (0,t], and using 

Lemma 3.5, (3.11),(2.2) and then the above-mentioned fact we 

infer that the limit lim ( d u (t), a) eXists for any t                           dt X 

                       fd d (0,T). On the other hand, dt U.1 converges to a-tu in 

the weak topology of L 2 (0,T;H). Thus, noting that V is 

dense in H, we conclude that fd u (t)j converges in H                                 dt X 

d 
~,u('C) for a.e t E- [0,T]. 

      We put 

          x it G(O,T]; t is a Lebesgue point of d 
          0 dt-

                           and weak-lim d u (t) d u (t)j. 
                                           X-~.o dt X dt 

     Lemma 3.12

to
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    1) The one-sided weak derivative8 w-d + Q-) and                                       dt 

  d 
exist everywhere in the intervals (0,T), (0,T] and w-dt" 

are weakly right- and weakly left-continuous in H, respec-

                                          d + - d tively. Moreover dt- and w- dt- respectively 

right- and left- continuous in the strong topology of V 

(with necessary modifications at 0 and T). 

    2) Let T(-) be the weak limit of functions T P) as 

X ~ 0. Then 

t 
    T(t±O) = b - w- u(t) - (3?u(s) - f(s,u(s)))ds              dt .10 

for any t,&[O,Tj(with necessary modifications at 0 and T). 

    Proof. Applying Lemmas 3.5, 3.9, and 3.11 and using 

the relation (3.1), we have 

(3.13) Wth g(t)) Wsh d (s))ds                     fo _ds 9 

          f (f(s,u(s)), g(s))ds + d d            t fo dsu(s)' dsg(s) )ds 
0 d           A u(t), g(t)) + (b, g(O)) - fto Qju(s), g(s))ds 

for any t E X and any g E C 0, T V') n IV71 ([O,t];H). 
             0 1 

Since the total variation.of T is finite, the limit 

           lim T(s) = T(t-0) 
             s-t,s<t 

exists for any t Q (0,T]. By (2.2) and Lemma 3.2 the 

t 
function t (f(s,u(s)), a)ds is continuous over [0,Tj     fo 
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.C for any element a of V. 'Since 113~U(S)11 V are 

uniformly bounded on (0,T] with respect to s, the function 

t -+ fto (3~u(s), a)ds is continuous in [0,T]. Letting 
g(t) -:::: a in (3.13) we see that for any t C_- (0,T] the limite 

                         (d u(s), C,          lim dt 
            sc- X 0 's-t, S<t 

exists. Therefore w- d u(t) exists for any t e (0,T].                        dt 

Noting that ~!-u belongs to L .(O,T;H) and using the             dt 

relation (3.12) with g(t) E a, we get 

          fo ;~u(s)ds, a)l < Const 11all 
for a ~_-V and t(-_." 0* Since V and 0 are dense 

                                                                                                              4-
                                                                                                L_ 

respectively in H and (0,T], the integral 3~u(s)ds              fo 
belongs to H for any t E (0,T]. Therefore we have 

    T(t-O) = b - w- d u(t) + (f(s,u(s)) 3~u(s))ds           dt ft 
0 t for t C- (0,T]. Since the function t fo 3~u(s)ds, a) 

is continuous for aC-V and the function t it 3~u(s)ds 
0 is bou . nded in H, fto ;~u(s)ds is weakly continuous in H. 
d Since T(t-O) is left-continuous in H, we see that w- u                                                      dt 

is weakly left-continuous in H on (0,T]. 

By the same argument as in the above, we conclude that w- d+ u                                                        dt 

is weakly right continuous in H on (0,T] and the relation 

4



                      d + t     -c(t+O) = b --dt" (t) + fo (f(s,u(s)) - 3(~u(s))ds 
holds for t C- CO,T). 

Moreover 119~u(s)JJV* is uniformly bounded, and so --d 
                                                        dt-

and d are strongly right- and le-ft- continuous in V        --dt" 

respectively. 

    Lemma 3.13. Let F be the linear functional on 

C([O,T];H) stated in Definiticn 2.1. Then we have: 

                   ,d- fT d     1) (b, v(O)) - (a-tu(T), v(T)) + ( u(s), ~~- (s))ds 
                                           0 ds dsv 

           T (3~u(s), v(s))ds + fT (f(s,u(s)), v(s))ds F(v)      fo 0 
for any v C- W 1 (0,T;H)              1 nc( [0,T];V) . 

    2) F(v - u) < 0 for any v E: C([O,T];K). 

   3) 2- 1 11 d -u (t) 11 2 + ~ (u (s) 2-1 jib 112 + ~ (a) 
            d t 

       fT d             + 
0 (f(s,u(s)), asu(s))ds for any tE C0,T] 

(with necessary modifications at- 0 and T). 

    Proof. Assertion 1) follows from (3.11), (3.13) and 

Lemma 3.12. Since [i A u ;~ (t)j converges to u(t) and 

is lower se-micontinuous, we have 

         lim (D (U A (u x t)) ! (D(u(t)) = ~(U(t)). 
           ~-O 

Hence Assertion 3) is obtained by using (3.2), Lemma 3.11 
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and 1) of Lemma 3.12 and the lower semicontinuity of 

Finally, Assertion 2) is obtained by applying Lemma 3 .5 and 

3.9 to the inequality 

T           F x (V-U fo (31 K,X u x (s), v(s)-u A (s))ds 

T 

                   fo I K'X (v(s))ds 0. 
    Lemma 3.14 The function u satisfies the initial 

condition 6) stated in Definition 2.1. 

    Proof. It is obvious that u(O) = a. Taking any 

a E- V and putting g(-) a in (3.13), we get 

        .(-z(0+0), a) (b d+ (0)
,                              dt 

Hence 

(3.14) T(0+0) = b w- d u(O).                      dt 

On the other hand, in virtue of Lemma 3.8, we have 

          (T(t), x-a) = lim (-r A (t), x-a) 
                            X-0 

t                     = lim f (91 Y"Xux (S), x - u (s))ds                                A--G 0 

                    + lim ft (31 k,X u X (s), u x (s) - a)ds.                           X-0 0 

for x (- X and t e [0,T]. Hence, using the relation 

(31 K
'X u X (s), x u x (s)) < 0 and Lemma 3.4, we get 
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          (-r(t), x-a) < Cons'~ Su-~D Ilu(s) - all 
                                      O<s<t 

From this it follows that 

           (-c(0+0), x-a) < 0 for any x E- K. 

Combining this with (3.14) we have 

           b - w- u(O) ~I K a. 

     We now give the proof of Theorem 1. 

Let b be any element of H. We put P L b b o* 

From Lemma 3.12, 3.13 and 3.14 we have a solution' u 0 of 

(2.3) with the initial-value b reQlaced by b 0* We 

denote bv F 0 the linear functional associated with u 0* 

First we shall find a solution u of (2.3) and the associated 

function F. 

We put u(t) u 0 (t) and define F(-) as the linear 

functional F 0 (-) + (b-b 0, log) where 6 0 is the Dirc 

measure. Then 

          F(v) = F 0 (v) + (b-bo, v(o)) 

d                = (b, v(O)) - (a-tu(T), v(T)) 

     + d u(s), !~_v(s))ds + (f(s,u(s)) 9~u(s), v(s))ds    fo ds fo 
 for any v Eiz W 1 (0,T;H) nc([O,T];V). 

1 

 Since b-b 0 belongs to L , we have 

            F(v - u) = F 0 (v - u) + .(b-bo, V(o) - U(O)) _~_ 0 
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for any v ~_- C([O,T];K). But. U = u 0 and u 0 is the 

solution of (2.3); it is clear that the energy inequality of 

(2.3) holds for u. 

Noting that. b-bol 31 K a, and that 91 K a is a convex cone, 

we have 

                   d+ d + ~T            b - w- 
dt u(O) = b 0 - -dt U 0 (0) + b-b 0 0. i< a. 

From the above-mentioned it is concluded that the function u 

is the solution of (2.3), and the proof of Theorem 1 is 

complete. 

     We next prove the Theorem 1' stated in Rmark 

Under the conditions of Remark we get 

        A~pj + AA i jpj 

where X is the eigenvalue of A associated with p j* 

Let' yD(t) (u (t)-af pj) be the function as defined in the X 

proof of Lemma 3.4. Then, by the method emnloyed the proof 

of Lemma 3.4 and by the equation (3.4), we have 

                d 2 . -1              r3 + A (1+~~ )-,Iyj (f(-,u (-))-Aa, pj) 
         dt 21X + X A X 

         Y3(0) = 0, d y i(O) = 0.                      dt X 

Using a method similar to the proof of Lemma 3.4 we get 

        I(l + 2~;~ )jX(1 + )I-lyj(t)l               i i X 

         < l(f(O,a), p I 1(f (t, u X (t)), p i )I + I(A ;~ a , p H 
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              t 
I (d , (s, u         + fo as (s)), pj)lds. 

From this together with Bessel's inequality we obtain 

      1 CO -1 i(t)12 < f (t ,u (t) 2                     . llf(O,a) 112 + Sum    4 Ix Y~ 
         j=0 O<t<T 

               2 ft Ild _f (S'u . (s) 11 2          + A all + ds. 
                             0 as x 

Thus condition (2.2),and Lamma 3.2 together imply 

                        2 2 

         

1 PI;L 9 ix, ~'u x (t) I I = I IX y3(t)l Cons t.                                j = 0 x 

Condition A-1, 3) is clearly satisfied in the present case and 

conditions A-1 2), 4) are needed in the proof of Lermma 3.4. 

Consequently, we can obtain the desired conclusion of Remark 

by following each step of the proof of Theorem 1.

39



4. Energy conserving solutions. 

I 

    In this section we discuss the existence of energy 

conserving solutions which belong to wc.(O,T;H) nc(io,I];V). 
Throughout this section we assume that all of the condit ions 

listed in the assumption A-2 are satisfied. We begin by 

preparing some lemmas concerning the closed set bdy(K). 

    Lemma 4.1 Let R be any positive number. For any 

XIY G- bdy(K) nB(O,R~ there exists a positive constant. N Rl -

depending only on R, such that 

         0 < (n(x), x-y) < N P x y 2 

and 

          (n + n (y) , x - y) N R x Y 11 2. 

    Proof. From the assumTDtion A-2 it follows that the 

function n(.,-) from bdy(1K) nB(O,R) to H is Lipschitz 

continuous. We denote the Lipschitz constant by N R* 

From the convexity of K we see that for x,y Ebdy(K) nB(O,R) 

(4.1) (n (y) , x-y) 0 <(n (x) , x-y) . 

Thus 

           (n(x), x-y) (n(x)-n(y), x-y), 
(4.2) -

            (n (y) , x-y) 2_ (n (.,,) -n (y) , y--,,c) . 

The first part of the lemma is then proved by combining 

(4.1),(4.2) and the Lipschitz continuity of n(x). Next,
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(4.1) yields 

(4.3) (n(y), x-y) < (n(x)+n(y), x-y) (n(x), x-y). 

    Thus the remaining part of the lemma is easily proved by 

the first. part and (4.3). 

    In what follows we assume N R 1 1 and set 

            R = -         K 0 {x -- K nB(O,R) ; dist(x, bdy(K) ) < N R+11-

R 

    Lemma 4.2 Let z be any point of K 0 Then there is 

one and only one point x belonging to bdy(K) such that 

         dist (z,bdy(K)) lix - zj[ and x-z C- 31 K X. 

    Proof. Put a = dist(z, bdy(K)) and x + n(x) = c(x) 

for x E- bdy(K). By the definition of K R there exists 0 

an element xl(= bdy(K) such that [jxj - zJ1 < N-                                                           R+l* 

Let x 2 be the point of intersection of bdy(K) and the 

segment connecting the point c(x 1 ) and z. Inductively, 

we denote a sequence {X I - =1 in such a way that x                             n n n+1 is 

the point of intersection of bdy(K) and the segment 

connecting the point c(x n and z for each n. 

Then we know the following inequalitis 

       lix n z 11 + jjn( Xn) 11 L 11c(xn) z il 

                jix n+1 - z J1 + 11c(x n ) - x n+1 

              lix n+1 - z il + jjn(x n ) 11 

Thus lix n z 11 2~. J-1 xn + 1 - zjj 2- a, and we have 
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             -,zl X n z a, lim 11c(x n) - z 11 
                    n-~-~ n-~-= 

Put x n z = ~n(x n + E n' Then 

               + 1)n(x 
n ) + E: n C(X n Z. 

since ~n (x n + E nil and + 1 n,(x n + E n tend 

respectively to and + 1) as n we get 

           lim (n(x 
n E: n 0. 

Thus 

(4.4) lim er, = 0. 
                       n-*--

On the other hand 

            11C n - x m 11 2 ~(n(x n )-n(x m x n-~c m 

                                + (E: 
n- E: m x n-x M) 

for m, n sufficiently large. Since 

    a(n(x n )-n(x m ), x n-x M) ~- ~NR+111X n - x m 112 and ~N R+1 

we have 

         x x 11 2 < 
              n m 

         (1 ~N R+1)- 1 ( lienil + HE M11 )IINn - X Mll. 

Hence we see (4.4) that Jx J' =0 is a Cauchy sequence.                                   n n 

We put 

           lim x x 
                         n co 

           n-= 
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Then x Co - z = ~n (x 00 We now show that a. 

Assume to the contrary that > a. Then we can choose x 

such that 

          x C- bdy(K) and JI-X1 - z J~<. 

Using the same method as in the above argument we find a 

boundary point x. of K such that 

             x. - z ~n(x.) and a < < N R+l* 

On the other hand, Since (n(X .0), x'. x < 0, we have                                                                                               Co 

           112  (4.5) XCO ~(n(xC.)-n(x Co ),x -X=) 

             + (n(-Xco) , xc.- -xw) < aN R+1 jjx0' _ XCO 112. 

But ~N R+1 < 1, and so xC. = x... Thus we must have 

which is a contradiction. Thus = dist(x, bdy(K)). 

Finally, we can prove the uniqueness of the point x. by 

using the same method as in the derivation (4.5). 

      For any 0 < 6 < 1 we define 

           K R {x E B(O,R); dist(x, bdy(K)) < 6N- 1             6 R+1 

 Let z belong to K R and define 6 

                    the point x as in Lemma A.2 if z K 
       r(z) =           f P K z if z K.
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L e.r.rmi a 4.3.

       1jr(z 1) -

     Proof. Let 

Then r(z i ) - z 
i = 

on the other hand

  For 

r(z 2) 

  Z, I z 

 dist(z

R z 
11 Z2 K 6 we ha 

  2 (1 6) liz, 

2 K . 

i. bdy(--,,,))n(r(z i))

  Ve

- z 2 11 -

for       2.

     Idist(zi, hdy(K)) dist(z 2 bdv(X))l < 11z 

and so we have 

        

I I r ( z 1 ) - r(z 2 < 2 liz, z2 11 

                    1 jjr( z                      + 6N R
+1 N R+1 1 r(z 2) 

Hence 

        jjr(z 1 ) - r(z 2 ) 1 2 (1 11zl - z2 11 

Next. let z K and z 2 (~:H-K. 

Then r(z 2 z 2 = -dist(z 2' bdy(K))n(r(z 2 and 

dist(z 2' bdy(K)) + dist(zl,bdy(K)) ~_ 11zl z21l' 

the application of the same method as above implies 

desired esti-mate. 

Finally, the assertion of the leruma is .clear for the 

                                                                                                         T' which both z 1 and z 2 belong to H_". 

     We now cosider the following equation: 

        j d 2 u + Au A + 31 K 'k u f(-I-u X) 
(4.6) dt. 

          u (0) = a E: VnK, !1-u (0) = b E H. 
           x dt X

z 2 11 '

the

He-rice

case in
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    Lemma 

(4.6) has 

Moreover 

(4.7)

(4.8) 

and 

(4.9) 

    Proof 

D (A 1/2 ) 

D (A) and

Let U a

 4.4 For any X > 0 the initial value problem 

 a unique solution u such that 

U ;k 4~- C([.O,T];V) nc 1 ([O,T];H) nc 2 ([O,T];V*) . 

we have for any t C- [0,T], 

Ilu,(t) 11 2 + jjj__u (t) 11 2 + (U (t))               dt X 

       + (Au A (t),u X (t)) 

  Const 11 + Ila 11 2 + jib 112 + (Aa,a)j; 

T 

        u (s)jjds < Const. f 0 11 31K, X X 

lid U (t)jj 2 + (Au (t), U (t)) + 21 (U (t))  dt X K,~ A 

 Jib 11 2 + d            (Aa, a) + 2 (f(s,u (s)), -,T-u (s))ds.             fo s X 
    Since D(A) is dence in D(A 1/2 and since 

is dense in H, there exist sequences ja,1jO=l in 

  fb 00 in D(A 1/2 such that    i li=l 

IIA 1/2 (a a) 11 + Jib b J[ L 3' - 2 

jlaj - a 11 < j-2. 

he a solution of the initial vale problem 

d 2   _ 
2 u + Au = 0 dt 

u(O) = al. d u(0) = b                  dt
, 1* 
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                                                                    Ca We then define a sequence ui 1
3=0 of "approximate" 

solutions in an inductive manner by 

            d 
2 u i + Au 3 E(-,u j-1)? (4.10) dt 

             u.(O) = ai, d (0) = bit j 1, 2, 3,0*01 
              3 dt-j 

where E(t,x) = f(t,x) 91 K,~I_ 
By (2.2) and the Lipschitz continuity of I we have                                             K, 

(4.11) f IIE(t,x) E(t,y)l[ < h ;~ (t) IIx y 11 
        ild E (t, x) h (t) ( lix 11 + 1            dt ;~ 

where h (t) = h(t) + X i Using the well-known result for 

the linear hyperbolic equation repeatedly, we get solutions of 

(4.10) in such a way that 

          u E- W I (0,T;V) W2 (0,T;H)                                CO n 

for all nonnegative integers j. Now (4.10) implies the 

relations 

       d 
2 (u i - u j-1 + A(u i - U j-1 E(-,u j-1 E(.,u j-2)      dt 

for j=1, 2, 3,---. Taking the inner product of 

d 
a-t(u i - u j-1 and both sides of the above equality and then 

intergating the resulting equation with respect to t, we have 

(4.12) 2- 1 Ild (u (t) u (t))II 2 +                dt i j-1 

            2- 1 (A(u i (t) U j -I(t)), U i (t) u j-1(t)) 

                             46



          + (E(s,u (s))-E(S,u (s)), d (u (s)-u (s)))ds             JO j-1 j-2. TS_ i j-1 
                       2 1/2 2 where E! Ilb bi -, 11 + IIA (a a ) 11         3 i j-1 

From (4.11),(4.12) and the Positivity of A it follows.that 

        lid (u (t) - u (t) 2           dt i j-1 

             t d        + 2 fo h X(S) [ju j-1 (s)-u j-2(s) 11 Was (u i (s)-u j-1 (s) ds. 
Hence Gronwall's inequality ([2; p.1571) yields 

       Ild (u (t) - U (t))II           dt i j-1 

        < 1/2 + t h (s)IlU (S) - u (s)II ds. 

                    

I fo 1~ j-1 j-2 
Combining this with the estimate 

         flu j-1 (s)-uj-2 (s) 11 _~_ llaj_l aj -211 

                   + fsIld (U (~)-u (~))Jj d~, 
                            0 j j - 2 

we have 

    jj~~_(u (t)-u (t) < E: + C ~ ft,ld (uj_l(s) _u (s))Ilds,        dt i j-1 0 ds j-2 

where C f h x (s)ds and E E 1/2. + C~ Ilaj_1 aj -211 
0 Therefore we obtain 

         lid (u (t)- u (t) 3 E: (CIt) i (i!)            dt i j-1 i =O j-i 

                            + CIM(Cjt) j-3 ((j-3).,)- 1 

x 
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where M = Max 11u2(t) - u 1(t)II. 
             O<t<T 

Since Ej _i < Const(j-i-2)- 2 and C < Const independing of 

   we see 

                    j-3 
                z E: 3-1 (Cit) (i!) 

             j=4 i=O 

Then we obtain 

                  CO 

        Z lid (u (t) - u (t))II < Const. 
         j=4 dt i j-1 

Thus we conclude that {~~-u (t)j is uniformly convergent on                         dt j 

(0,T]. Moreover from the above result and lim a. = a it 
                                   j 3 

follows that fu i (t)j converges to some function u X (t) on 

(0,T] and the convergence is uniform for t E-[O,T]. it 

thus follows from (4.12) and the above result that 

         lim A 1/2 U (t) = A 1/2 U (t) uniformly on (0,T]. 
             i -*-CO i X . 

Since A 1/2 u X is continuous and V = D(A 1/2 ), we infer that 

Au <- C([O,T];V Further, f(-,u '~~-C([O,T];H) ,, and 
so u C 2 ([O,T];V Therefore u is the solution 

d of (4.6). Multiplying both sides of (4.10) by d-tu and 

integrating the resultant equality over [O,t]. we have 

    2- 1 11 d u (t)112 + 2- 1 (Au (t), u (t)) + I (u (t)) 
         dt j K,X i 

      + (31 u (s)- 31 (s), d u (s))ds = 2-1 11b 2        ft K,A j-1 K,Auj i j 

0 

         1 d      + 2 (Aaj, a i ) + I K,X (a i ) + ft (f(s,u j-1(s)), j-su i (s))ds. 

0 
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Combining the above results, we obtain (4.9) and (4.7). 

Assertion (4.8) is verified in the same way as in Lemma 3.4. 

     We here employ the complexification TY of H and the 

extension in of A as mentioned in Section 1. Let 

{C(t)j and {S(t)j be the cosine function generated by D 

    A 1/2 ) and the associated sine function,respectively. 

Recall that C(t)x as wall as S(t)x belong to H for 

t > 0 and x C~ H. Moreover, we have 

(4.13) 1112-1 fU (t) t U (-t) x 

      1112 -1 {U (t) ± U(-t)ID- 1 111 ~_ IIA- 1/2 11 jjxjj for x C-H. 

      Now let R' be the square root of the right side of (4.7) 

and put R = R'T + 11all Then the solution u ;~ (t) of (4.6) 

takes its values in B(O,R) for X > 0 and 0 < t < T. 

     Suppose for the moment that the initial value a belong to 

bdy(K). For 6E-(0,1) and X > 0, set 

         T Sup { t<T: u R                                          K for any O<S<t 

Then the energy estimate (4.7) ensures that there is a 

positive number T such that 

          Tj
'X 2. T, 6N- 1 R'-1 for any X > 0.                             R+1 

We then consider the equation (4.7) on the interval (0,T 11. 

First we recall that 31 K
,X (u X (t)) is repesented as
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(4.14) 91 N
'~ u ~(t) (t)n(r ~(t))'-

where r X (t) = r(u X (t)) and P. X (t) K
,X u X(t) 

Further, the solutions u. of (4.10), which belong to 

W 1 (0,T;V) nlq 2 (0,T;H), are expressed as 
  CO CO 

         u C(t)a + S(t)b 

t 
                     S(t-s){3I" U (s) f(s,u (s))Ids.               - f

o j -1 j-1 
 Noting that 

       91 R
, Xuj -1 (s X- 1 Uj -1 (S) - Pi<Uj _1 n(r (uj _1 (s) 

converges to Z (s)n(r X (s)) as j we have 

t (4.15) u X (t) a(t).+ W(t,u X) fo S(t-s)Z X (s )n (r X (s))ds, 
where a(t) = C(t)a + S(t)b and 

t       W(t'u X fo S(t-S)f(s,u X (s))ds. 
Similarly, we obtain 

(4.16) d             u (t) a(t) + t. , u          dt X dt X 

t                          - J
O C(t-s)Z X (s)n(.r X (s))ds 

by computing the derivatives of u and talking the limit as 

         Co. 

     Lemma 4.5 The sequence {Uxl~>O contains a subsequence 
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ju', I convergent uniformly in the strong topology of I 

a continuous function u(t) on [0,T 11. 

     Proof. Put 

t 

         P (s)ds for t > 0 and X > 0.      fo 
Then p X > 0, are uniformly bounded functions on 

by (4.8). Applying Helly's theorem, we find the 

subsequence {P, . such that 

3 (4.17) lim Px (t) = P(t) for t E- [0,T 11-QO 
                      X, -)-0 

3 

                                           increasing where P(t) is a left-cont-inuous, U. function 

(0,T 1 ] and Q 0 is some countable set in (0,T 11. 

Now in view of (4.15) we get 

(4.18) U X. (t) - u x (t) = jW(t'U Ix W(t'U x 0 
          3 k k 

        - it S(t-s){n(r X. (s)) n(r x (s))Izx (s)ds 
             0 3 k 

d          - it S(t-s)n(r ;~ (S))-j-S(P'~ (s)-Px k (s))ds 
             0 k 

                2 3* 

By 3) of the assumption A-2 and Lemma 4.3 we have 

t  (4.19) 111 211 < Co n s t f z x . (S) [I u.. (s) u. (s)Ijds. 
                          0 3 k 

 Also we infer from (2.2) that 

 (4.20) 1, Const f h(s)[JuX (s) u (s) 11 ds. 
                        0 k

   to

(0,T 1 1

on

I



Using p (0) = P "

k (0) = 0 and apolying an integration by 

parts in 1 3 we have 

t          1 3 = f C(t-s)n(r "K (s))(Px (s) P,,,(s) )ds                         0 Z\. 

                               4-

           - f L- S(t-s)~q-n(r (s))(P (s) I P. (s)',ds              0 ds x k k 

+ The first term 1 4 is estimated as 

t 

               f 0 IPx i (s) - pX k (s)Ids, 
and 3) of the assumption A-2, Lemma 4.3 and (4.7) together 

imply 

         11 d n(r (s))jj< Const.            ds x k 

Therefore the norm of 1 3 is bounded by 

t         W j,k (t) Const f,IP, i (s) - pX k (s)Ids. 
Combining (4.18), (4.110), (4.20) and the above estimate gives 

        jju~ i (t) u A k (t) W j,k(t) 

t 

             + Const fo fh(s)+Z (S)l Iju (S) - u x k (s)IIds. 
Hence Gronwall's lemma yields 

(4.21) Ilux (t) - u x (t) I Wj k (t) 

k 
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    + 
0 Wj,k (s)fh(s)+Z X. (s)lexiD jhM+Zx. (~)Jd~ds.   ft ft 

                            3 s 3 

We now show by use of (4.21) that fu, .l converges. First 

(4.17) impies that 

(4.22) lim W. (t) = 0 uniformly on. [0,T 
              j k-*- 3 rk 

Since fT, {h(s)+Z,.(s)lds < Const, it follows from (4.21) arid 
         0 3 

(4.22) that 

          lim u (t) = U(t) uniformly on (0,T 

     In what follows we write u and for u X . and 
3 

Xi., respectively. 

     Lemma 4. 6 We have 

         U(t) E7 Knv for t e [,O,T 11 

and 

         lim n(r x (t)) = n(r(t)) 
                X-*O 

where r(t) = r(u(t)) and the convergence is uniform on 

(0,T 1 with respect to t. 

     Proof. The assertion of the lemma follows immediately 

from (4.7), 3) of the assumption A-2, Lemmas 4.3 and 4.7. 

     Lemma 4.7 {~!-, (t)j converges strongly in H to                     dt X 
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a-tu(t) for a.e t ~--[O,Tjl. 

    Proof. In view of (4.16) we write 

(4.23) d u (t) = ~q-a(t) +          dt dt dt~"(t'u 

t 

            fo C(t-s)fn(r A(S) )-n (r (S) J'Z.~ (s)ds 

t 

               fo C(t-s)n(r(s))Z;, (s)ds 
                d d 

                  a-ta(t) + W(t'u x ) + 1 1 + 12' 

Then Le-mma 4.6 yields 

(4.24) lim 111, 11 = 0 

and Le=,a 4.5 ensures that 

(4.25) lim d -          X-*-O (yt-,l ( t , u f to C(t-s)f(s,u(s))ds. 
,On the other hand, V H D(Al/2) is dense in H, and so 

there exists a sequence of functions {g in C 1 ([O,T 1 J;H) 

C([O,T 1 J;V) such that 

(4.26) Sup jIg.(t) - n(r(t))Il < J-1-
           O<t<T 

In order to estimate 1 2 we write 

t          1 2 fo C(t-s)fn(r(s))-g i (S)IZ (s)ds 
                  t d 

                 fo C(t-s)gj(s)j, p,,(s)ds 13 + 14-
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Then the firs'" term 1 3 is estimated as 

(4.27) 111 I~ Const/j for j = 1, 2, 3,--o. 

3 The second term 1 4 is transformed to the following from by 

integration by parts and p,(O) = 0; 

t 
         1 4 9 (t)p;~(t) + C(t-S) a )p

,,(s)ds                i fo d--sgj(s 

                f S(t-s)D 2 g.(s)p x (s)ds.                  0 3 

The application of (4.17) then implies 

         lim I gj(t)P(t) + C(t-S) d _9j (s)p(s)ds          A fo ds 

                   f S(t-s)D 2 g i (s)p(s)ds 
0 t 

                     fo C(t-s)g i (s)dp(s). 
Hence we infer from (4.26) that 

(4.28) C(t-s)n(r(s))dp(s)                              + "M 411 < P(t)/j 

0 for any j > 

Using (4.23), (4.24),(4.25),(4.27) and (4 .28) and letting j 

CO we see that the lim d u (t) e:cists for any t E (0
,T 1_Q 

                     X-O dt X 1 0 

and the assertion of the lemma is now obtained by combining 

Lemma 4.5 and the above-mentioned estimates . 

     Lemma 4.8. We have 
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t         u(t) a(t) + W(t,u) - f
o S~t-s)n(r(s))dp(s) 

for t ECO,T I and 

         d U(t) = d (t) + d         ~i-t dt- fo C(t-s)n(r(s))dp(s) 
for a.e t E:(O,T 1 1 

    Proof. The assertion of the lemma is readily shown by 

(4.15),(4.16), Lemma 4.5, Lemma 4.7 and together with the 

argument employed in the proof. 

     Lemma 4.9 We have 

        lim A 1/2 u x (t) = A 1/2 U(t) in C([O,T 1 J;H). 

In particular, A 1/2 u belongs to C([O,T 11;H). 

    Proof. By virtue of (4.15) we have 

(4.29) A 1/2 u 1
1p (t) - A 1/2 u 1~q (t) 

t 

           fo S(t-s)fn(r ;1p (s))-n(r ~q (s))jZ ~q (s)ds 

d 

         + ft S'(t-s)n(r (s))-a-S(P x (s).-P ;~ (s))ds 
            0 q p q 

t 

            fo S'(t-s)ff(s,u p (s))-f(s,u ~q (s))jds 
             1 1 + 1 2 + 1 31 

where S'(t) = 2-"/---Ifu(t) U(-t)l. 
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Using the same method as in the derivation of (4.19) and 

(4.20), we obtain 

         + 13 Const ft[h(s)+z (S) 11 u (s)-u (s)[Ids. 
                           0 p p q 

Hence we infer from Lemma 4.5 that 

(4.30) lim 11 11 + 13 0' 
             x p 'X q -*-0 

uniformly on [0,T 11. 

Next, we write 

t     1 2 fo S' (t'----s) fn(r Cr (s))-n(r(s))I{,Z A p (s) -.Z q (s)jds 

d 

         + ft S'(t-s)n(r(s))~Ts(pX (s)-p x (s)Ids 
            0 p q 

           i4 + 1 5* 

As to the first term 1 4 we see from Lemmas 3.4 and 4.6 that 

(4.31) lim 11,411 = 0 uniformly in [0,Tj]. 
            ;~ p q -)-0 ' 

The second term 1 5 is written as 

     ft d               S'(t-s)in(r(s))-g,(s) -js(pX,(s)-pX (s)jds 
           0 p q 

d            + S'(t-S)g (s)--7-- p (s)-p (s)Ids = I + I          ft as, A 6 7             0 p q 

where 9 is the function in C 1 ([O,T 1 I;H) nc([O,T 11;V) 

satisfying (4.26). 

For the term 1 6 we have 
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(4.32) S u -Q 11 1611 Const/i . 
          O<t<T 

By integration by parts and (4.17) we have 

         lim 0 uniformly on [0,T 11. 

                    'X -*0          p q 

Combining this with (4.29), (4.30),(4,31) and (4.32) and 

letting we obtain the assertion of the lemma. 

    Lemma 4.10 The function t fto U(t-s)n(r(s))dp(s) 
has both of the left and right limits on (0,T 1 1 and (0,T I). 

Moreover this function is left continuous on (0,T 11. 

     Proof. We put 

t 

        fo U(t-s)n(r(s))dq(s) 
       t t 

      fo U(t-s){n(r(s))-g i (s)ld.P(s) + fo U(t-s)g,(s)dp(s) 
       I I + 1 2* 

where gj is a function satisfying (4.26). 

Since each is a contraction mapping on (4.26) yields 

                P(t)/i-

By integration by parts we have 

t         1 2 = g (t)p(t) + fo U(t-S)Dg i (s)p(s)ds 
                   t 

U(t-s)d (s)p(s)ds.               fo ds'gj 
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Noting that p has both the left and right limits we infer 

that 1 2 has both the left and righ~_ limits as well . 

Thus the function stated in the lemma possesses the left and 

right limits. Further, since p is le -ft-continuous, we 

see that the function is left-continuous on (0,T 

     Lemma 4.11 The one-sided derivatives _u and d                                            dt dt-

are left and right continuous on (0,T 1 and [0,T 

respectively. 

    Proof. The derivatives ~La(-) and d ~,J(-,u) are 
                              dt dt 

continuous, and so the assertion follows from Lemma 4 .8 and 

4.10. 

    Lemm a 4.12 The function u satisfies all conditions 

stated in Definition 2.2 on [0,T 

    Proof. The proof is obtained by applying Lemma 3 .7, 

4.5, 4.6, 4.7, 4.9, 4.11 and (4.9). 

    In what follows we simply write d 0 (t 0 when 'dp(-)                                       P 0 

0 in some neighborhood of t 0* 

    Lemma 4.13 If U(t 0 belongs to K, then dp'(t 
0 0. 

    Proof. Lemma 4.5 implies that there e:.cists a positive 

constant 6 such that 

         inf dist(u(t), bdy(K)) 
          tE-[t 0- 6't 0 +61 

                      2- 1 dist(u(t 0 ), bdy(K)), 
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and that if 6 is sufficiently small, then u x (t) belong to 

a K for all t E7[t 0- 6't 0 +61. From the definitions of t 

                                                            (") o and p x in (4.14) and the proof of Lemma 4.5 we have Z x L-

and p x (t) = p x (to) respectively for any t(~- - (to-6,to+6]. 

Letting X tend to 0 implies that 

         P(t) = P(t 0) for any t [t 0- 5't 0 +61, 

which means that dop(t 0 0. 

    We here recall the definitions of the mapping n and 

numbers R' and R; 

                   r n(u(t)), if u(t) E: bdy(R), (4.33) n(u(t)) = 
                      0 if U(t) (~-bdy(K), 

         R' the right side of (4.7) 11 /2 and 

           R R'T + a 

    Lemma 4.14 We have the relations 

t          u(t) = a(t) + W(t,u) - fo S(t-s)n(u(s I ))dp(s), 
            d - t 

          d-tu(t) !~-W(t'u) C(t-s)-                 dt a(t) + d t f . 0 n(u(s))dp(s) 

for any t (0,T where T, T and T, ~_ Minj&.T- I R'-',Tl-
                                                              R+1 

Moreover we have the energy estimates 

(4.34) 11u(t)II 2 + Ildtu(t)II 2 + (Au(t), u(t)) 
                     dt 

                 < Constfl + 11all 2 + Ijbil 2 + (Aa, a)j, 
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(4.35) jj~~±U(t)112 + VOW, u(t))'           dt 

                     2 
+ d u(s))ds                         (Aa, a) + 2 fo Ws,u(s)), ds 

for t e (0,T 1 ](with necessary modifications at 0 and T 1). 

    Proof The integral repesentationi of u(t) and d U(t) 
                                                      dt 

are readily obtained from Lemma 4.8, 4.13 and (4.33). The 

energy estimates (4.34) and (4.35) follows from (4.7), (4:9)? 

Lemmas 4.5, 4.7, 4.9 and 4.11. 

    Lemma 4.15 Let the initial values a and h be given 

0 respectively in QK and H. Then there exists a 

solution u of (2.4) on some interval (0,T11 such that 

    T! T and 

u(t) e .K for 0 ::~ t < T and u(T,)C-_bdy(T) else Tj T, 

and such that u belongs to W 1 (0,T,';H) nc([O,T];V) and 
                                                               CO 

conserves the energy. Moreover u and d                                               dt-

represented as in Lemma 4.14 with P = 0. 

     Proof. From the well-known result for linear hyperbolic 

equations and (4.33) the proof is easily obtained. 

    Definition 4.1. We say a function u C([O,T];V) is 

a mild solution of (2.4) on [0,T] if the following 

conditions are satisfied; 

   1) For any t Q (0,T], u(t) belongs to K, 
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   2) u satisfies the equality 4) stated in Definition 2.2, 

   3) u and d u are represented as in Lemma 4.14, where                dt 

p is a left continuous and nondecreasing function on [0,T), 

p(O) = 0, and dPO(t) = 0 provided u(t) (-- KO. 

    Since a mild solution is szecified by a function p as 

above, we denote a mild solution by (u,p), where p is a 

function as mentioned in 3) of Definition 4.1. 

    The ne---,t lemma is readily obtained from Lemma 4.14 and 

4.15. 

    Lemma 4.16. Let the initial values a and b be 

given respectively in V nK and H. Then there exists a 
mild solution u of (2.4) on some interval (0,T 1 where 

                 T 1 in Lemma 4.14 if a C- bdy(K), 
            T 1 = 1) 
                   T' in Lemma 4.15 if a E X. 

    Lemma 4.17. Let (u 1'P1 be a mild solution of (2.4) 

on [0,T satisfying u(O) = a, ~~-U(O) = b, (u a mild        1 dt 21P2 

solution of (2.4) on (0,T 2 with f(s,u) replaced by f 2 (s'u) 

  f(s+Tl,u), and suppose that u2 satisfies u2(0) ul(T,), 

d (0) ~~ u (T Set 
dt-2 dt. 1 1 

                    ul(t) if 0 < t < T 
          u 3( t) = = 1 

                       u (t-T if T < t < T                      2 1 2 

and 

                 P (t) if 0 < t < T 
      P3(t) = 1 1 

                  P2 (t-T 1) + Pi (T 1 if T 1 < t < T 1 + T 2' 
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Then (u3'P3) is also a mild solution of (2.4) on [0,T 1 +T 
21 

satisfying u (0) = a, d u (0) = b. Moreover u enjoys             3 dt 3 3 

the energy equality (4.35) on (0,T 1 +T 21. Thus this solution 

u 3 satisfies the energy inequality (4.34) on [0,T1 +T 21. 

    Proof. Ev the definition of mild solutIon we have 

         u (t-T C(t-T )u (T ) + S(t-T )d u (T          2 1 1 1 1 1 dt 1 1 

                + t-T 1 S(t-T 1- S)f 2 (S'u 2 (s))ds      fo 
                          t-T               - f

o S ( t -T 1 - s)n(u 2 (s))d P2(s) 
for T, L t < T,+T                 2-

Using the integral representations of u and d -1 and the                                       1 dt 

group Property Of {U(t)I, we get 

    u 2 (t-T 1 C(t)a + S(t)b + S(t-S)f(s,u 1 (s))ds          fo 
       T t 

     fo S(t-s)n(u 1 (s))dpl(s) + fT 1 S(t-S)f(s,u 2 (s-T 1 ))ds 

t 

                - f
T 1 S(t-s)n(u 2 (s-T 1 ))d, P2 (s-T,). 

Hence by the definitions of u 3 and P3 we get 

         u 3 (t) = a(t) + W(t,u 3) 

t                  - f
o S(t-s)n(u 3(s))d P3(s) 

for tC-COfT 1 +T 21. Similary, we get 
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        d d d 
        j~tu3 aEa (t) + ~e7(t'U3) 

t 

                    C(t-s)n(u (s))dp (s).          fo 3 3 
for t E- (0,T +T Since u and u satisfy the energy              1 2 

2 

equality it is easy to show that the energy equalilty is valid 

for u 3* Using this energy equality and applying the same 

method as in Lemma 4.4, we have the inequality (4 .34). 

    Lemma 4.18 Let a (_- Vn-N and b (- H. Then there 

exists a mild solution (u,p) of (2.4) on (0,T] satisfying 

u(O) = a, d u(O) = b.          dt 

    Proof. First assume that a E bdv(X). We use the 

notation (u,p,a,~,g) to denote the mild solution of the 

problem 

            d u + Au + 31 U--.~ g(t,u), 
         dt 2 K 

          u(O) !~-U(O)                  dt 

By Lemma 4.16 there exists a mild solution (uj ..pj,,a,b,f) on 

(0,T 1 where 

    T SUP {t < T; dist(u (s), bdy(K ,)) _~_6N- and      1 t 1 R+1 

                 1jul(s)JI <R for O<s < t-1-

If T 1 = T, then the proof is complete. Hence suppose that 

T, < T. From the difinition of R' and (4.34) we have u(t)
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B(R,O) for t E-[O,T 11. Then [jul(s)II < R for 0-~-s-<LT 

and dist(u 1 (T 1 ), bdv(K)) = 6N R+1 by the definition of T 1* 

Thus it follows from (4.34) that T 2- 6N- 1 R--1.                                        1 R+1 

Now Lemma 4.15 ensures that there exists a mild solution 

(u (T ),!LU (T ),f(-+T,,-)) on [0,T where   2
,P2'ul 1 dt 1 1 2] 

          T 2 = Min{ T-TI, T1' : T1' in Le.rz mi a 4.151. 

Let u 3 and P3 be the functions defined in Lemma 4.17. 

Then Lemma 4.17 implies that (u 3'p3 -' a,b,f) gives a mild 

solution of (2.4) on (0,T 1 +T 2 ]. IJE T 1 + T 2 = T, then the 

proof is complete. SuDioose then that T 1 +T 2 < T. From 

(4.35) and the definition of R it follows iIu3(s)]I < R 

for 0 < s < T +T Since dist(u (T ), bdv(!<)) = 6N-             = 1 2' 1 1 R+1 

we have T 61q- 1 R'-1. Lemma 4.16 again implies that            2 R
+1 

there exists a mild solution 

(u ),~~U(T +T ),f(-+'"   ,d,p,l,U(T +T L +T )) on (0,T where          1 2 dt 1 2 1 2 3 

     T Sun t < T-(T +T ); dist(u (s), bdy(K)) < 6N        3 
t- 1 2 4 R+1 

                    and < R for any 0 < s < t 1.                            u4 (s) 

We then put 

                   U (t) if 0 < t < T + T                            3 = - 1 2        u 5 (t) l u 4 (t-T 1 +T 2 if T 1 +T 2 t T 1 +T 2 +T 3 
and 

  PS (t) P3 (t) if 0 < t T 1 +T 2 
              P4 (t-T 1-T 2) + P3 (T 1 +T 2 if T 1 +T 2 < t ~. T 1 +T 2 +T 3 

                           65



Then Lemma 4.17 states that (u,,P,,a,b,f) is a mild solution 

of (2.4) on (0,T +T +M M                      1 2 L 31. If T 1 + 4-2 +T 3 =T, then the proof 

is comQlete. Suppose then that T 1 +T 2 +T 3 < T. Then 

            1 PI-1
. T > 6N- Repeating this argument we get a sequence  3 R

+1 

                                                                      +M of mild solutions (u 2j -11 02j-1 a,b,f), on (0,T 1 2 +*-+T i if 

where T. > 6N- 1 R1_1 for 1 < i < j.                  R+1 

Since each T. is larger than 6N- 1 R'-1 there must exist                                         R+1 

jo such that T 1 +T 2 +--+Tj
o = T. In this case the assertion 

is proved. 

Next let a belong to K. Using the similarly above 

method we can prove this lemma. 

    Lemma 4.19 A mild solution (u,p) on (0,T] is an 

energy conserving solution on [0,T]. 

     Proof. Put 

         Y(t) = C(t)a +S(t)b + fto S(t-s)f(s,u(s))ds, 

d 

          Z(t) = 1-t-Y(t) for t C- (0,T]. 

      d 1 Then j-tz E L 2 (0,T;H), Y C- Wc,(O,T;V),.and 

 (4.36) d z + AY = f(-,u).              . dt 

Moreover, by Definition 4.1, 

t 
 (4.37) u(t) = Y(t) - fo S(t-s)n(u(s))dp(s) 
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and 

        d-(4.38) dt-u(t) = Z(t) - fo C(t-s)n(u(s))dp(s). 
For any v EC 1 ([O,T];H) nC([O,T];V) we infer from (4.36) that 

                         rM 

(4.39) (z(s), !~-v(s))ds fT (AY(s')-f(s,u(s)), v(s))ds       fo ds 0 
                (z(T), v(T)) (z(O), v(O)). 

By switching the order of integration and integration by 

parts, we have 

                       T - LL- d 

(4.40) fo (f 0 C(t-s)n(u(s))dp(s), ~1~(t))dt 

         fT(fT _S)- d              0 (C(t n(u(s)), -j-tv(t))dt)dp(s) 

            fT C(T-s)n(u(s))dp(s), v(T)) 

0 

                  - fT (n(u(s)), v(s))dp(s) 

0 

     fT fT 2                   (D S(t-s)n(u(s)), v(t))dtdp(s), 
             0 s 

where the parenthesis of the integrand of the last term stands 

for the paring between V and V. The relation D 2 _A 

and Fubini's theorem together yield 

     fT fT (D2 (4.41) S(t-s)]~(U(S)), v(t))dtdp(s) 
          0 s 

      fT( ft                     -AS(t-s)n(u(s))dp(s), v(t))dt. 

             0 0 
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Co.mb-in-ing (4.37) through (4.41) we have 

         T d d T 
(4.42) (-.U(s), -z-v(s))ds - (Au(s) - f(s,u(s)), v(s))ds      fo as as fo 

      (d-u(T), v(T)) (b, V(O)) + T (-n(u(s)), v(s))dp(s).    dt fo 
Thus, putting 

T         F(v) fo (n(u(s)),v(s))dp(s) for v (-L- C([O,T];H) 
we infer that u is the energy conserving solution on (0,T]. 

    Proof of Theorem 2. The proof is easily obtained from 

Lemma 4. 18 and 4.19.
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5. The reioresentation of the linear functional F 

    Throughout this section we assume all of the conditions 

listed in the assumotion A-2.' In what follows we put 

   R = {the right side of (4.7) 1112 -T + 11all. 

    In this section we give the proof of Theorem 3. 

    We first list some notations whichwill be used throughout 

this section. 

     Let E: 0 be a positive number such that 0 < 2E 0 < N R
+1' 

For simplicity suppose that dist(a, bdy(K)) < E 0* 

Let fs iN= be an increasing sequence satisfying the       i i 1 

following conditions: 

    1) s 0 = 0, S 
n T, 

    2) For j = 1, dist(u(s bdy(K)) = 2E: 0 

and dist(u(s), bdy(K)) < 2e 0 for s j -1 < s < s if j is 

odd; and dist(u(s i ),bdy(K)) = E 0 and dist(u(s),bdy(X)) > E 0 

for sj _1 s < s 3 if j is even. 

We put I (s i,'i +i I for i 0, 1,---,N-1 and define 

                  n(r(t)) 
(5.1) n~(t if t C- 12j , 

                      a.n(r(s + (1-cy )n(r(s                    3 2j+1 i 2j+2 

                                  if t 1 2j +l' 

where a (t-s 2j +l)(s2j+2-s2j+l)- 1 and r(-) is the 

mapping defined before Lemma 4.3. 
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I

Further we define 

       n'(t) = n;(t) 11n;(t)II-1 

and 

                                                  i." 0 < s < t-E: 

           X (S) (t-S)E:- t-E; < S < t               E: , t                       0 t < S . 

    Lemma 5.1 For any v C([O,Tl;ll) there exists 

                 lim F( 
I XE: f tv).                          E:-+O 

    Proof. From condition 5) stated in Definition 2.1 it 

follows that for any v E- C 1 ([O,T];H) nc([O,T];V) 

       ft-~: j(d d           0 ~!-Su(s), ~Isv(s)) + (fL(s,u(s))-@~u(s), v(s))Ids 

   + ft (t-S)E: -1{(d u(s), d v(s)) + (f(s,u(s))_~,~u(s) v(s))Ids 
         t-E: ds- ds 

          t d     - E if
t-E: (as u(s), v(s))ds + (b, . v(O)) = F(X E't V). 

From condition 3) of Definition 2.1 we infer that 

(5.2) lim F(X V) d u(t), v(t)) + (b, v(O)) 
             E: -*0 E: , t a-t 

      + fti(d u(s), (s))               7- + (f(s,u(s))-3~u(s), v(s))Ids. 
            0 cis dsv 

New let v be any element of C([O,T];H). Then there 

exists a sequence T i (v) E-C 1 ((O,T];H) nc([O,T];V) such that 

        Sup JIT (V)(t) - V(t)II < j- 1 
          O<t<T 

for any j 2,---.
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Since 

    IF(X E
l't v) - F(X E: 21 t v)I -.~. IF(X El't v) - F(X El't T (v))I 

             + IF(, T (v)) - F(X T                     A ET't i E 2't i (v))I 

               + IF(X E: 2't T i (v)) - F(X E: 2't' V)j 

for small 0 < E 1 < E 2 and 

    IF(X v) - F(X 4-T (v) F /j for C > 0,                         E: 

we get 

        lim IF(X El't v) F(X E 21t v) I -~. 2 11 F /j 
                C 1 -~-O' E 2 -~-O 

        + lim IF(X E:J,t T (v)) - F(X E: T (V))I.                 E: 1 -*-0, E: 2 -*0 2't 

Therefore lim F(X 
C't v) exists by (5.2).                     E:-*O 

     We then put p(O) 0 and 

         p(t) lim F(X E:
,t ni) for any t E- (0,T].                        E:-O 

    Lemma 5.2 p is a left continuous nondecreasing 

function on (0,T]. Moreover if u(t 0 K dp(t 0 0. 

     Proof. For any 0 < t < t < T we get 2 

      IP(t2) Oti )I lim IF(X E:,t n) - F(X E:'t T 
                            E:-O 2 2 

                        + lim IF(X F-'t T (n')) - FO( C'tj T j (n'))l                                  E-*O 2 i 

                       + lim IF(X 
E:'tj T j (n')) - F(X E,t 
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Hence condition 5) of Definition 2.1 yields 

    IP(t 2) - P(ti ) I _~_ 2 11 F /j 

+ ft2j(~~_ d - 7.(n')(s)) + (f(s,u(s))-;~u(s), T (n')(s))Ids 
   t dsu(s)' ds~3 

         • j(d U(t d U(t ), T (n')(t M 
            dt 2 dt 1 2 

         • Id u(t T (n' ) (t T (n' ) (t           Idt 1 2 

and so condition 3) of Definition 2.1 immlies that 

       lim IP(t 2 P(t 1 ) I ~_ 2 JIF 1[ /j 
              t 1 -~-t 2 

This means that p is left continuous. 

Next there exists a sufficently small E 3 > 0 and anv 0 ~-t 1 < 

t < T U(S) - E (s)-X (s))n'(s) belongs to K for  2 = 3 Xe,t 
2 . E't I 

any s e (0,T) condition 5) of Definition 2.1 gives 

        F((X X W) > 0 for 0 < t < t T. 
              E't 2 E:,t 1 1 2 

Letting E -~- 0,. we see that p is nondecreasing over (0,T]. 

                                  12 

If U(t K for some t > 0, there must exist t         0 0 1't2 

(0,T] and E 0 > 0 such that t 1 < t 0 < t 2 and u(s) 

E 0 (XE:
,t 2- XE:,t I )(s)n'(s) E K for s C- (0,T]. But u(-) 

E o(XF-,t 2 - XE,t 1 )n'(-) C- C([O,T];K) by (5.1), and so 

condition of Definition 2.1 implies that 

          F((X 
E:, t X E: t W) = 0. 
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I

Thus 

         P(t P(t lim F((X X )n' 0.                 2 1 
E: -*0 t 2 

This means that 

(5.3) d'(t 0 for any point t >.O with u(t              P 0 0' 0 

    Proof of Theorem 3. 

    For a small E 3 > 0 let dist(u(t 0 ), bdy(K)) < 3* 

We assume that r(t 0 e 3 n(r(-t 0 + /E-3(4'~R
+1)-1 /2 e(t 0 

an exterior point of K, where e(t ) denotes a vector 0 

satisfying (e(t 0 ),n(r(t 0 0, Ile(t 0)11 

Since r (t 0 - E 3 ri(r(t 0 is an interior point of K 

exists a number m (t 0 such that 

    1) r(t E n(r(-t + M (t ) e bdy M              0 3 0 
C 3 0 1-0 

     2) V-E:-- 4 N -1/2 > m > 0.              3 R+1 ~ E: 3 

Since r(t 0 B(O,R+1), Lemma 4.1 imzlies that 

         J(n(r(t 0 E 3 n(r(t 0)) - m E: (t 0 )e(t 0 

                       < N 2 (t ') 2                            R+l{ F-3 + mE, 3 0 

which gives 

           E 3 _~_ N R+1f C3 2 + .m,: 3 (t 0 2 

If N R+1 E 3 < 1/2, then we have 
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I

                - 1 2 -1 
         2 E: < N m (t < E: ( 4 -N N < E / 4.                3 R+1 E: 3 0 = 3 R+1 R+1 = 3 

This is a contadiction. Hence it is concluded 

jr(t ) - E: n(r(t )) + I'E-;--(,lN ) -1/2 e(t )I belongs to 'K.     0 3 0 3 ' R+1 0 
Therefore there exists an E 4 > 0 such that for any E 

(O,E: and any t E- [0,T], 

          tu(t) - F-n'(t) t Y/-c(4N R+1)- 1/2 e(t)j belongs to 'K, 

where e(-) is a function in C([O,T];H) with (e(t),n'(t)) 

  0. and Ile(t)JI= 1. Thus from condition 5) of 

Definition 2.1 it follows that 

           F(-V'zn' (4N )'-1/2 e) < 0.                            R+1 

Letting e -*. 0 we get. F(e) = 0. 

Let e'E- C([O,T];H) and let (e'(t),nl(t)) = 0. Then 

(5.4) F (e' ) = 11 e' 11 F (e'/ 11 e 1 11 ) = 0. 

For any -vE-C([O,T];H) we write 

    v(t) = (v(t), n(t))n'(t) + e'(t) a v (t)n'(t) + e'(t). 

Then (5.4) yields 

 (5.5) F(vj = F(a n') + F(e) = F(cc nI). 
                       v v 

Let {t mlm= be any sequence satisfying        i i 0 

                M M 
      1) 0 = t < till < tm <***< t T,               0 1 2 m 
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     2) t'I < 2T/m for j:;; 1 , 2, 3,.. a* 'M-1 

Then F(v) can be decomposed as 

                                    M-1 

(5.6) F(v) = F(X m V) + F((X, tm X m)v) 
                       't 1 1 E: i+1 E: 't i 

                     + F((l - X M) V) + + 
                                     Eltm 2; 3* 

First we consider 1 2 Since 

    F((X 
E:lt m XE1t m)v) = F((X Elt m XE,t m)a v nt)             i+1 i i+1 i 

              (tm){F(X m n) - F(X m nl)l               v i E't i
+1 E: 't i+1 

                                   mHa - a (tm))n'),                   + F((X 
F-It m +1- XE:1t v v i                        i i 

we have 

                   M-1 
                    (tm){F(X m n') - F(X m n               2 av i E't E:,t IM                                  i+1 i 

                            M-1 
        <WmjIFIj Sup (X m m) (t) < 2wm F                                    E:,t Xe,t                    t 1 i+1 i 

where wm = Sup iav(t) - av (s)1. Thus it follows 
            It-sl<2T/m 

                          M-1 

(5.7) lim Ii a (t m )(P(tm p(tm))l < 2wmIIFII                   2 v i i+1 i 

Next, (5.5) imolies that 

 (5.8) lim 11 a (0) P (tM) Wm 11 F 
              E-*O v 1 

 Finally, using condition 5) of Definition 2.1 and noting that 

dE 
 at(-) is left continuous we have for j= 1, 2, 
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        lim lim F((1 X m)T i (v)) 0. 
               M-*<o E: 0 M 

Combining JIT (v) - vjj _~ 1/j and the above we see 

(5.9) lim lim FW - X m)v) = 0. 
                   M-~-'~ E: -*- 0 m 

Noting lim w
m = 0, Combining (5.6), (51.7), (5.8) and (5.9) 

and then letting m go to co, we get the desired integral 

representation of the functional F: 

        F(v) fT (v(s), n(s))dp(s). 

0 This, togher with (5.3), implies that for any v E C((O,T];H), 

T 
(5.10) F(v) (v(s), n(u(s)))dp(s).      fo 
In particular, for any C- C([O,T]), we obtain an integral 

representaion of the type 

T         F(an') = J 0 a(s)dp(s). 
On the other hand if a is left continuous, non decreasing, 

of bounded variation, e(o) = 0, and 

T 

         fo a(s)de(s) = 0 for any a E~ C([O,T]), 
then it follows that e(t) = 0 for any t E7 (01T]. This 

means that the function p is uniquely determined by the 

solution u. 

     In view of this, we denote by p 
U the function p 

associated with u in the following. 
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6. {t-ij- energy c onserving solutions 

    In this section we discuss the relation of the energy 

conserving solution to the mild solution and study the 

existence and uniaueness of itil-energy conserving solutions. 

Throughout this section we assume all of the conditions listed 

in the assum-otion A-2. 

    Lemm-ma 6.1 An energy conserving solution of (2.4) is a 

mild solution of (2.4). More precisely, if u is an 

energy conserving solution, (U,P is a mild solution. 

U 

    Proof. Let u be an energy conserving solution of 

(2.4) and set 

t         Y(t) = Y(t) " fo S(t-s)-n(u(s))dp u(s), 
where Y(-) is the function defined in the proof of 

Lemma 4.19 and p 
U the function provided by Therem 3. 

Using (4.36) and applying the same method as in the 

verifications of (4.40) and (4.41), we have 

      fT{ (d d               ~js Y(s), as v(s)) + (f(S,u(s))-AY(s), v(s))Ids 

0 

    + (b, v(O)) v(T)) fT (-n(u(s)), v(s))dp (S) 
                       dt- 0 u 

for any v E- C 1 ((O,T];H)nc( (0,T] ;V) . Put -Y - U = W. 

The above relation and (4.42) together yield 

(6.1) fT j(d (s), d v(s)) - (Aw(s), v(s))Ids 
          0 ds 

                            77



d                     (~'Wf) v(T) 0 .                    dt' 

For each g C 1([O,T];H) we denote by v the solution of the 

problem 

              d 
2 v + Av = 9, 0 < t (6.2) dt 

d            v(T) = 0, a-Ev(T) = 0. 

From (6.1) and (6.2) it follows that 

             (w(s), d ~v(s) + A-v(s))ds 0      fo dt 
and 

        fT (w(s), g(s))ds = 0. 
0 Since C 1 ((O,T];H) is dense in L2 (0,T;H), we in-.Ler that 

w(s) = 0 for a-e s E7 [0,T]. Since and u are 

continuous, the proof is complete. 

     We are now in a position to give the proof of Theorem 4. 

     Let Mif j = 0, 1, be the sets as mentioned in 

Defini'Lion 2.3. For each energy conserving solution u 

let p 
u be the associated function provided by Theorem 3. 

      Lemma 6.2. All of Mif j = 1, 2,..., are not e-mpty. 

     Proof. We put 

 (6.3) inf p (t 1 a 
          WEL 0 
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 Then one ,can choose a seauence fuji of energy conserving 

 solutions such that 

           lim p U. (t 1 a 1,                    i -)-00 3 

 The application of Helly's theorem to {p i.mplis that 
. . u 

 there exists a convergent subsequence {pu. such that 

          lim p u (t) = p I ~t) for t E-- [0,T]-Q 
               j i->-CO ji 

 where p, is an increasing left continuous function and 

 Pi(O) = 0 and Q 1 is some countable set in [0,T]. Let 

 Qi be some countable sets in (0,T] for i= 1, 21---. 

 For simplicity in notation we denote the subsequence {u j
i 

 by fuji. Appling lerrmia 6.1 to u 3 and using 'the same 

 method as in Section 4', we infer that there exists a 

  sub's*equence {uj
ij such that 

           lim u (t) = U(t) uniformly on [0,T], 
              j i -~-Co j i 

d            1 im u (t) = ~~-U(t) for t E (0,T]-Ql 
             j i -*.= dt ji dt 

           lim A 1/2 u. (t) = A 1/2 U(t) for any t E7[0,T]. 
         j i 3i 

  it is easy to show if u(t)E:K then p 1 E: Const near t. 

  It is also clear that u satisfies the energy equality (4.35) 

  as well as the energy inequality (4.34). Hence Lemma 4.19 

  states that u is an energy conserving solution. Since 

  Pu . (t) -~- p U. (t 1 for t < t 1 and so -p 1 (t) :~.a 1 for 
    3i 31 
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a-e t E- (O,t Now the left continuity Of p, yields 

Pj(t 1) < al* Combining this with the fact that u is an 

energy conserving solution, we get p 1 (ti ) = a 1, Thus M I 

is not an er-intv set. SuD~oose then that 114i, 1 < i < ` are                                                      3r 

not empty, and put 

(6.4) inf p W (tj+l a j+l* 
            w E- M. 

            D I 

Using the same method as in the case j 1, we can show that 

there e:-.is'Ls a sequence {uj in M. such that                               X 3 

         lim Uk(t) = u(t) uniformly for t E: [0,T], 
               k->-

          lim P u (t aj+l' and             k -~~ k j+1 

         lim P u (t) Pu(t) for t E (0,T]-Qj+l'                  k -)-= k 

First we see in the same as way as the above that u belongs 

to M 0* Since M 3 C M1, we have pu 
k (ti) = al 

for k 1, 2, 3, Now the left continuity of p u 

yields a 1 > PU (t Hence a 1 = Pu (t 1 ) by the definition 

o f m Thus u E7 M We next assume u E M (0 < i         1, 1, i 

< j). Since M 
3 C mi+j, we have pu k (t i+1 a i+1 for 

all Ix. Hence, in the same way as the above, we see from 

the left continuity of P and the definiticn of M. that                                            u J.+1 

a i+1 = Pu(ti+1 and u (~- Mi+l' By induction we conclude 

that u M.. Therefore we can apply the same method as in 
3 
 the case j = 1 to get u C- Mj+l' and the proof,is complete.



    Lem,ma 6.3 For u j > 2, we have 

         PU (t k a k = Min Pw (t k 
                            w G M k -1 

for k = 1, 2, ---,j. 

The proof follows directly from the definition of M.. 3 

    Proof of Theorem 4. 

    First we show that n m. is nonempty. 

3 

                           j=1 

We can choose a sequence fukIk'==1 such that uk. Mk 

for k 1, 2, For simplicity in notation we denote 

PU 
k by p k* Then Le-tima 6.3 yields 

         lim P (t 
                     k-)..co k 

Applying Helly's theorem to {PkI, we get a subsequence {Pk 

such that 

           li-nni P k .(t P(t) for t e [0,T]-Q.          k . I 

where p is left continuous and is some countable set 

10,t]. For brevity in notation we write pi for Pk 

Following the argument of Section 4 we see that 

          lim u (t) U(t) uniformly on (0,T] 
i 

          lim A 1/2 u i (t) = A' /2 U(t) for any t C- (0,T], 
                   i-)-= 

          lim ~~_U (t) = ~Lu (t) a-e tE[O,T],               dt i dt

I
i

in



I

and that the limit function u is the energy conserving 

solution Further, by the method emploved in the proof of 

Lemma 6.2 we can show u E- M. for j 2,.... 

                 Co 

Thus n M. is nonempty. 
       j=j 

                                                           Ca 

Second we demonstrate that n 4. is a singletion set. 
                              J=j 3 

                             Co Let U, w n m, Then we have p U (t i) = Pw (t i for 
              j=j 3 

any 2,---. Therefore it follows from the left 

continuity of p UJI Pw and the denseness of {-Iij that 

Pu(t) = Pw (t) for any t (-_ [0,T]. We then put Pu = Pw 

= P-

We now assume that there eXists a number and a subset 

fzkIkw=1 Of such that 

         U(t) w(t) for any 0 < t < 

        U(~ k) W(~k and lim 
k 

If > 0, then we have 

d 
          a-tu(T) 

and if T = 0, then we understand as U(O) ~~W(0) b. 
                                     dt dt 

Recalling JU(t)j is a group, we have 

d (6.5) u(t+T) C(t)U(T) + S(t)a-tu(-r) 

        t t 
          S(t-s)n(u(s+T))dp(s+T) + S(t-s)f(s+T,u(s+T))ds    fo fo 
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for 0 < < + t < T. 

    1) Case of u(T) C- K. The third term on the right 

side of (6.5) vanishes for t s,-.iall. Hence u(t+T) = w(t+T) 

for those values of t, which contradicts the definition of T . 

    2) Case of u(T) E- bdy(N). From'(6.5) ,we have 

      11u(t+-r) - w(t+-r) 11 N ft                                 R+1 0 11u(s+-c) - w(s+-r)lldp(s+z) 

              + ft h(s+-c) 11u(s+-c) - w(s+-r) 11 ds 

0 for positive SU-=fiC4                   .L J-ently small t. A3Dplying Gronwall's 

inequality, we obtain 

(6.6) . JIU(t+-C) - w(t+T) 

            < N (1 . + C-e.,,cp C) ft Jju(s+-r) - w(s+-c) 11 dp(s+-c) 
              = R+1 

0 

T where C = fo h(s)ds. 
Now we consider the case such that N R+1 (1 + C-ex.~D c)(P(-c+O) 

P(T)) < 1/2. We p u t 

    T 2 = Min JT 1 as in lemma 4.18, the Maximum of number of 

            t satisfying N R+I (1+C-exp C)(p(t+-c)-p(-r)) 1/21-

Let t 2 0 , T 2 be such that Max Ilu(t+T) - w(t+-[) 11 
                                      O<t<T                                 = = 2 

11U.(t 2 +T) W(t2 +-C)II Then we see from (6.6) that 

        JIU(t 2 +T) - W(t 2 +T) 
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    < N (1+C-e:,--;p C) (P(T +-C) - P(T) ~ 11u( t +-r) - W( t +T) 
       R+1 2 2 2 

                  < 2-1 11u(t +'r) - W(t +-C) 
                        2 2 

Thus we have u(t+T) = w(t+T) for any 0 < t < T This                                               2' 

is also a contradiction. 

Next suo-oose N (1+C-exp C)(p(T+O) -'P.(T)) 1:1/2. Since                   R+1 

u is a mild solution of (2.4) by Lemma 6.1 it follows from 

(6.5) that 

         d + d-
          dt" (T) = j-tu(-c) - (p(T+O) - p(T))n(u(-r)). 

In view of the energy equality stated in Definition 2.2 we 

have 

        jj~~ U (.r) 11 j1d u(-C) 11           dt dt 

This equality and the relation p(-r-.,O) - p(,c) > 0 together 

yield 

         P(T+O) - P(7) = 2(d u(T), n(u(,r))).                         dt 

Hence 

(6.7) (d+u(-c),n(u(T))) (d           dt ~tu(T), n(u(,r))) < 0. 

Further, assume that there exists a sequence 00                                          isili=1 

in (-c,T] such that 

         lim s T and u(s i E: bdy(K) for any i. 
                     i--)-M 

Then Lemma 3.1 i.molies that 
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        (d+           dtu(-[), n(U(T))) = 0, 

which contradicts (6.7). Hence there would 

such that 

0 

           u(t+-r) C- K for anv 0 < t -~- t 3* 

But we see with the aid of the result of linear 

equation that 

         u(t+T) = w(t+T) for 0 < t < t                                       3' 

This contradictions the definition of T. 

Thus u(t) w(t) for any 0 < t < T. 

                                                  CO 

It is concluded that F1 M. is a singleton 
                          j=j 3

t 3exist

hvperbolic

set.

'8 5
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7. Exam. Qles 

                                                01 1     Example 1. Let H = L 2 (0,1), V = W 2 ((),1) = {UE w 2 (0,1); 

U(0) = U(1) = 01 and define the function V (0, co] by 

                        -1 d 2 1 4 
          ~(U) {2' j:-u (x-) + 4- 1 U(X) d,-,-. 

0 We then introduce the closed linear subspace of ; H 

1          L f <-L L 2 (0,1); fo fWsin(2m7x)dx 0 for any 
                                        m = 0, 1 2, -,N (N < 

and the closed convex subset of H 

             {f E~ L; f (x) dX, < 11       fo 
Then 

N 
       L'= jf,~- L (0,1 f W I a. s in 2m Trx) for a co, ca)                     2 m= 0 , M 

and conditions 1),2) and 4) of the assumption A-1 are easily 

verified. Moreover the application of Sobolev's imbedding 

theorem implies that for any u, v,~-V 

                                              1/2         Sup Ju(x) - v(x) I < Const( Iju vil V Iju - vil 
           O<x<l 

On the other hand it is seen that 

               d 2 3            3~
u 2" + u 

Combining the above two facts we con~clused that the o -perator 

satisfies condition 3) of the assu-m-ption A-1, too. Thus 

all of the conditions listed in the assumption A-1 are 

satisfied. 
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    Examnle 2. Let 0 CR ri be a domain with smooth 

boundary and consider the Hilbert space H = L 2(0). Let 

{Pjlj=l be an orthonomal base of H and {a 3 j=1 a set of 

positive numbers such that 

            0 < 6 < a 6- 1 for any j= 1, 2,---.              0 0 

We then define the closed convex set K by 

         K = Ix E- H; j a (X,pj) 2 . < 11. 

j The set K may be regarded as an infinit dimensional 

elliptic" 

Then, defining 

         L(x) = 2a (x, pj)pj for any x bdy(K), 
                  j=1 

we have 

         h(x) = [IL(x) 11 -'L(x) for any x E- bdy(K). 

Moreover we infer that 

       n( x) - n(y) < N for x, y Ebdy(K)nB(O,R).                      R lix - Y11 

Thus it is concluded that all of the conditions given in the 

assumption A-2 are satisfied.
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