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“49. Be like the promontory against which the waves continually break, but it stands firm and tames the fury of the water around it.

... Remember, too, an every occasion which leads thee to vexation to apply this principle: not that this is a misfortune, but that to bear it nobly is good fortune.”


“51.
The Moving Finger writes; and, having writ,
Moves on: nor all thy Piety nor Wit
Shall lure it back to cancel half a Line,
Nor all your Tears wash out a Word of it.

52.
And that inverted Bowl we call the Sky,
Whereunder crawling coop’t we live and die,
Lift not your hands to It for help– for It
Rolls impotently on as Thou or I.”

Edward FitzGerald, 1859 *The Rubaiyat of Omar Khayyam*
Abstract

Graduate School of Frontier Biosciences

Doctor of Philosophy

Development of a versatile domain mapping system for intermediate-resolution electron microscopy using a portable peptide tag

by Zuben Patrick Brown

Electron microscopy (EM) can be used to obtain the three dimensional structural information of macromolecular complexes. When data are obtained at a sufficiently high (approx. 3 Å) resolution, one can build atomic models of the complexes with relatively high accuracy. In contrast, when the EM images are collected at lower resolutions, even the identity of domains and subunits may be unclear. Gene fusion technologies are available to label subunits or domains to enable positional mapping by comparisons between the wild type and the mutated construct, but artificial fusion of protein domains within a target polypeptide may cause unwanted structural alterations. Exogenous labeling by Fab fragments from antibodies can bypass this complication because it does not require genetic modifications on the target protein. However, it requires a panel of high-affinity antibodies that recognize a wide variety of epitopes, making this method highly costly. Alternatively, insertion of small linear peptide tags into the target protein and then binding the Fab from the cognate antibody can be used. This, too, has limitation because standard peptide tag systems usually require their placement in terminal regions of a protein, reducing the versatility of the mapping. The recently developed PA dodecapeptide epitope tag (GVAMPGAEDDVV), forms a tight β-turn in the antigen binding pocket of its antibody (NZ-1), which allows for the epitope to remain reactive even when inserted into surface-exposed loops within central domains of various proteins. As a test case for EM labeling with PA tag and NZ-1 Fab, a multi-domain cell adhesion receptor α_{IIb}β_{3} integrin was chosen and I generated several different constructs with PA tag inserted centrally with the α_{IIb}-subunit. I confirmed that the purified PA-tagged integrin ectodomain fragments form a stable complex with NZ-1 Fab, a property that is necessary for a successful EM label. Furthermore, the negatively stained EM images showed that a majority of the particles exhibited a clear density corresponding to the NZ-1 Fab. The positions of the bound Fab were also in good agreement with the predicted location of the inserted PA tag. The high affinity and insertion compatibility of the PA tag system allows for its use as a new EM labeling methodology applicable to proteins for which good antibodies are not available.
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Introduction

1.1 Introduction

While pursuing my education in structural biology I have often been struck with the observation that "life is structure". While there is surely more to life than the mechanical motion of its constituent parts, there is some close link between the structure and function of many biological components. This is perhaps much less profound than I am implying, as on a larger scale the function of objects is based very strongly on their macro-structure and chemical (or atomic) composition. The utility of an object as mundane as my desk is strongly linked to its structure (flat) and relatively inert chemical composition (consider how different writing a paper would be if we used desks made of metallic sodium). Objects at the molecular and atomic scale also seem\(^1\) to follow this principle, that their function is linked to their structural and chemical properties. Although making a different point, the observation made by Thomas Hobbes could also be applied to the molecular world:

> For seeing life is but a motion of Limbs, … For what is the Heart, but a Spring; and the Nerves, but so many Strings; and the Joynts, but so many Wheeles, giving motion to the whole Body, such as was intended by the Artificer?\(^2\)

Thomas Hobbes, 1651, *The Leviathan*

Each body part has a function that even in the 1650 was linked in some way, although incorrectly, to its structure. This underlies an important point: if we know

---

\(^1\)This is from my perspective as a biologist. Perhaps physicists would dispute this, and it's possible that atoms don't even have shapes since their constituent electrons are just some statistical property.

\(^2\)The full quote in Japanese: 生命とは四肢の運動に他ならず、その運動の内部のある中心部分からはじまる、ということを知るならば、すべての自動機械 Automata(時計のように発條と車で自らうごく機関)は人工的生命をもつといってならぬわけかろうか。心臓は何かといえば、それは発條にほかならず、神経はそれぞれの数の線にほかならず、関節はそれぞれの数の車にほかならないのであって、創造者の意図するような運動を全身にあたえるものではないだろうか。; 水田洋譯訳 1949年
the structure of something, then we are on the path to understanding its properties and then using this knowledge to remodel the world in a way that is more in line with our desires. My PhD has been, among other things, the development of some skills to investigate the structure and function of some of the fundamental components of life, the protein. I have studied how a beam of highly ionising electrons can be used to determine the structure of very small proteins, and how we can design tools to improve our understanding of their architecture and ultimately gain a better understanding of their function. When I started in this field I made a number of assumptions about imaging with electrons, but the more I have read the less probable the entire field has seemed become. It appears to me now that it truly is magic that we can know anything at all about such tiny parts of the universe using only a beam of ‘electricity’. Luckily, the evidence that structural biology provides real information about the world is so overwhelming that we can safely enjoy all the amazing structures that have been published and continue to be discovered. The following chapter will present some of that evidence and build a story of how we can use electron microscopy to determine the structure of proteins. Following this I will detail the methods used, with results and discussion in later chapters. Finally, I have tried to confine my whimsical and philosophical musings to this section alone, and so hopefully it doesn’t leak into any other part of this thesis.

This thesis is organised into four chapters: The introduction (Chapter 1), detailed methods (Chapter 2), results (Chapter 3), and finally a discussion on the quality, possible uses, future experiments and weaknesses of these presented data (Chapter 4). Various additional experiments were completed and are presented in the supplementary data (Chapter 5). Additional appendices are included for data that helps complete this work but couldn’t find a home in the results chapter. There are some general appendices dealing with some of the more technical aspects of EM research and image analysis (Appendix A: the contrast transfer function, Appendix B: envelope functions, Appendix C: EM guns, and Appendix D: image alignment). Finally there is a list of published works relating to this project (Appendix E).

Since this introduction has the broadest range of topics I will also give a short outline about its structure. In the following section I will discuss various presently available purification tags (Section 1.2), give much more detail about one in particular (Section 1.3), offer a brief outline of how electron microscopy can be used to determine the structure of unknown proteins (Section 1.4), give some detail on what tools are available for structural study of difficult intermediate resolution structures (Section 1.4.2), and finally outline how the PA tag and NZ-1 can be used as a novel EM label (Section 1.5).
1.2 Purification tags

Biological science depends on being able to purify and concentrate a protein of interest so we can be confident that we are experimenting on, or observing the ‘right’ protein. Most target proteins are expressed as some recombinant construct rather than purified from a natural source, and the additional peptides that are added as a purification handle are collectively called affinity tags. They range in size from fewer than 10 residues (such as poly-His) to large inserted domains (such as Fc, GST, or MBP), but they all exploit some enhanced affinity for a purification matrix relative to other components of the target protein mixture (this is reviewed by Terpe, (2003)).

The interaction between the tag and affinity matrix needs to have a number of properties that include: 1) high specificity to reduced contamination, 2) high affinity to promote complete capture of the target protein from the sample, 3) slow dissociation kinetics to allow for extended washing to remove any non-specific binding to the affinity matrix, 4) availability of mild elution conditions to completely remove the target protein from the affinity matrix without damaging it. The fusion tag also must be attached in such a manner to not induce unwanted\(^3\) structural or functional changes to the target protein. Often the chance of impairing a target protein when inserting a fusion tag can be lowered by placing the moiety either the C- or N-terminals of the protein so as to spatially separate the main polypeptide chain from the introduced sequence by as many residues as possible. Given the complexities of biological systems and the vast array of potential questions there is obviously no perfect tagging system that can be applied to all experiments and so often the best system based on desired yield, required affinity, specificity, and cost, among other parameters, must be empirically determined.

To this end, many different purification systems have been developed (Table 1.1) including those based on ion exchange interactions between polyarginine (Sassenfeld and Brewer, 1984), metal-chelate interactions between polyhistidine (Hochuli et al., 1988), affinity for amyloid precursor proteins (Sangawa et al., 2013), interactions between glutathione S-transferase binding to glutathione-resin (Smith and Johnson, 1988), chitin-binding domain and chitin resin (Cantor and Chong, 2001), calmodulin binding peptide binding to calmodulin (Stofko-Hahn et al., 1992), and streptavidin-binding peptide and streptavidin (Keefe et al., 2001). Given the high affinity and specificity of some peptide-antibody interactions they also offer an attractive source of purification tags as their peptides can be relatively small. There are several popular tags including FLAG (Hopp et al., 1988), Myc (Evan et al., 1985), and HA (Field et

---

\(^3\)In some cases any change at all is unwanted, whereas in other cases it might be less important. It all depends on the ‘resolution’ of the unwanted change, our data collection, and at what spatial range our scientific question is.
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al., 1988). Since the affinity, epitope size, and elution conditions varies there is ongoing research to develop improved epitope based purification systems with TARGET (Nogi et al., 2008; Tabata et al., 2010), AGIA (Yano et al., 2016), CP5 (Takeda et al., 2017) and the MAP (Fujii et al., 2016a), RAP (Fujii et al., 2017), and PA series (Fujii et al., 2014) all being developed in recent years. Of these the last, the PA tag, has shown particular promise as a powerful structural biology tool that has utility above and beyond just use as a protein purification handle.

interactions between glutathione S-transferase binding to glutathione-resin

1.3 The PA tag

The Takagi lab recently reported the development of a novel epitope purification tag that uses the high affinity interaction between the NZ-1 antibody and a dodecapeptide (GVAMPGAEDDVV) called PA tag (Fujii et al., 2014). NZ-1 (IgG<sub>a</sub>, λ) was discovered during the search for anti-cancer antibodies as an inhibitor of platelet aggregation by its strong binding to the PLAG domain of podoplanin, a type I transmembrane protein that is over-expressed in cancer cells (Kato et al., 2006). NZ-1 recognised a synthetic peptide based on the PLAG domain and so it was reasoned that it could recognise artificially inserted epitope. The NZ-1/PA peptide interaction has a number of very useful properties that allow it to be used as a powerful protein purification tool. The initial characterization of NZ-1 and the PA peptide showed a binding affinity that was an order of magnitude higher than similarly prepared FLAG, Myc, or HA peptides against their respective antibodies (M2: anti-FLAG, 9E10: anti-Myc, 4B2: anti-HA) when measured using Biolayer interferometry (Figure 1.1). Importantly, the high affinity reaction had a very slow dissociation as shown by the stable signal during the dissociation phase. Such a property is very useful for epitope tag systems as it allows for extensive washing to remove contaminating molecules that have bound non-specifically. The specificity of the PA tag and NZ-1 interaction is also very high, allowing purification of very low concentration proteins from whole cell lysate. Finally, the elution conditions are quite mild (0.1 mg/mL PA peptide) which reduces the chance of damaging the target protein if harsh conditions were required. The PA peptide used to elute a protein sample can be removed from the NZ-1 bound sepharose with 3 M MgCl<sub>2</sub> allowing the reuse of the antibody up to 60 times (Fujii et al., 2014). Given these excellent properties further characterisation of the PA tag and NZ
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Figure 1.1: Various epitope tags and their binding affinity to their cognate antibodies. Anti-epitope antibodies (NZ-1, M2, 4B2, 9E10) were immobilised on a sensor tip and the C-terminally fused T4L protein (T4L-PA12, T4L-FLAG, T4L-HA, T4L-Myc) were tested. Buffer equilibration (0-60s), association (60-120s), and dissociation (120-240s) are shown for serial dilutions (red, 30 nM; blue, 10 nM; purple, 3 nM, green, 1 nM). The data was fitted with a global fit using a 1:1 binding model. Reprinted from Protein Expr. Purif., 95, Fujii, Y. et al. PA tag: A versatile protein tagging system using a super high affinity antibody against a dodecapeptide derived from human podoplanin, 240-247, Copyright (2014), with permission from Elsevier.
<table>
<thead>
<tr>
<th>Tag name</th>
<th>Seq. or sizeA</th>
<th>Binding mode</th>
<th>Affinity matrix</th>
<th>Location</th>
<th>kD(^B)</th>
<th>Elution cond.</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>polyarginine</td>
<td>5-6nR</td>
<td>ion X</td>
<td>SP-sephadex</td>
<td>C</td>
<td>—</td>
<td>NaCl gradient</td>
<td>1</td>
</tr>
<tr>
<td>polyhistidine</td>
<td>6-10nH</td>
<td>ion X</td>
<td>Ni(^{2+})-NTA</td>
<td>N,C</td>
<td>—</td>
<td>imidazole</td>
<td>2</td>
</tr>
<tr>
<td>FLAG</td>
<td>DTKDDDDK</td>
<td>ab</td>
<td>mAb-matrix</td>
<td>C, N</td>
<td>2.80e−8</td>
<td>EDTA</td>
<td>3</td>
</tr>
<tr>
<td>Strep-tag</td>
<td>DTKDDDDK</td>
<td>Streptactin</td>
<td>—</td>
<td></td>
<td>—</td>
<td>Desthiobiotin</td>
<td>4</td>
</tr>
<tr>
<td>HA</td>
<td>YPYDVPDYA</td>
<td>AB</td>
<td>C?, N</td>
<td>1.60e−9</td>
<td>peptide</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>AGIA</td>
<td>EEAAGIARP</td>
<td>ab</td>
<td>C, N</td>
<td>4.90e−9</td>
<td>peptide</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>c-myc-tag</td>
<td>EQKLISEEDL</td>
<td>ab</td>
<td>C, N</td>
<td>2.20e−9</td>
<td>Low pH, c-myc peptide</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>PA tag</td>
<td>GVAMPGAEDDVV</td>
<td>ab</td>
<td>mAb-matrix</td>
<td>various</td>
<td>4.00e−10</td>
<td>PA peptide, MgCl(^{2+})</td>
<td>8,9</td>
</tr>
<tr>
<td>MAP</td>
<td>GDGMVPPIEDK</td>
<td>ab</td>
<td>mAb-matrix</td>
<td>N</td>
<td>3.70e−8</td>
<td>peptide</td>
<td>10</td>
</tr>
<tr>
<td>RAP</td>
<td>DMVNPLGLRDRIE</td>
<td>ab</td>
<td>mAb-matrix</td>
<td>N</td>
<td>9.70e−9</td>
<td>peptide</td>
<td>11</td>
</tr>
<tr>
<td>S-tag</td>
<td>103 a.a S-protein</td>
<td>domain</td>
<td>RNAseA</td>
<td></td>
<td>1.00e−7</td>
<td>GITC(^D), citrate, MgCl(^{2+})</td>
<td>12</td>
</tr>
<tr>
<td>TARGET v1</td>
<td>3x(GYPGQV)</td>
<td>ab</td>
<td>C, N</td>
<td>1.90e−8</td>
<td>propylene glycol, peptide</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>TARGET v2</td>
<td>5x(YPGQ)V</td>
<td>ab</td>
<td>C,N</td>
<td>1.00e−8</td>
<td>propylene glycol, peptide</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>3x FLAG</td>
<td>3(DYKDDDDK)</td>
<td>ab</td>
<td>C, N</td>
<td>—</td>
<td>EDTA, FLAG peptide</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Calmodulin-binding peptide</td>
<td>26 residues</td>
<td>calmodulin</td>
<td>C, N</td>
<td>—</td>
<td>EGTA</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>SBP-tag</td>
<td>size</td>
<td>streptavidin</td>
<td>streptavidin</td>
<td>C</td>
<td>2.50e−9</td>
<td></td>
<td>17</td>
</tr>
<tr>
<td>chitin-binding domain</td>
<td>seq</td>
<td>chitin</td>
<td>chitin matrix</td>
<td>C, N</td>
<td>—</td>
<td>self cleavage with thiol</td>
<td>18</td>
</tr>
<tr>
<td>Cellulose-binding domain</td>
<td>27-158 res.</td>
<td>cellulose</td>
<td>—</td>
<td>C,N</td>
<td>Ethylene glycol, low ionic</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>GST(^E)</td>
<td>201 a.a 26 kDa</td>
<td>domain tag</td>
<td>GST</td>
<td>C</td>
<td>—</td>
<td>reduced glutathione</td>
<td>20</td>
</tr>
<tr>
<td>MBP(^F)</td>
<td>396 a.a 40 kDa</td>
<td>domain tag</td>
<td>amylose</td>
<td>loc</td>
<td>—</td>
<td>10 mM Maltose</td>
<td>21</td>
</tr>
<tr>
<td>GFP(^G)</td>
<td>28 kDa (238 res.)</td>
<td>domain tag</td>
<td>—</td>
<td>C, N, int</td>
<td>Elution</td>
<td></td>
<td>22</td>
</tr>
<tr>
<td>Starch-binding domain</td>
<td>seq</td>
<td>binding</td>
<td>starch</td>
<td>C</td>
<td>—</td>
<td>(\beta)-cyclodextrin</td>
<td>23</td>
</tr>
</tbody>
</table>

\(^{A}\)kDa, \(^{B}\)mM units of kD, \(^{C}\)Peptide is concentrated free tag peptide, \(^{D}\)Guanidinium thiocyanate, \(^{E}\)Glutathione S-transferase, \(^{F}\)Maltose binding protein, \(^{G}\)Green fluorescent protein. Ref: \(^{1}\)(Sassenfeld and Brewer, 1984), \(^{2}\)(Hochuli et al., 1988), \(^{3}\)(Hopp et al., 1988), \(^{4}\)(Schmidt and Skerra, 2007), \(^{5}\)(Field et al., 1988), \(^{6}\)(Yano et al., 2016), \(^{7}\)(Evan et al., 1985), \(^{8}\)(Fujii et al., 2014; Fujii et al., 2016b), \(^{9}\)(Fujii et al., 2017), \(^{10}\)(Nogi et al., 2008), \(^{11}\)(Tabata et al., 2010), \(^{12}\)(Hernan et al., 2000), \(^{13}\)(Stofko-Hahn et al., 1992), \(^{14}\)(Keefe et al., 2001), \(^{15}\)(Cantor and Chong, 2001), \(^{16}\)(Tomme et al., 1998), \(^{17}\)(Smith and Johnson, 1988), \(^{18}\)(Maina et al., 1988), \(^{19}\)(Wang and Hazelrigg, 1994), \(^{20}\)(Guillén et al., 2013)
1.3.1 The crystal structure of the PA tag

The association of antigen and antibody depends on the complementarity of the antigen and the antigen active site. This complementarity is regulated amino acids inside or adjacent to the hypervariable region, and is often referred to as the complementarity determining region (CDR) of an antibody (Absolom and Oss, 1986). Determining the structure of this region in the presence and absence (apo) of antigen can allow rational discussion of the causes for high or low affinity. To this end, the crystal structure of soluble PA peptide and the NZ-1 fragment antigen-binding (Fab) fragment was determined to better understand the binding behaviour and affinity of the PA peptide (Fujii et al., 2016b). By comparison between the apo and bound state it seems apparent that the cause for the high affinity is due to the minimal changes in the CDR upon binding and the unique \( \beta \)-turn conformation of the PA peptide.

Atomic resolution crystals were obtained for NZ-1 Fab fragment in both apo form at 1.65 Å and bound with PA14 peptide (EGVAMPGAEDDVV) at 1.70 Å. Fortunately, each crystal had two Fab per asymmetric unit allowing for both within crystal and between crystal structural comparisons to be made which could allow some statements to be made about the stability of the bound and unbound states. Fujii et al., (2016b) calculated the \( \alpha \) root-mean-square deviation (RMSD)\(^4\) which allows for some analysis and generalisations to be made about the innate flexibility of the NZ-1 CDR structure. The RMSD of \( \alpha \) atoms within the CDR was only 0.123 Å for the apo form, increasing to 0.237 Å upon peptide binding which shows that the NZ-1 binding pocket is relatively structurally stable in either the bound or unbound states. Given the low RMSD this could help explain the high specificity of the NZ-1/PA peptide interaction (i.e., a high RMSD would indicate that the antibody can be present in many different conformations and therefore might recognise many different antigens).

Importantly, the RMSD between the apo and bound states was only 0.466 Å which is relatively small and shows that the binding pockets between these two states are essentially the same. This suggests that NZ-1 does not use an "induced-fit" binding mode that is common when the CDR undergoes a large conformational change. Furthermore, several water molecules that take part in the hydrogen bonding network that stabilises the bound PA peptide where already present in the apo form. The small RMSD between apo and bound structures, along with the presence of water prior to peptide binding suggests that the NZ-1 binding pocket it ‘primed’

\(^4\)The root-mean-square deviation is the measure of the average distance between equivalent atoms (such as \( \alpha \), but can be any atom) of superimposed molecules. It can be calculated with the following equation:

\[
RMSD = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \delta_i^2}
\]

\( \delta_i \) is the distance between atom \( i \) and the average of the equivalent atom in the reference structure.
for antigen recognition and would only pay a small entropic cost.

A second factor that could help explain the high binding affinity is the overall structure of the binding pocket. The heavy and light chains of NZ-1 form a deep cleft that buries over 1200 Å of the total solvent-accessible surface area (ASA) of the PA peptide (Figure 1.2). Relative to other known antibody-peptide interactions sites this is not particularly large (Chen et al., 2013), but there are many hydrogen bonds and salt bridges that can form across the interface and the shape complementarity of the van der Waals forces could account for the large enthalpic gain upon antigen binding.

Finally, the secondary structure of the PA peptide appears to have a contribution to the high binding affinity with NZ-1. Alanine scanning showed that the central 7 residues of the PA peptide were necessary for recognition by NZ-1 (Fujii et al., 2014). The crystal structure supported these data by showing that these central residues (shown in bold GVAMPGAEDDDVV) made direct contact with the NZ-1 antibody. The central MPGA motif formed a type II β-turn which is a commonly observed structural motif for proteins in solution that have a Pro-GLy motifs (Guruprasad and Rajkumar, 2000). If the PA peptide forms this in solution then it could also be ‘primed’ for recognition by NZ-1 and would further explain the high binding affinity as it is entropically favourable.

The crystal structure of the NZ-1 Fab and PA peptide revealed several structural features that likely contribute to the very high binding affinity. The CDR is primed in a conformation that is ready to bind to PA peptide with the binding pocket undergoing minimal conformational change between apo and bound states. Furthermore, the pocket forms a deep cleft to capture the PA peptide and has a large surface area for contacts which could contribute to a lower chance of dissociation. Finally, the PA peptide also forms a β-turn that can may pre-form in solution further allowing entropically favourable binding. From a structural perspective, the β-turn conformation suggested that there are other applications for the PA peptide, as the N-, and C-terminal of the peptide are oriented in the same direction and only 10.2 Å apart suggesting that this peptide could be inserted into loops within protein central domains (such as a loop) and still remain reactive with its antibody, something that is currently lacking with current generation epitope tags.

1.3.2 The PA tag as a mobile epitope

The conformation β-turn conformation of PA peptide suggested that it can be inserted into surface-exposed unstructured loops in central domains of proteins and still remain reactive with NZ-1. This was demonstrated with the platelet adhesion
Figure 1.2: PA14 peptide in NZ-1 binding pocket. Surface representation of the NZ-1 Fab binding pocket with heavy chain (light blue) and light chain (grey). PA14 peptide as stick structure with nitrogen (blue), carbon (green), sulphur (gold), and oxygen (red) shown. Prepared in Pymol from PDB file 4yo0.
receptor $\alpha_{IIb}\beta_3$ integrin that had either the FLAG, Myc, or PA tag inserted into identical unstructured loops with between zero and six additional linker residues (Fujii et al., 2016b). Only the PA tag insertions remained reactive with its cognate antibody, whereas both FLAG and Myc lost this ability, presumably due to the distortion of their epitopes by the neighbouring polypeptide sequence. Several other unstructured loops were chosen with integrin and the PA tag insertion remained reactive with the NZ-1 antibody.

If the PA tag to be inserted into a central surface exposed loop without additional linkers and still remain reactive with the NZ-1 antibody this means that it could function as a mobile epitope\(^5\). Using rational placement of the PA tag the binding of NZ-1 (or non-binding) could be used as a conformational reporter in proteins that undergo some large structural change during their function. This has already been shown for a number of proteins that fortuitously had high affinity antibodies available against some domain that alternated between exposed and hidden during conformational change (Dennison et al., 2014; Humphries et al., 2003; Irannejad et al., 2013; Walker et al., 2004). However, native antibodies that can function as conformational reporters are not available for many proteins and may only be discovered by chance or determined investigation. Other conformational reporter strategies have used small proteins such as GFP (Calleja et al., 2003) or cutinase (Bonasio et al., 2007) but they have not seen wide spread use possibly due to adverse structural changes that may occur from insertions of additional whole domains. The PA tag, however, is only 12 amino acids and has minimal effect on the target protein structure upon insertion, and so this kind of conformational reporter could be quite useful. The demonstration of PA tag as a functional mobile epitope (Fujii et al., 2016b) suggests that it can have a wide range of other uses include in electron microscopy.

### 1.4 EM and structural determination

Electron microscopy (EM): the use of electrons to determine the structure of some unknown protein is a very powerful technique with a long history that is covered in much detail in many very good textbooks (Frank, 2006; Reimer and Kohl, 2008). For our purposes that level of detail is unnecessary, although it is worth being at least partially familiar with the details. Here I will not present the physics behind image formation but rather will give the view that I built over my PhD and from the perspective of a biologist\(^6\). I will present things dogmatically and will leave it to my reader to investigate the more technical textbooks that outline and explain

---

5 A mobile epitope is a sequence that can be moved with relative freedom and remain reactive with a single paratope. I would not consider generating different monoclonal antibodies against various regions of a protein to be a ‘mobile epitope’, for example.

6 That is, wrong about the physics but right enough to be able to obtain biochemically verifiable and useful data.
the precise physics behind transmission electron microscopy. The simplest approximation for why we can use electron microscopy to determine the structure of an object is that by placing something in the path of an electron beam we can find out something about its structure by observing the change in the electrons path. Things become complicated very quickly since there are different sources of contrast in our images (amplitude and phase) and by considering the different orientations and conformations that real objects can take, but initially we should consider our object to have only one orientation and be comprised of a single shape. It should be clear that there will be a different image if the object is transparent to electrons compared to one that is opaque. The first point to consider is that there is some linear relationship between the object we imaging and our obtained projection (Hawkes, 2006). A very simplified representation of this can be that for some real object $U$, there is a relationship between it and a projection so that $U \propto p$. For biological samples electrons are very damaging and quickly destroy first the high resolution information and soon all desired information in the sample (Glaeser, 2016). This means that there is a trade off between increasing the beam intensity (which allows us to see the projection) and not destroying the sample we are observing. Practically that means that we operate the microscopes with a very low beam intensity which increases the noise that is associated with each image. Here a we can complicate our model by introducing a Gaussian noise term to our projection so that the projection we obtain is degraded by noise caused by the low beam intensity. In reality the noise associated with the EM actually follows both Gaussian and Poisson distributions depending on the source (the electronics or the scope) but they can both be approximated by an additive Gaussian distribution (Hegerl and Hoppe, 1976).

$$U \propto p = S + N_{\text{Gaussian}}$$ (1.3)

In simple terms, there is a relationship between the real object its projection modified by a noise term. The ‘true’ signal $S$ has a noise term $N$ that we assume is Gaussian with a mean of zero. We can then sum many identical projections to eliminate the noise while improving the signal component.

---

7This turns out to quite important and perhaps not intuitive as pointed out by Hawkes, (2006). Thankfully, there is a linear relationship between the electron density of a real object and the projection that we can obtained (of course there are many caveats and corrections we need to apply, in particular CTF correction which I discuss in Appendix A), but at least there is some linear link between increasing electron density in the object and the signal we obtain in the projection.

8Simplified and hence open to much criticism from not only physicists but anyone even slightly more intelligent than I (which is basically everyone).

9usually around $8 \text{ e}^-/\text{Å}^2/s$

10The equation for a generalised Gaussian function is:

$$f(x) = \frac{1}{\sigma\sqrt{2\pi}} \exp\left(-\frac{(x-\mu)^2}{2\sigma^2}\right)$$ (1.2)

$\sigma$ is the standard deviation, and $\mu$ the mean or expected value.
\[ \bar{p} = \frac{1}{n} \sum_{i=1}^{n} p \]  

(1.4)

With this we can use the averaged projection to overcome the inherent sensitivity of biological samples to ionising radiation and increase the signal component of our projection. Real samples are usually a mixture of different projections (difference views of the same protein) as well as different conformations. This means that there needs to be some image classification, to separate the different conformations, and image alignment to sum identical projections\(^{11}\) (Frank, 2006). If we can correctly classify the different projections, and align them accurately, it can be possible to build the 3D electron density of our target protein.

1.4.1 Reconstructing 3D dimensional structures from EM projections

The principle behind building a 3-dimensional model from a series of projections was first demonstrated mathematically by Johann Radon in 1917 (Radon, 1986), but it was a number of years before it was used to build a model of a real structure. Projections of a 3D object will produce 2D images with varying image intensity. These 2D projections can be converted into Fourier space and provided they come from the same 3D object then they will share a line in 3D Fourier space. If this central line is aligned and there are sufficient projections to ‘fill’ the 3D Fourier space, then it can be converted to real space and it should produce a model of the original object (Figure 1.3). Problems arise if there are not enough projections to completely cover the real object in Fourier space causing information to be missing when the conversion occurs. The first demonstration of this using biological samples and electron microscopy was the 3D reconstruction of the bacteriophage T4 tail. Since the tail is periodic all views (i.e., sufficient projections to ‘cover’ all the views in Fourier space) were present allowing the 3D model of the tail to be built. Since 1968 there have been many changes to the EM field, but the fundamental principle that allows the reconstruction of high resolution structures has remained the same (Heel et al., 2016).

1.4.2 Making sense of the electron density

After obtaining a 3D electron density from 2D projections of a biological object, the next step is interpreting these data. If the amino acid sequence of the target is known, then it can be possible to fit this into the electron density and build a model of the ‘real’ structure. The resolution of the electron density is one factor that dictates how easy or difficult it will be to build the atomic model from the sequence of amino acids.

\(^{11}\) I go into more detail in Appendix D
**Figure 1.3: 3D reconstruction from projections.** Various projections of some real structure are taken, giving different views with varying intensity. When these 2D images are converted to Fourier space they share a central line that can be aligned and used to build a 3D Fourier representation of the object. Converting this 3D Fourier object back to real space gives a representation of the real object built from the 2D projections. Reprinted by permission from Macmillan Publishers Ltd: Nature De Rosier, D. J. & Klug, A. Reconstruction of Three Dimensional Structures from Electron Micrographs. Nature 217, 130–134, copyright (1968)
Since 1968 there has been a large number of technical and computational improvements which greatly improved the resolution we can obtain for some proteins with electron microscopy. Some of the highest resolution structures have even passed below 3 Å, which is a high enough resolution so that the identity of side chains of a polypeptide can be determined from the electron density alone (Merk et al., 2016). In this case identifying the underlying molecular architecture is much simplified and can be done in a shorter time frame and with more confidence. However, there are a number of potential limitations that can seriously abrogate the obtained resolution including sample heterogeneity, alignment errors, instrument limitations, and numerical errors (Frank, 2006). The fact that the EM field has not overcome these limitations should be evident from the fact that the theoretical minimum protein size that can be determined at atomic resolution is 17-30 kDa (Henderson, 1995) but the current world record is only 93 kDa (Merk et al., 2016).

1) Sample heterogeneity. Proteins that are flexible and occupy a wide range of conformational space are difficult targets as each micrograph can contain multiple conformations (which in essence can be considered to be different proteins). In some cases classification can be used to separate the different structures and achieve high resolution (Scheres, 2016) there is a cost in the size of dataset that must be collected. If the protein is small, or the conformational change is not easily identifiable then the maximum resolution obtained can be limited.

2) Alignment errors. Alignment errors are a limiting factor in the same manner as proteins with high heterogeneity. Projections that are classified as identical but in reality are from different views will cause a loss in resolution. Alignment errors increase for smaller proteins (Henderson et al., 2011) as the available information to use for alignment decreases. If classification is difficult, either due to sample heterogeneity or small protein size, then alignment errors will be a limiting factor in resolution. Many drug targets are small membrane bound proteins and may be particularly vulnerable to alignment errors limiting the obtained resolution.

3) Instrument limitations. There are many technical issues with the available microscopes that might limit the maximum resolution that can be obtained. The higher the accelerating voltage the lower level of inelastic scattering (which correlates with sample damage) that occurs and so higher voltage microscopes can ‘use’ more electrons per sample area to collect images before unacceptable levels of damage occurs

12 This is not to say that it is fast, building an atomic model even with high resolution data can still take a number of weeks or months.

13 I used the word ‘only’ quite liberally here. This is still quite amazing given the technical issues that have had to be overcome to reach this threshold.

14 of either the same protein or as in the case for proteins with high heterogeneity two different conformations
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(Glaeser, 2016). This also has an influence on the CTF which I discuss in more detail in Appendix A. As electrons are ionising radiation they also cause heating and movement of the sample (Zheng et al., 2017) which blurs the collected image unless some sophisticated direct electron detectors with a high read speed can be used (McMullan et al., 2014). Finally, to image smaller proteins new phase plates are needed (Danev et al., 2014; Danev et al., 2017) to increase the contrast and allow for correct particle alignment. Clearly there are many aspects of a microscope that need to be optimised for imaging, and without the high end machines the maximum resolution obtained can be limited.

4) Numerical errors. Frank, (2006) listed numerical errors as a limiting factor related to the digitisation of photographic plates with a pixel value larger than the structural information present. This is a problem related to the minimum sample distance necessary to capture a signal (Shannon, 1949). Since direct electron detectors are in common use issues related to scanning photographic film are unlikely to be a limiting factor, however, incorrect binning of data in a similar manner could limit the resolution. Binning is done to reduce the computational load by averaging together some number of pixels (for example, 4x4) to reduce the number of calculations that need to be made. In my experience I have always had access to ample computational resources that I have not had a need to bin any data. Furthermore, if the maximum resolution had a characteristic that was linked with the Nyquist or binned Nyquist I trust that most scientists would realise this is the limiting factor and recalculate the structure with differently binned, or unbinned, data. Given the explosion in computing power I assume that this kind of error is not responsible for many resolution limitations, and if it can be identified it should be trivial, although time consuming, to resolve (rerun the analysis without that level of binning).

There are number of potential sources of limitations and so not all proteins can be determined to atomic resolution. However, even intermediate resolutions provide structural information that can be useful in understanding the function of macromolecular complex (Matoba et al., 2017). If the electron density is not high resolution then identifying the molecular architecture can be quite complicated. One strategy is to use some kind of EM labelling technique that provides additional information about the underlying structure. Although there are many available methods (see Table 1.3) the fundamental principle involves the comparison between a labelled and unlabelled (wild-type) structure, and provided something is known about the localisation of the tag then the domain identity can be inferred (Figure 1.4).
1.4.3 Available tools

Conceptually I have grouped each labelling strategy as either 1) domain deletion, 2) domain insertion, 3) native ligand or antibody based, and 4) peptide tags. Each of these strategies have some advantages, and limitations, and so it comes down to the question and target system as to which is the more advantageous to use. Generally, the fewer modifications that are required to the genetic sequence of the target molecule the lower the likelihood that there has been some unwanted structural change, however, this limits the available tags to naturally occurring ligands, or artificially produced antibodies which are not always available or may be low quality (Section 1.4.6). Table 1.2 outlines the general properties of the different tagging strategies as I have defined them.

1.4.4 Domain deletions to identify subunits

The first type of localisation tool is the deletion of a subunit of domain of a complex and comparing this mutant structure to the wild-type to identify the location of the missing feature. It is thereby possible to infer the identity of this feature by its absence from the wild-type complex. This has been used extensively to determine the structure of the components of the cilia and flagella, two eukaryotic organelles that provide motive force or sensory function. They share a common superstructure, the 9+2 axoneme\textsuperscript{15}, and are present in single cell Eukaryotes to more complex metazoa (Porter and Sale, 2000). There are over 400 axonemal components (Pazour et al., 2005), and mutations in single components can render the cilia or flagella unfunctional (see references in Bui et al., (2008)). The structure and organisation of the 9+2 axoneme has been determined in part by comparative studies of various mutants that lack one protein, and can be compared to the wild-type to show the location of the missing subunit (Bui et al., 2008; Heuser et al., 2009; Heuser et al., 2012; Lin et al., 2012; Pigino et al., 2011). Although the use of domain deletions to identify the architecture of the axoneme has been used very successfully, take not that the axoneme is a very large macromolecular complex over 2500 Å in diameter. Such a large complex can afford to have a single component removed and still remain structurally stable, allowing the identification of the missing component. If however, a much smaller complex is the target then removing a subunit may interfere with the correct structural formation and prevent such a comparison being made.

\textsuperscript{15}Each microtubule is paired, and nine of these pairs ring a central pair, at which point the naming convention becomes obvious.
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**Figure 1.4:** EM labelling to identify domains or subunits. A gene that encodes for a protein with four domains (A, B, C, D) which forms some ‘real’ structure. If EM can only obtain a low or intermediate representation of this structure then determining the identity of the domains can be difficult. By comparing labelled and unlabelled structures we can infer the identity of the domains if we have some prior knowledge about the localisation behaviour of the tag.

**Table 1.2:** Broad classes of different tagging strategies

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Potential limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain deletions</td>
<td>Availability of mutants. Usually limited to stable large complexes</td>
</tr>
<tr>
<td>Domain insertions</td>
<td>Insertion into a non-structurally important site</td>
</tr>
<tr>
<td>Ligands and Ab</td>
<td>Availability</td>
</tr>
<tr>
<td>Peptide tags and Ab</td>
<td>Limited to terminal regions, or long linkers</td>
</tr>
</tbody>
</table>

1.4.5 Domain insertions

In cases where mutants are unavailable, or the removal of component of a target complex will alter the overall structure to an unacceptable level then another strategy is the insertion of an additional domain to use as an EM labelling handle. There are several options that use whole proteins such as maltose-binding protein (Ciferri et al., 2012), green fluorescent protein (Ciferri et al., 2015), or various metallothionein
proteins that conjugate metal to increase EM contrast (Mercogliano and DeRosier, 2007; Nishino et al., 2007). While these methods have been used to identify the structure of various proteins the constitutive expression of the domain tag could interfere with the correct formation of the target macromolecular complex if the inserted domain is in a region that undergoes some necessary conformational change prior to reaching the final correct conformation. Techniques that do not have this limitation involve the timed construction, or addition of the label. The N-terminal insertion of the 87 residue Dynein light chain-interacting domain (DID) tag can be used to construct a visible EM label upon addition of the appropriate protein components (Flemming et al., 2010) thereby minimising the potential structural interference from a large permanently attached domain. Other techniques that also have temporal control over their tagging reactions include various methods based on strategic biotinylation and labelling with streptavidin (Lau et al., 2012; Oda and Kikkawa, 2013), or production of proteins with unnatural amino acids as labelling sites for domain tags (Dambacher and Lander, 2015). All these methods involve the genetic modification of the target protein and may have an experimental ‘cost’ associated with the insertion of a permanently attached domain such as GFP and MBP, or require various reactions to initiate tagging.

1.4.6 Antibodies and ligands

For some experiments the target protein may be particularly vulnerable to structural perturbation, in which case the insertion of large domains is not a viable strategy for labelling. Instead, native ligands or antibodies for a protein could be used as labels without the requirement for genetic modification. For example, toxins with a known specificity to a protein domain, such as snake (Zingsheim et al., 1982) or scorpion venom (Samsó et al., 1999), have been used successfully to identify domains from intermediate resolution EM maps. These kinds of ligands are effective as labels as they bind semi-irreversibly to their target domain and have sufficient mass that they can be distinguished from the unbound state. Antibodies that have been found to block some functional site can also be used as their binding location should provide localisation about the site that they interfere with (Prasad et al., 1990). Another source are antibodies raised against some portion of target protein, such as a single domain (Kelly et al., 2010), or against a whole subunit of a complex (Boisset et al., 1993; Boisset et al., 1995). In all these cases the tag that is used needs to satisfy two minimum conditions, 1) the affinity and specificity is sufficiently high so a majority of particles have a tag attached, and 2) there is some localisation information known about the binding site (e.g., it blocks a functional site, or targets a specific domain etc). Obviously, it could be quite difficult to identify toxins or find naturally occurring antibodies against all potential targets of interest, and so antibodies can be generated to provide a good source of EM labels.
1.4.7 Limitations to Antibody generation

The development of phage-display libraries has meant that a wide range of antibodies can be generated against a target protein (Fellouse et al., 2007). Bacteriophages can be engineered to express an inserted gene as a protein on their surface so that large libraries can be screened for an interaction between this surface protein and some target. Since the bacteriophage contains the genes that encode for the surface protein, once an interaction has been identified then the phage is sequenced and the causative gene is found. The complementary determining region of an antibody can be expressed in this way, and with the introduction of random mutations large libraries of ‘antibodies’ can be screened against target peptides. This method can identify antibodies for many peptides but it does not guarantee that the native protein will also show high affinity to identified antibody as the peptide linear sequence in solution may not match the in situ structure (Dyson et al., 1988). Conventional antibody production also suffers from this limitation and in some cases can prevent antibody generation\(^{16}\) (Hancock and O’Reilly, 2005). Due to the potential structural difference between in situ and in solution polypeptides when antibodies are found the interaction may be low affinity as the interaction is now based only on the chemical properties of the target sequence as the structure has changed (Van Regenmortel, 1992). Examples from the literature that use generated antibodies as labelling tools have produced nice structures (Wu et al., 2012) but have a large commitment for searching the epitope-paratope space to identify quality antibodies, obviously something that can be costly to do.

1.4.8 Epitope tags

If developing antibodies against a particular target epitope is not possible, then another strategy is to insert an epitope with a proven high affinity antibody. One source of these epitope are the protein purification tags and their conjugate antibodies. Epitope tags are a good source of EM labels as they generally are small in size and show high affinity for their conjugate antibodies. However, as the recognition mode for many antibodies against epitope tags is linear (for example see Roosild et al., (2006)), their placement is often limited to the terminal regions of the target polypeptide. Examples from the literature that used purification tags and their antibodies for EM labelling placed the epitope at the terminal ends of the protein (Kelly et al., 2010; Yip et al., 2010). During protein purification if an epitope tag is inserted into some central domain of a protein they often include additional linker residues (Facey and Kuhn, 2003; Kendall and Senogles, 2006) or are strategically placed inside a long pre-existing loop (Dinculescu et al., 2002; Morlacchi et al., 2012; Smith et al., 2004).

\(^{16}\) Antibodies may be generated, but their affinity could be predicated on the structure of peptides free in solution that have limited resemblance to the in situ protein structure.
This is likely due to the linear recognition mode of the purification antibody, and so if it is inserted into a central domain then the neighboring residues may deform the linear conformation and reduce or abrogate the antibody binding. On the other hand, if these epitopes were inserted with additional linker residues then the proximity of the antibody to the insertion site is reduced, which lowers the accuracy of the localisation information.

1.4.9 Summary of EM tags

For both large and small proteins electron microscopy is becoming a highly popular structural method, however, there are many intrinsic and extrinsic factors that can limit the obtained resolution (Frank, 2006). At intermediate resolutions it can be difficult to determine domain and subunit identity, and so other strategies are required to aid in the mapping of subunits and domains. While there are many methods available each suffers from some potential deficiency. Domain deletion and insertion strategies may not be feasible if the target subunits(s) are structurally important and the recombinant protein loses resemblance to the wild-type structure. Alternatively, ligands that can function as labelling tools are not always available, or can be associated with significant production costs. On the other hand, small epitope tags do have high quality antibodies available, but their insertion site in the target protein has a number of limitations. Overall, a generally applicable EM labelling strategy is not currently available, but could have widespread application given the valuable mechanistic and structural information that intermediate resolution EM structures provides (Matoba et al., 2017; Suzuki et al., 2016).

1.5 Overview and implementation

The unique β-turn conformation of the PA tag allowed it to be used as a mobile epitope against the NZ-1 antibody for various experiments (Fujii et al., 2016b). Given the high level of freedom when selecting an insertion site, and the high affinity NZ-1/PA interaction, it stands to reason that this system could also be a high quality EM label. The PA tag is only 12 residues and so should have minimal impact on the structure of any recombinant protein, and NZ-1 can be added after protein expression and folding so that there is unlikely to interfere with the native-like conformation of the protein. Figure 1.5 shows the general principle, where a known gene can be modified to include the 12 amino acid PA peptide sequence and then the binding site of the NZ-1 Fab is known. This allows the domain or subunit structure to be determined. Using this strategy depends on having some prior structural knowledge about the target protein so that the PA tag can be inserted into some surface exposed unstructured loop region. Obviously, the more structural information that
<table>
<thead>
<tr>
<th>Tag name</th>
<th>Size</th>
<th>Binding mode</th>
<th>Temporal control</th>
<th>Location</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native ligands</td>
<td>various</td>
<td>various</td>
<td>∇</td>
<td>various</td>
<td>1</td>
</tr>
<tr>
<td>Domain deletions</td>
<td>various</td>
<td>various</td>
<td>no</td>
<td>various</td>
<td>2</td>
</tr>
<tr>
<td>MBP 40 KDa (396 res.)</td>
<td>domain</td>
<td>constitutive</td>
<td>N-terminal</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>GFP 28 kDa (238 res.)</td>
<td>Domain tag</td>
<td>constitutive</td>
<td>Internal</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Metallothionein</td>
<td>6 kDa</td>
<td>Domain tag</td>
<td>constitutive</td>
<td>terminal</td>
<td>5</td>
</tr>
<tr>
<td>DID 87 residues</td>
<td>assembly tag</td>
<td>yes</td>
<td>N</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>FLAG tag 8 residues</td>
<td>DYKDDDDK</td>
<td>Ab</td>
<td>yes</td>
<td>terminal</td>
<td>7</td>
</tr>
<tr>
<td>His-tag size</td>
<td>Ni-NTA gold cluster</td>
<td>yes</td>
<td>N-terminal</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Gold-conjugated Ab</td>
<td>approx. 50 kDa</td>
<td>Ab</td>
<td>yes</td>
<td>various</td>
<td>9</td>
</tr>
<tr>
<td>DOLORS 15 residues</td>
<td>monovalent streptavidin</td>
<td>yes</td>
<td>internal</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>PA tag 12 residues</td>
<td>Ab</td>
<td>Yes</td>
<td>surface exposed loops</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>CBP 26 residues</td>
<td>Ab</td>
<td>yes</td>
<td>C-terminal</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>


ref: 1(Samsó et al., 1999; Zingsheim et al., 1982), 2(Bui et al., 2008), 3(Ciferri et al., 2012), 4(Ciferri et al., 2015), 5(Mercogliano and DeRosier, 2007; Nishino et al., 2007), 6(Flemming et al., 2010), 7(Kelly et al., 2010), 8(Büchel et al., 2001), 9(Mercogliano and DeRosier, 2007), 10(Lau et al., 2012), 11(Brown et al., 2017), 12(Yip et al., 2010)
is available the better informed the placement of the PA tag can be, however, even with limited knowledge, such only having access to the predicted secondary structure based on amino acid sequence, it should still be possible to use the PA tag, but it may require more constructs to find one that has the PA tag placed in an accessible surface region. Although the PA tag has been shown to function as a mobile epitope the evidence that was presented relied on various biochemical characterisations (Fujji et al., 2016b), and so for this thesis I hope to show with convincing EM structural data that the PA tag and NZ-1 Fab can also be used as a mobile EM label, even of very structural heterogeneous and difficult to characterise proteins. What follows is a summary of the structural and biochemical data for the test protein that was selected, $\alpha_{\II b}\beta_3$ integrin.

1.5.1 Integrin

Integrins are a family of adhesion receptors comprising 18 $\alpha$- and 8 $\beta$-subunits that make up at least 24 non-covalently associated heterodimers (Takagi and Springer, 2002). The family of proteins is quite structurally and functionally diverse and they can be associated with a wide range of cell types. Integrins have a very fast ligand binding speed that allows them to modulate adhesion on time scales as short as 1 second. The typical domain organisation of integrin embedded in the cell membrane is shown in Figure 1.6 along with the striking structural changes that integrin undergoes during activation. Integrin normally forms a bent conformation, but can be extended by the addition of manganese ions in the buffer (Mould et al., 1995) which induces the lower legs of the $\alpha\beta$ subunits to extent and the heterodimer takes on the extended form (Takagi et al., 2002).

Why integrin?

$\alpha_{\II b}\beta_3$ integrin was selected as a test case to demonstrate the use of the PA tag and NZ-1 Fab as an EM labelling handle based on the following criteria: 1) both a high resolution crystal (Zhu et al., 2008) and intermediate resolution EM structure is known for the protein (Eng et al., 2011; Takagi et al., 2002), 2) the PA insertion compatibility has been comprehensively demonstrated with biochemical data (Fujji et al., 2016b), 3) the binding affinity for various PA tag insertion sites is known (Fujii et al., 2016b), and 4) integrin is a difficult protein to image using EM and so a demonstration on a challenging case such as this would provide strong evidence that ‘easier’ proteins could also use this technology.
1.5. Overview and implementation

**FIGURE 1.5: PA tag/NZ-1 labelling strategy.** If the genetic sequence of a protein is known but during EM imaging only a low to intermediate resolution representation can be obtained identifying the domain architecture can be difficult. Creating different PA tag containing constructs that can be reacted with NZ-1 Fab to show the binding location could be used to map the various domains or subunits.
Figure 1.6: Domain organisation of αVβ3 integrin and conformational changes. (1.6a) This shows the domain organisation of αVβ3 integrin in the bent conformation. In wild type native integrin the C-terminal regions are embedded in the cell membrane which is shown by a solid horizontal line here. The various domains are as follows: βT, β tail domain, E4 and E3 are EGF domains, Hy is hybrid domain. Asterisk mark the ligand binding sites (the I-domain is absent in αVβ3 integrin and so is marked with a dashed line here). Design based on the crystal structure from Xiong, (2001). Reprinted from Cell, 95, Takagi, J. et al. Global conformational rearrangements in integrin extracellular domains in outside-in and inside-out signaling, 599-611, Copyright (2002), with permission from Elsevier. (1.6b) Shows the three main conformational states of integrin. Reprinted with permission from Dong, X. et al. Avβ3 Integrin Crystal Structures and Their Functional Implications. Biochemistry 51, 8814–8828. Copyright (2012) American Chemical Society.
1.6 Summary

Here I will present data that shows the use of the PA tag and NZ-1 Fab as a novel EM labelling handle. Using data from various sources, including gel filtration chromatography, SDS-PAGE, and electron microscopy I demonstrate that the PA tag and NZ-1 can function as a powerful EM labelling system, even on difficult to analyse proteins.
Chapter 2

Methods

2.1 Introduction: General Biochemical Methods

This section will outline the general so called ‘biochemical’ methods that I used. The design of the protein constructs used. Transfection of Exp293F cells. Purification. Gel filtration. Protein concentration. SDS-PAGE. Preparation of NZ-1.

2.2 Integrin related methods

2.2.1 Integrin constructs

Integrin is a membrane bound heterometic receptor comprised of an α- and β-subunit that are constrained by the cell membrane and so the production of soluble heterodimers requires a careful design strategy that was initially used for αVβ3 integrin (Takagi et al., 2002) and applied to αIIbβ3 integrin by Fujii et al., (2016b). Residues 1-963 of the αIIb-subunit and residues 1-692 of the β3-subunit were conjugated with ACID or BASE peptides at the C-terminal allowing the formation of a coiled-coil ‘Velcro’ linker (O’Shea et al., 1993) that constrained the subunits within approximately 40 Å to mimic their native state on the cell surface. Extension PCR was used to generate various PA tag (GVAMPGAEDDVV) containing constructs with the PA peptide inserted into that the W2(residues 136-137), Calf1xz(residues 680-681), or Calf1EF(residues 711-712) domains.

2.2.2 Model building of the extended-open integrin

To build the extended-open conformation of integrin the crystal structure of full-length bent conformation αIIbβ3 integrin (PDB: 3FCS) (Zhu et al., 2008) was used. First, the headpiece (above the marked lines in Figure 3.1) was aligned with the
TABLE 2.1: Integrin constructs

<table>
<thead>
<tr>
<th>Name</th>
<th>insertion location</th>
</tr>
</thead>
<tbody>
<tr>
<td>W2</td>
<td>136-137</td>
</tr>
<tr>
<td>Calf1&lt;sub&gt;XZ&lt;/sub&gt;</td>
<td>680-681</td>
</tr>
<tr>
<td>Calf1&lt;sub&gt;EF&lt;/sub&gt;</td>
<td>711-712</td>
</tr>
</tbody>
</table>

Domain nomenclature defined by Xiao et al., (2004).

Crystal structure of open form α<sub>IIbβ3</sub> integrin (PDB: 1TYE) (Xiao et al., 2004), then the lower legs of both subunits were aligned as rigid bodies to match the overall extended structure seen in other EM investigations of integrin (Eng2001; Takagi et al., 2002). Structural manipulations were performed using Pymol (The PyMOL Molecular Graphics System, Version 1.8 Schrödinger, LLC.).

2.2.3 Transformation of E. coli DH5α

Gently thaw E. coli DH5α (stored at -80°C) on ice making care not to shock the cells. After spinning down the cells take 50 uL and mix with 0.2 uL of plasmid DNA (should be approximately 50 ng of plasmid DNA). Incubate on ice for 30 minutes and then heat shock for at 42°C for one minute to induce uptake of plasmid DNA. Incubate for 30 minutes at 37°C and then spread on LB plates and incubate at 37°C for 12-16 hours until colony formation. Pick colonies and mix into 3 mL LB media with 1/1000 ampicilin and then incubate at 37°C in a shaker for 12-14 hours. Plasmid DNA was collected from bacterial cells by using the GenElute Plasmid Miniprep (Thermo Fisher Scientific) as per manufacturers instructions.

2.3 Expi293F Expression system

The Expi293F expression system is based on the human 293 cell line. They are a suspension based cell system that can grow to a very high density (5 x 10<sup>6</sup> cells/mL) and achieved very high expression yields of proteins with minimal culture volumes. In the following methods section I will elaborate on the preparation of cell cultures, transfection with plasmid DNA and preparation for protein purification. All culturing is conducted at 37°C in automatic shakers (125 rpm) and 8% CO<sub>2</sub>.

2.3.1 Thawing and passaging

Cells were purchased from Thermo Fisher Scientific and provided as 1 mL aliquots stored in liquid nitrogen. Initial cultures were seeded from 1 mL aliquots thawed in a
2.4. Preparation of NZ-1 bound Sepharose

water bath and then added to 29 mL of Expi293 Expression Medium (Thermo Fisher Scientific) to give a cell density of $0.3 \times 10^6$ cells/mL. Cells were allowed to grow until density was over $1 \times 10^6$ cells/mL (usually within 2-4 days after thawing) and passaged only if viability was over 90% (visual assessment). For the first passage cultures were split into 25 mL and a cell density of $0.3 \times 10^6$ cells/mL. After 3-4 days cells would reach a density of between $3-5 \times 10^6$ cells/mL and could be transfected and passaged normally. Passage can be continued until over 50 times before cell viability is negatively effected and fresh aliquots of cells would be used to restart the cell culture line.

2.3.2 Transfection

Soluble ectodomain fragments of $\alpha_{IIb}\beta_3$ integrin were transfected to thawed and passaged Expi293F cells prepared as outlined above. Small volumes (usually less than 10 µL) were transferred to a cell counter plate and checked for a density of between $3-5 \times 10^6$ cells/mL. From cultures with an appropriate density, $75 \times 10^6$ passaged cells were added to Expi293 Expression Medium (Thermo Fisher Scientific) to make a final volume 25.5 mL (final cell density of $2.9 \times 10^6$ cells/mL). Plasmid DNA of $\alpha_{IIb}\beta_3$ integrin was prepared by adding 20 µg of $\alpha_{IIb}$ and 20 µg $\beta_3$ DNA to 1.5 mL Opti-MEM I Reduced Serum Medium (Thermo Fisher Scientific) and incubating for five minutes. Preparation of the propriety transfection reagent is prepared by adding 81 µL ExpiFectamine to 1.5 mL of Opti-MEM I Reduced Serum Medium (Thermo Fisher Scientific) and also incubating for 5 minutes before gently mixing the plasmid DNA and transfection medium. The new volume is allowed to incubate for 20 minutes to allow formation of the DNA transfection complex before adding to the cell culture. Enhancers are added to improve the protein yield and was done between 16-22 hours after transfection. 75 hours after transfection the medium was centrifuged (5000 rpm, 5 minutes) to remove most of the cells and then filtered with a 0.22 um PVDF filter (Merck Millipore). To adjust the pH to reduce denaturation during purification 1:50 1 M Tris (pH 8.0) was added to the final volume of media. If purification was not conducted within 24 hours then the media was frozen by submersion in liquid nitrogen and stored at -80°C.

2.4 Preparation of NZ-1 bound Sepharose

This section describes the preparation of the coupled NZ-1 antibody to CNBr-activated Sepharose 4 Fast Flow or CNBr-activated Sepharose 4B (GE Healthcare, Chicago, IL). All reactions are completed at room temperature and the washing steps involved centrifugation at 1500 g for 5 minutes and then removal of the supernatant. Freeze dried sepharose gel (4.3 g) was mixed with 40 mL of 1 mM HCl and rotated for 2
hours until the beads swelled and total volume increased to approximately 20 mL. The supernatant was removed after centrifuging and the beads were washed with 20 mL 1mM HCl three times. The solution was then washed with equilibration buffer [0.1 M NaHCO₃, 0.5 M NaCl, pH 8.3] three times to ensure that the beads were at the optimal pH for the coupling reaction. 20 mL of NZ-1 IgG (40 mg) were dialysed against equilibration buffer and then added to the Sepharose beads for a total volume of 40 mL and then rotated for 2.5 hours. The supernatant was removed and checked at 280 nm for the presence of IgG. If the coupling reaction has occurred successfully then there should be a very low concentration of IgG compared to the original dialysed sample. The beads were washed equilibration buffer three times and then 20 mL 0.5 M Tris-HCl (pH 8.0) was added to ensure the coupling reaction was stopped. This was rotated at room temperature for 1.5 hours, and the supernatant replaced with 20 mL of 0.5 M Tris-HCl (pH 8.0) rotated for 1 hour. The beads were then washed three times with 20 mL of 0.1 M NaAcO pH 5.2, 0.5 M NaCl and then three times with TBS [20 mM Tris-HCl, 150 mM NaCl, pH 7.5]. Finally the beads were stored at 4°C as 50% slurry in TBS with 0.05% sodium azide.

2.5 Protein Purification

Protein purification was completed either with Ni-NTA beads or NZ-1 bound Sepharose. **Ni-NTA purification**: 40 µl Ni-NTA beads per mL (stored as 50% slurry giving final dry volume of 20 µl) of conditioned media were washed with TBS [50 mM Tris-HCl, 150 mM NaCl, pH 8.0] and added to filtered and purified media and rotated for 4 hours at 4°C. Media was poured into a polyprep column and washed with TBS [20 mM imidazole, 50 mM Tris-HCl, 150 mM NaCl, pH 8.0] five times (each wash was twice bead volume). Low concentration of imidazole is used to prevent non-specific binding to the His tag (Terpe, 2003). Elution was completed with 10 washing steps using the bead volume of TBS [300 mM imidazole, 50 mM Tris-HCl, 150 mM NaCl, pH 8.0]. Elutions were pooled and dialysed as described in section 2.6.

**NZ-1 Sepharose**: 40 µl NZ-1 bound Sepharose per mL (stored as 50% slurry giving final dry volume of 20 µl) of conditioned media were washed with TBS [50 mM Tris-HCl, 150 mM NaCl, pH 8.0] and added to filtered and purified media and rotated for 4 hours at 4°C. Media was poured into a polyprep column and washed with TBS [50 mM Tris-HCl, 150 mM NaCl, pH 8.0] five times (each wash was twice bead volume). 10 elution steps (bead volume) were prepared by incubating PA14 peptide (EGGVAMPGAEDDV) in TBS [0.1 mg/mL PA14 peptide, 20 mM Tris-HCl, 150 mM NaCl, 1 mM CaCl₂, 1 mM MgCl₂, pH 8.0] for 5 minutes. Elutions were pooled and dialysed as described in section 2.6.
2.6 Dialysis of purified protein

Purified protein contained either soluble PA peptide or imidazole and so before gel filtration (section 2.8.2) the sample would need to be dialysed to remove these contaminants, and then concentrated and concurrent buffer exchange to the same buffer that will be used for the SEC. Pooled elutions were dialysed against TBS [20 mM Tris-HCl, 150 mM NaCl, 1 mM CaCl$_2$, 1 mM MgCl$_2$, pH 8.0] in a Spectra/Por dialysis tubing (Spectrum Labs) with a molecular weight cut off of 6-8 kDa. Dialysis tubing was clipped and placed into 100 times the sample volume TBS (i.e., for 5 mL of pooled elution that would be 500 mL) and gently stirred in the cool room (4°C). Buffer was changed three times every 10-12 hours for a final 1,000,000 fold dilution.

2.7 Concentration and buffer exchange

During dialysis the volume of the purified sample increases due to osmosis and so the sample must be concentrated and the buffer exchanged to the gel filtration buffer (section 2.8.2). Concentration and buffer exchange can be done in a single step using Amicon Ultra ultrafiltration devices (30 kDa MWCO, Merck Millipore). Initially the regenerated cellulose membrane is washed with 2 mL of dialysis buffer (section 2.6) by spinning at 7500 g for five minutes. The flow through is discarded and the dialysed sample added and spun at 7500 g for approximately 5 minutes until 250 µl remains. The gel filtration buffer contains 1 mM MnCl$_2^{2+}$ to induce the extension of integrin from bent to extended closed (Figure 1.6b). Since this is a toxic compound I performed the protein purification without Manganese and then prior to gel filtration I exchanged the buffer with the Manganese containing buffer$^1$. 5 mL of gel filtration buffer TBS [20 mM Tris-HCl, 150 mM NaCl, 1 mM CaCl$_2$, 1 mM MnCl$_2$, pH 8.0] were added and spun down at 7500 g for 5 minutes until 250 µl was obtained. Integrin undergoes conformation changes depending on the buffer conditions and presence of ligands or ligand mimics, as outlined in the introduction. To induce this conformation change I added 60 µM GRGDSPK peptide (Sigma-Aldrich, St. Louis, MO) prior to gel filtration to induce the fully extended conformation. During the labelling experiments 5 fold molar excess of NZ-1 was added to the integrin sample and allowed to incubate on ice for 30 minutes before injection into the gel filtration system. This way contaminants introduced during elution (e.g., imidazole, free PA14 peptide) were removed by dialysis and the final buffer was exchanged to be identical with the gel filtration.

$^1$Ni-NTA purification cannot use a Manganese containing buffer as it interferes with the metal chelating interaction that is used to purify the poly-His containing proteins.
2.8 Size Exclusion Chromatography

2.8.1 Filtering protein sample

Gel filtration columns can be very expensive and so before injecting any protein into them the sample should be filtered to remove any large contaminants that may damage the column. To this end, I filtered the protein samples using an Amicon Ultrafree PVDF 0.22 µm filter (Merck Millipore). The PVDF membrane was washed with TBS [20 mM Tris-HCl, 150 mM NaCl, pH 8.0] by spinning at 12,000 g for 4 minutes before adding the protein sample. Further centrifugation at 12,000 g for four minutes filtered the solution. Finally, to reduced protein losses on the membrane a further 100 µl TBS [20 mM Tris-HCl, 150 mM NaCl, 1 mM CaCl₂, 1 mM MnCl₂, pH 8.0] was spun into the protein sample.

2.8.2 Size Exclusion Chromatography

Data for the gel filtration was collected with a Superdex 200 Increase 10/300 GL column (GE Healthcare, Chicago, IL) connected to an AKTA Pure running Unicorn version 6.3 (GE Healthcare, Chicago, IL). The Superdex 200 Increase 10/300 GL column is stored in 20% ethanol solution and so initially the column is washed with 3 x column volume of MQ degassed water and then 3 x column volume TBS [20 mM Tris-HCl, 150 mM NaCl, 1 mM CaCl₂, 1 mM MnCl₂, pH 8.0] buffer. Since ethanol is slightly more viscous than water the initial flow rate was 0.250 ml/min, increased to 0.5 ml/min only after the pressure had decreased and stabilised (which occurred after the first 15 mL of MQ had flown through the column). Gel filtration buffer TBS [20 mM Tris-HCl, 150 mM NaCl, 1 mM CaCl₂, 1 mM MnCl₂, pH 8.0] was prepared by filtering with a 0.45 µm Durapore Membrane Filters (Merck Millipore) and then degassing for 60 minutes. After 250 µl of protein sample was injected into the column and fractions of 200 µl were collected. A gel filtration standard was run for a single set of experiments within 24 hours of collecting the data without removing or changing the column and with identical buffer (section 2.8.2). Absorbance data was determined with the inbuilt U9-L lamp that measures at a fixed wavelength of 280 nm.

Estimating size for gel filtration data

The estimated volume of elution was calculated based on the Peak integrate function of Unicorn (ver:6.3) and the estimated mass of each peak was calculated using a linear model (equation: 2.1) in R (Computing, R Foundation for Statistical Vienna, 2013). A Gel Filtration Standard (Bio-Rad Laboratories, Hercules, CA) with ferritin
2.8. Size Exclusion Chromatography

<table>
<thead>
<tr>
<th>Marker protein</th>
<th>Size (kDa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thyroglobulin (bovine)</td>
<td>670</td>
</tr>
<tr>
<td>Ferritin $^8$</td>
<td>440</td>
</tr>
<tr>
<td>γ-globulin (bovine)</td>
<td>158</td>
</tr>
<tr>
<td>Ovalbumin (chicken)</td>
<td>44</td>
</tr>
<tr>
<td>Myoglobin (horse)</td>
<td>174</td>
</tr>
<tr>
<td>Vitamin B$_{12}$</td>
<td>1.35</td>
</tr>
</tbody>
</table>

$^8$Ferritin was added to the Gel Filtration standard to improve resolution for medium size proteins.

added (Table 2.2) was used as a size standard. An identical volume that as injected into the AKTA pure was mixed with the size standard and injected. The natural log of the known marker size was used as a predictor for elution volume:

$$Elution \text{volume} = \alpha + \beta \ln mass$$

(2.1)

A custom script was used to output the estimated mass of the unknown peaks (see for an example output, Figure 2.1).

2.8.3 Nanodrop

A Nanodrop 2000 Spectrophotometer (Thermo Fisher Scientific) was used to measure the concentration of soluble protein fractions. 1.5 µL of buffer identical to the protein containing solution was used as a blank, which was confirmed by reading a buffer sample, then 1.0 µL of protein solution was measured at X wavelength. The following calculation was performed to determine the absorbance intensity of the protein solution.

$$Absorbance = -\log \left[ \frac{I_{\text{sample}}}{I_{\text{blank}}} \right]$$

(2.2)

The Beer-Lambert equation was used to calculate the exact concentration:

$$A = \epsilon \cdot b \cdot c$$

(2.3)

The extinction coefficient ($\epsilon$) was determined using the known genetic sequence and the website ProtParam (http://web.expasy.org/protparam/). The calculated extinction coefficients are shown in Table 2.3, which were used to calculate
Figure 2.1: Estimated molecular sizes were calculated using the stats package from R and a custom script. A sample output of this script is show with the linear model for these data, the input marker volumes, and the estimated mass of two example peaks shown.
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<table>
<thead>
<tr>
<th>Construct</th>
<th>Construct number</th>
<th>non-reduced $\epsilon$</th>
<th>reduced $\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild type</td>
<td>125 127</td>
<td>1.124</td>
<td>1.099</td>
</tr>
<tr>
<td>W2</td>
<td>4326</td>
<td>1.117</td>
<td>1.093</td>
</tr>
<tr>
<td>Calf1$_{XZ}$</td>
<td>4334</td>
<td>1.117</td>
<td>1.093</td>
</tr>
<tr>
<td>Calf1$_{EF}$</td>
<td>4330</td>
<td>1.117</td>
<td>1.093</td>
</tr>
</tbody>
</table>

the corrected protein concentration.

2.8.4 SDS-PAGE

SDS-PAGE gels were either manually prepared as 7.5% acrylamide or e-PAGEL or c-PAGEL (ATTO Corporation, Tokyo, Japan). Protein fractions were analyzed by SDS-PAGE on 5-20% gradient gels followed by staining with Oriole fluorescent dye (Bio-Rad Laboratories, Hercules, CA) and imaged with a LAS (GE Healthcare, Chicago, IL).

2.8.5 Generating NZ-1 Fab

For EM labelling I used the Fragment antibody binding (Fab) fragment of NZ-1 that I prepared from full length antibody using a process involving digestion with papain, and capturing with PA-peptide bound Sepharose and final purification with size exclusion chromatography (described below). To prepare NZ-1 Fab, 1 mL (2.2 mg/mL) full-length NZ-1 antibody was dialysed in 1x PE buffer() overnight in 10 cm of Spectra/Por dialysis tubing (Spectrum Labs) with a molecular weight cut off of 12-13 kDa. The dialysed NZ-1 was concentrated (Spin X-UF, MWCO: 10 kda) and then added to 0.2 mL of immobilised papain (company) that has been washed with excess PE buffer (20 mM Na/K phosphate, 10 mM EDTA, pH 7.0). 30 µl of 1 M Cys-HCl (pH 7.0) was added and the entire mixture was rotated at 37°C for four hours. To capture the Fab portion 5 mL of PA14 peptide Sepharose was washed with excess TBS (50 mM Tris, 150 mL NaCl, pH 8.0) and filtered into a column. The papain digest was added carefully and the flow through collected, before washing with 9x5 mL TBS (50 mM Tris, 150 mL NaCl, pH 8.0). The bound NZ-1 Fab was eluted using8x5 mL concentrated magnesium buffer (10 mM MES, 3 M MgCl$_2$) and all fractions were measured for protein concentration using the Nanodrop (section ). All fractions that contained protein as measured by Nanodrop were pooled and injected into an AKTA prime for size exclusion chromatography with a Superdex 200 16/60 (GE Healthcare, Chicago, IL) column equilibrated with TBS (20 mM, 150 mM...
NaCl, pH 7.5) and a flow rate of 0.7 mL/min. Fractions of X were collected and the presence of NZ-1 was confirmed by SDS-PAGE.

2.9 Introduction to EM related methods

In this methods sections I will outline the various techniques that related to the use of the microscopes. Proteins can be imaged either in their native state with low contrast (using cryoEM) or stained with some heavy atoms (such as uranium, tungsten, molybdate etc) to improve contrast but paying a cost in resolution. Samples are prepared on grids made from some conductive material that usually have some carbon membrane to either support the proteins or to provide an adhesive surface. The following section will begin with a description of the preparation of the carbon layers that I used and finish with the various computational analyses.

2.9.1 Carbon Vaporisation

Carbon was prepared using a JEE-420KM (JEOL Ltd., Tokyo, Japan) carbon evaporator after Bradley, (1954). Graphene rods were ground as shown in Figure 2.2 with a workbench grinder to be 10 mm in length and 1 mm wide and set up in the JEE-420KM vacuum chamber as in figure. These rods were positioned in a carbon evaporator and a current of 20 mA was applied to cause vaporisation of carbon. Once carbon was evaporating the cover was removed and the carbon began deposition on the mica layer. A 5 mm x 5 mm porcelain tile was used to determine the thickness of the deposited carbon by covering one corner in oil to prevent carbon layering that corner and then comparing the color of the remainder of the tile with a standard provided by JEOL until between 5-10 nm was deposited. Once approximately 5-10 nm of carbon were deposited the current was lowered and the heating element was turned off and allowed to cool for 60 minutes before depressurisation and the carbon coated mica was removed and stored at room temperature in preparation for preparing carbon layered grids (Section 2.9.2).
2.9.2 Grid Preparation

Copper grids were washed twice with acetone in a sonicator (brand) for 10 min before air drying. A water bath containing 10 cm of MQ purified water was prepared with a filter paper as shown in the figure. At least 25 grids were positioned onto a piece of submerged filterpaper (brand) using tweezers. The vaporised carbon prepared layering a cut square of mica as described in Section 2.9.1 was slowly submerged into the waterbath at roughly 45° allowing the carbon layer to separate and float on the water surface. Using tweezers the carbon layer was positioned over the copper grids and the water was drained using a valve. This allowed the carbon to settle over the grids.

2.9.3 Negative Stain

I used negative staining to prepare samples for imaging with electron microscopy. Grids were prepared as outlined in Section 2.9.2. Protein purified as in Section 2.8.2 was diluted with identical buffer to the SEC. Copper grids (pitch size) were treated in XX for hydrophilicity for 20 seconds. 5 µl of protein solution were gently pipetted to the surface of the grid and allowed to settle for 1 minute to ensure protein attached to the carbon membrane. After 1 minute the solution was removed using a XXX filter paper and sequentially washed with three drops of 3 µl of ammonium molybdate (hexaammonium heptamolybdate tetrahydrate).

2.9.4 Operation of the Hitachi

Copper grids were stained as outlined in section 2.9.3 and inserted into a Hitachi H-7650 transmission electron microscope (Hitachi High-Technologies, Tokyo, Japan) operating at 200 kV. Images were collected with a 1024 x 1024 CCD camera (TVIPS, Gauting, Germany) at a magnification of 80,000 times corresponding to 3.8 Å/pixel on the specimen. The electron dose was calibrated to 20 e⁻/Å² with a single exposure (i.e., linear data collection) of 1 second. Images recorded with the images were saved as unsigned tiff files.

2.9.5 Operation of the JEM 2200-FS

Copper grids were stained as outlined in section 2.9.3 and imaged using a JEM-2200FS (JEOL Ltd., Tokyo, Japan) equipped with a Ω-type energy filter and a field-emission electron gun operated at 200 kV. Zero-loss movies (14 eV) were recorded
TABLE 2.4: Header information stored in the mrc file format.

<table>
<thead>
<tr>
<th>Header name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of columns, rows, sections</td>
<td>3710 3838 50</td>
</tr>
<tr>
<td>Map mode</td>
<td>2 (32-bit real)</td>
</tr>
<tr>
<td>Start cols, rows, sects, grid x,y,z</td>
<td>0 0 0 3710 3838 50</td>
</tr>
<tr>
<td>Pixel spacing (Angstroms)</td>
<td>1.941 1.941 1.941</td>
</tr>
<tr>
<td>Cell angles</td>
<td>90.000 90.000 90.000</td>
</tr>
<tr>
<td>Fast, medium, slow axes</td>
<td>X Y Z</td>
</tr>
<tr>
<td>Origin on x,y,z</td>
<td>0.000 0.000 0.000</td>
</tr>
<tr>
<td>Minimum density</td>
<td>0.0000</td>
</tr>
<tr>
<td>Maximum density</td>
<td>63.505</td>
</tr>
<tr>
<td>Mean density</td>
<td>1.4751</td>
</tr>
<tr>
<td>tilt angles (original, current)</td>
<td>0.0 0.0 0.0 0.0 0.0 0.0</td>
</tr>
<tr>
<td>Space group, extra bytes, IDtype,lens</td>
<td>0 0 0 0</td>
</tr>
</tbody>
</table>

on a K2 Summit direct electron detector (GATAN Inc., Pleasanton, CA) in single-electron counting mode with an underfocus range of 2 to 3 µm at a nominal magnification of 20,000x, corresponding to a pixel size of 1.941 Å on the specimen. Close to focus images may have high frequency information but lack the low frequency that is needed to generate contrast for image alignment (see Appendix A). Since α1β3 integrin is a very small protein I opted to collect data at approximately 3 µm, as this high defocus increased contrast making selecting proteins much easier. Each video had a total accumulated exposure of 80 e-/Å² fractionated into 50 frames each of 200 ms. An automatic gain correction was applied from the Digital micrograph software. Data was collected as dm4 and then converted to mrc using dm2mrc from David Mastronarde’s IMOD package. The mrc file stores various information from the image collection as part of the header that can be accessed by header from the IMOD package. Table 2.4 shows a sample output. Movies were aligned with MotionCor2 (Zheng et al., 2017) as both whole-frame and 5x5 patch motion correction and CTF parameters estimated with Gctf (Zhang, 2016). A custom script was used to generate graphical representations of the estimated Gctf parameters and used to select resolution and defocus ranges for each data set (Supplementary Figure 5.2.2).

2.9.6 Motion Correction

As electrons are highly ionizing radiation that damage the sample and causes heating and motion of the grid (Glaeser, 2016) and so objects image will move during image acquisition. To reduce the motion images are collected initially as videos over a number of frames and then the frames are aligned to improve the signal of each frame using a motion correction program. I used MotionCor2 (Zheng et al., 2017) to align the frames using the settings using the settings shown in Table 2.5.
2.9. Introduction to EM related methods

<table>
<thead>
<tr>
<th>Setting</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain</td>
<td>Automatically applied</td>
</tr>
<tr>
<td>Mask center</td>
<td>0, 0</td>
</tr>
<tr>
<td>Mask size</td>
<td>1.0, 1.0 (full)</td>
</tr>
<tr>
<td>Patch</td>
<td>5, 5</td>
</tr>
<tr>
<td>Max. iterations</td>
<td>7</td>
</tr>
<tr>
<td>Tolerance</td>
<td>0.5 pixel</td>
</tr>
<tr>
<td>B-factor</td>
<td>100 Å²</td>
</tr>
<tr>
<td>Fourier space binning</td>
<td>1.0 (full)</td>
</tr>
<tr>
<td>Initial dose</td>
<td>0</td>
</tr>
<tr>
<td>Dose per frame</td>
<td>1.6 e-/Å²</td>
</tr>
<tr>
<td>Pixel size</td>
<td>1.941 Å²</td>
</tr>
<tr>
<td>kV</td>
<td>200</td>
</tr>
</tbody>
</table>

2.9.7 CTF Estimation

Resolution, information content and CTF parameters (see Section A) of EM images can be determined from the Fourier transform of a micrograph, and so the visual checking and parameter estimation of the CTF is an important step. The CTF parameters were estimated using gCTF (Zhang, 2016) with the settings outlined in Table 2.6. The output files were read with a custom script to determine the quality of the collected micrographs as outlines in Section 5.2.2.

2.9.8 Particle Picking

Aligned movies (Section 2.9.6) were loaded with e2boxer.py from EMAN2.12 (Tang et al., 2007) and particles were selected with a box size of 200 x 200 pixels. Particles were exported from EMAN as IMAGIC particles files with the intensity normalised based on the normalized.edgemean function.

2.9.9 Imagic

Image alignment was performed in the IMAGIC image processing suite (Heel and Keegstra, 1981; Heel et al., 1996). Picked particles (Section 2.9.8) were appended into a master file containing all particles. All particles were band-pass filtered to retain frequencies between $\frac{1}{275}$ Å and $\frac{1}{19}$ Å with a soft Gaussian mask of 0.65 applied. The drop-off parameter for the Gaussian mask was 0.1, which is the halfwidth of the Gaussian drop-off that is used to smooth the edge of the mask to prevent spurious correlations between mask edges. The pixel intensity was normalised with a new
Table 2.6: Settings used to estimate the CTF parameters using Gctf.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel size</td>
<td>1.941</td>
<td>Å</td>
</tr>
<tr>
<td>FFT box size</td>
<td>512</td>
<td>pixels</td>
</tr>
<tr>
<td>$C_s$</td>
<td>2.0</td>
<td>mm</td>
</tr>
<tr>
<td>Astigmatism</td>
<td>100</td>
<td>Å</td>
</tr>
<tr>
<td>Maximum defocus</td>
<td>50000</td>
<td>Å</td>
</tr>
<tr>
<td>Minimum defocus</td>
<td>5000</td>
<td>Å</td>
</tr>
<tr>
<td>Defocus step</td>
<td>500</td>
<td>Å</td>
</tr>
<tr>
<td>Voltage</td>
<td>200</td>
<td>kV</td>
</tr>
<tr>
<td>Maximum phase shift</td>
<td>180</td>
<td>°</td>
</tr>
<tr>
<td>Minimum phase shift</td>
<td>0</td>
<td>°</td>
</tr>
<tr>
<td>Phase shift step</td>
<td>10</td>
<td>°</td>
</tr>
<tr>
<td>Amplitude contrast</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Maximum resolution</td>
<td>3</td>
<td>Å</td>
</tr>
<tr>
<td>Minimum resolution</td>
<td>30</td>
<td>Å</td>
</tr>
</tbody>
</table>

$\sigma = 1.0$. Particles were sorted based on highest intensity values to check for any errors (such as dust on the direct detector that causes a direct bright pixel) and removed.

The initial alignment step is to bring the particles to roughly the same starting point. This does not align them rotationally but just uses a total sum of all pixels over all particles and a Cross-Correlation Function (Section D) to determine if the alignment is accurate. This was iterated five times to produce a rough alignment that was constrained to 0.2 (or 40 pixels) of the initial frame. Class averages were prepared by multivariate statistical analysis (Heel, 1984) and hierarchical ascendant classification (Ward, 1963) to generate averages and then iterative iterative multi-reference alignments (Frank, 2006).
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Results

3.1 Overview of results

I was able to successfully purify and image both wild type and PA tag containing integrin to show that:

1. 2D averages of purified $\alpha_{IIb}\beta_3$ integrin can be resolved to domain level providing a useful target for testing the utility of PA tag NZ-1 Fab labelling on small, conformationally diverse proteins (Figure 3.11).

2. The PA tag containing integrin (W2, Calf1$_{XZ}$, Calf1$_{EF}$) did not show altered hydrodynamics compared with the wild type construct as seen by their identical elution profile and predicted molecular mass during gel filtration chromatography (Figure 3.2-3.5).

3. Upon addition of NZ-1 Fab the elution peak remained monodisperse and increased in elution mass for W2 and Calf1$_{EF}$, while Calf1$_{XZ}$ showed no change which corresponds with the predicted binding location of the NZ-1 as internal to the ‘legs’ of the integrin heterodimer (Figure 3.2-3.5).

4. All constructs formed a complex with NZ-1 Fab that could be confirmed by SDS-PAGE (Figure 3.2-3.5).

5. Raw whole field micrographs showed that PA tag insertion did not disrupt global conformation as these integrins had a similar conformation to the wild type construct (Figure 3.6-3.9).

6. 2D averages (Figure 3.11) of the wild type and integrin constructs confirmed that:

   (a) The design strategy produces native-like reconstituted integrin.

   (b) The PA tag insertion does not disrupt the global conformation.
An additional density is present that corresponds to the predicted NZ-1 Fab binding location based on the PA tag insertion site.

Overall this shows that the PA tag and NZ-1 Fab can be used as a marker for subunits or domains even for small and heterogeneous proteins.

3.2 EM imaging of wild-type integrin

To demonstrate the efficacy of the PA tag and NZ-1 as a novel EM label I selected the type I glycoprotein $\alpha_{IIb}\beta_3$ integrin and produced soluble ectodomain fragments comprised of residues 1-963 of the $\alpha_{IIb}$-subunit and residues 1-692 of the $\beta_3$-subunit in Expi293F cells. This corresponds with the ectodomain fragment of the heterodimer and was based on an established design (Takagi et al., 2002) that uses a disulphide-linked coiled-coil ‘velcro’ linker (O’Shea et al., 1993) to mimic the native ectodomain heterodimer (Takagi et al., 2002). $\alpha_{IIb}\beta_3$ integrin undergoes conformational changes between a bent and highly compact conformation in the resting state to an extended conformation when activated. Extension can be induced by addition of manganese ions (Mould et al., 1995) which causes the lower portion of the legs to extend (Takagi et al., 2002). Binding of ligands that contain Arginine-Glycine-Aspartate (RGD) sequences complete the extension of integrin by opening the upper legs (Zhu et al., 2008). The extended-open conformation has the largest surface area for PA tag insertion and NZ-1 fab binding, making this conformation ideal for demonstrating the labelling efficacy of the PA tag and NZ-1. However, the highest resolution model of $\alpha_{IIb}\beta_3$ integrin is not in the open-extended conformation, rather it is a bent-compact crystal structure (Zhu et al., 2008). By deforming this crystal structure to match the extended-open conformation (Figure 3.1) this exposed the largest surface area of $\alpha_{IIb}\beta_3$ integrin to best demonstrate the labelling of PA tag containing constructs with NZ-1 Fab. Furthermore, the extended-open conformation of integrin is expected to produce more uniform projections during EM imaging as attachment to the carbon film should be more uniform.

Given the well characterised biochemistry of integrin I could induce the extended-open conformation by incubating the protein sample with 1 mM Mn$^{2+}$ and 60 $\mu$M RGD peptide for 30 minutes prior to size exclusion chromatography (SEC) with a Superdex 200 column equilibrated with 1 mM Mn$^{2+}$ in Tris-buffered saline (TBS). The majority of the expressed and purified wild-type integrin eluted as a single monodisperse peak with an estimated molecular size of 393 kDa (Figure 3.2). The presence of a single disulphide-linked band at approximately 250 kDa that decomposed under reducing conditions to three bands corresponding to the $\alpha_{IIb}$ heavy chain (110 kDa), $\beta_3$ subunit (90 kDa) and the $\alpha_{IIb}$ light chain (20 kDa) confirmed the presence of integrin as the sole protein (Figure 3.2, inset). Fractions collected...
from SEC were diluted in identical buffer (detailed in Appendix 5.1.1) and placed on glow-discharge treated carbon-film layered copper grids and stained with ammonium molybdate for imaging with TEM. Whole field micrographs showed that αIIb integrin formed the predicted extended-open conformation characterised by a ring-like projections (Figure 3.6). From these micrographs over 2000 particles (Figure 3.10) were selected and after CTF estimation and correction I used multivariate-statistical analysis to generate 2D classes (Figure 3.11). The 2D classes closely resembled both the previously published structures (Takagi et al., 2002) and the predicted atomic model of extended-open integrin created using the crystal structure of αIIbβ3 integrin (Figure 3.1). In particular, all four domains (β-propeller, thigh, calf1, calf2) could be resolved in most of the class averages (Figure 3.11). The design strategy I used originality devised by Takagi et al., (2002) preserves the ‘natural’ flexibility native αIIbβ3 integrin has on the cell surface and only constrains the subunits to within approximately 40 Å of each other. This can be seen in reduced density of the lower portion of the β3 subunit in some of the averages which suggests either that the β-subunit has more intrinsic variability and so is averaged away during alignment.

3.3 PA tag inserted integrin and Fab labelling

After obtaining the SEC elution profile and confirming the quality of 2D averages of wild-type αIIbβ3 integrin to domain resolution I then aimed to demonstrate the utility of labelling various sites with PA tag. Fujii et al., (2016b) had previously shown that up to eight different sites on αIIbβ3 integrin can accept the PA tag insertion and remain reactive with NZ-1. Since I wanted to show that NZ-1 Fab can be used as a label, I selected sites based on the following criteria. 1) they had high affinity to NZ-1 (Fujii et al., 2014), and 2) they were on the side of the αIIb subunit when integrin is in the extended-open conformation (Figure 1.6b) so that projections and 2D averages would show the Fab adjacent to the integrin density (c.f., overlapping the subunits and being hidden). The three sites with surface exposed unstructured loops that fulfilled these criteria were in the W2 domain (residues 136-137), and Calf1XZ (residues 680-681) and Calf1EF domains (residues 711-712). I expressed these constructs in Expi293F cells and purified them using NZ-1 bound sepharose (Fujii et al., 2014). After dialysis, concentration, and treatment with 1 mM Mn²⁺ and 60 μM RGD peptide these constructs were subjected to SEC purification and showed elution profiles that closely matched the wild-type integrin in both peak outline and estimated molecular mass (W2: 403 kDa, Calf1XZ: 398 kDa, Calf1EF: 396 kDa, Figure 3.3-3.5, dotted lines). The slight difference in estimated mass compared with the wild-type construct can be accounted for by the different insertion locations of the PA tag as either being externally (W2) or internally (Calf1XZ, Calf1EF) oriented relative to the
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Figure 3.1: Structural model of $\alpha_{IIb}\beta_3$ integrin and PA tag insertion sites. This model was created using the crystal structure (PDB: 3FCS) as detailed in Section 2.2.2 and shows the $\alpha_{IIb}$ subunit (red) and $\beta_3$ subunit (blue and gray) as cartoon representations. The lower portion of the $\beta_3$ subunit is marked in gray as it is highly flexible compared to the other domains of this protein. The coiled-coil 'velcro' linker as the C-terminal of each subunit is shown schematically with the disulphide bond marked, and Hisx6 tag marked. The domain nomenclature defined by (Fujii et al., 2016b; Xiao et al., 2004) used to identify the PA tag constructs is shown in the expanded view, with the insertion locations marked as either cyan spheres or loops. The amino acid sequence of each construct is shown at the bottom with the tag inserted between the primary sequence of the $\alpha_{IIb}$-subunit.
centre of the heterodimer (Figure 3.1). An additional 12 residues at the externally oriented W2 site contributes to an increase in the hydrodynamic radius of the protein, whereas the Calf1\textsubscript{XZ} and Calf1\textsubscript{EF} sites are internally positioned on the \(\alpha_{IIb}\)-subunit and oriented towards the central gap between the two legs of the heterodimer, thus causing a much smaller increase in hydrodynamic radius. These data along with the already discussed 2D averages confirm the accuracy of the deformed crystal structure. SDS-PAGE also confirmed the presence of integrin that closely matched the wild-type construct (Supplementary Figure 5.1).

Exogenously added tags that are used for domain level localisation during EM must form stable complexes with their targets to minimise the data collection requirements\(^1\). To test the stability and occupancy of the PA tag insertion site by NZ-1 I incubated the various constructs in excess NZ-1 Fab and then subjected the complex to SEC. The W2 integrin showed a uniform shift from the 403 kDa to a higher 455 kDa position as well as the presence of a new peak at 42 kDa (Figure 3.3, solid line). The identity of the 455 kDa peak (peak C) is likely the W2 integrin-NZ-1 Fab complex (403 kDa integrin and 42 kDa NZ-1 Fab) and the later 42 kDa peak (peak F) the excess unbound NZ-1. This was indeed confirmed using SDS-PAGE, peak C contained both integrin bands and NZ-1 Fab heavy and light chains whereas peak F only contained Fab heavy and light chains (Figure 3.3, inset). The profile shift to a higher mass of the integrin-NZ-1 complex as a single monodisperse peak is very important as it suggests that there is high occupancy of the PA tag site, a property that is necessary for effective EM labelling technologies as outlined above. The other PA tag containing constructs showed changed to their gel filtration elution profile that should be interpreted in conjunction with the SDS-PAGE results and the predicted binding site of the NZ-1 Fab. While Calf1\textsubscript{XZ} integrin showed no increase (remaining at 398 kDa) in mass upon binding with NZ-1 the SDS-PAGE results (Figure 3.4, inset) confirm the presence of NZ-1 Fab in the integrin containing peak (peak C). The lack of a peak shift is not anomalous when considered with the predicted insertion site of the PA tag on the inside of the \(\alpha_{IIb}\) subunit leg and oriented internally. Presumably the NZ-1 Fab is ‘buried’ within the legs of the heterodimer and the binding of NZ-1 does not increase the hydrodynamic radius of the complex. Calf1\textsubscript{EF} integrin does show a small increase in mass upon complexing with NZ-1 Fab (changing from 396 kDa to 432 kDa) and the presence of NZ-1 Fab can be confirmed by SDS-PAGE (Figure 3.9). Taken together, these results show that the addition of NZ-1 Fab to PA tag containing proteins allows the formation of a stable complex in a stoichiometric manner, and importantly this can be done in a temporally controlled manner.

\(^1\)Labelling systems that don’t have high occupancy also have another potential drawback. If partially labelled proteins are not be easily distinguishable from unlabelled proteins, and they have a different conformation they may be incorrectly averaged together, which will limit the obtained resolution.
Figure 3.2: Gel filtration of wild-type αIIbβ3 integrin. Estimated molecular mass was calculated from a protein size standard (shown at top). SDS-PAGE gel of the peak fraction under non-reducing (NR) and reducing (R) conditions is shown in inset, with marker size and predicted band identity shown. Estimated molecular mass was calculated from a protein size standard (shown at top) that included thyroglobulin, ferritin, γ-globulin, ovalbumin, myoglobin, and vitamin B12.
3.4 EM imaging of Fab labelled integrin

I collected the peak containing the integrin-Fab complex (peak C in Figure 3.3-3.5) and prepared them for TEM imaging as with the wild-type protein. Raw micrographs of the PA tag containing constructs show features similar to the wild-type protein with both subunits of integrin heterodimer visible (Figure 3.7-3.9). Importantly, many of the particles in the raw micrographs showed an additional density corresponding with the predicted binding location of the NZ-1 Fab. Particles were picked for each of the constructs (examples shown in Figure 3.10) and subjected to alignment and 2D averaging (Figure 3.11). A majority of the classes had a density that corresponded with the predicted binding location of the NZ-1 Fab (Figure 3.11, comparison with right panel). While the W2 integrin had an additional density at the ‘head’ of the heterodimer, the Calf1_X2 and Calf1_EF integrin constructs showed the Fab density between the α_{IIb-γ}, and β_{3} subunits. The central location of the Fab for these two constructs supports the predicted hydrodynamics and explains the minimal change in elution mass during gel filtration chromatography (i.e., the Fab is

![Figure 3.3: Gel filtration of W2 α_{IIb}β_{3} integrin.](image-url) Integrin-Fab complex (peak C) excess Fab (peak F) are marked, with SDS-PAGE gel of these fractions shown under reducing conditions with estimated band identity marked (inset). Gel filtration of integrin prior to Fab addition is also shown as dashed lines. Estimated molecular mass was calculated from a protein size standard (shown at top) that included thyroglobulin, ferritin, γ-globulin, ovalbumin, myoglobin, and vitamin B12, with the change in estimated mass between apo and complex marked.
FIGURE 3.4: Gel filtration of Calf1XZ $\alpha_{IIb}\beta_3$ integrin. Integrin-Fab complex (peak C) excess Fab (peak F) are marked, with SDS-PAGE gel of these fractions shown under reducing conditions with estimated band identity marked (inset). Gel filtration of integrin prior to Fab addition is also shown as dashed lines. Estimated molecular mass was calculated from a protein size standard (shown at top) that included thyrogblobulin, ferritin, $\gamma$-globulin, ovalbumin, myoglobin, and vitamin B12, with the change in estimated mass between apo and complex marked.
3.4. EM imaging of Fab labelled integrin

**Figure 3.5: Gel filtration of Calf1EF α1β3 integrin.** Integrin-Fab complex (peak C) excess Fab (peak F) are marked, with SDS-PAGE gel of these fractions shown under reducing conditions with estimated band identity marked (inset). Gel filtration of integrin prior to Fab addition is also shown as dashed lines. Estimated molecular mass was calculated from a protein size standard (shown at top) that included thyroglobulin, ferritin, γ-globulin, ovalbumin, myoglobin, and vitamin B12, with the change in estimated mass between apo and complex marked.
Table 3.1: Prevalence of Fab-bound integrin estimated from class averages

<table>
<thead>
<tr>
<th>Mutant location</th>
<th>total particles$^1$</th>
<th>number of class averages with Fab$^2$</th>
<th>Fab-bound particles$^3$</th>
<th>prevalence (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild-type</td>
<td>2407</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>W2 $\beta$-hairpin</td>
<td>1700</td>
<td>7/12</td>
<td>961</td>
<td>57</td>
</tr>
<tr>
<td>Calf1$_{XZ}$</td>
<td>3126</td>
<td>9/12</td>
<td>2822</td>
<td>90</td>
</tr>
<tr>
<td>Calf1$_{EF}$</td>
<td>3311</td>
<td>7/12</td>
<td>1836</td>
<td>55</td>
</tr>
</tbody>
</table>

$^1$Total picked particles.
$^2$Number of classes with visible Fab density.
$^3$Number of particles contained within Fab classes.

hidden between the subunits and doesn’t increase the hydrodynamic radius of the protein).

While a majority of the 2D classes and many of the particles in the raw micrographs showed a density that clearly corresponded with bound NZ-1 Fab there were some that lacked such a density. In an attempt to estimate the prevalence of Fab binding I compared the total particles in classes that had a Fab density with the total of all picked particles. This showed that classes with a visible Fab density accounted for 55-90% of the total particles for the PA tag containing constructs (Table 3.1). Although 100% occupancy would be ideal the occupancy that is seen here is not unreasonable due to several factors that may result in a decreased number of identifiable Fab. In particular during alignment particles may become misaligned and cause the Fab density to be averaged away. Another causes may be dissociation during the negative staining process$^2$, and perhaps use of other staining reagents (or sample preparation techniques) may improve this aspect. Regardless, these data show that the PA tag can function as a novel 12-reside tag that can be inserted into surface exposed loops and bind with high affinity to NZ-1 Fab. The resulting complex is stable during purification and the NZ-1 Fab can be identified in both raw micrographs and 2D averages, showing that this method is applicable for labelling subunits or domains or small and highly flexible proteins.

3.5 Summary

I was able to successfully purify and image wild-type $\alpha_{IIb}\beta_3$ integrin to show that 2D averages of purified $\alpha_{IIb}\beta_3$ integrin can be resolved to domain level providing a

$^2$Ammonium molybdate can be a relatively acidic stain (pH 6) and perhaps this contributed to some of the dissociation. This lab does use other stains (such as those based on tungsten or uranium) but in my experience they suffer from reduced contrast or have very complicated waste management procedures and given the small and highly flexible nature of integrin I opted to use ammonium molybdate
Figure 3.6: Micrograph of purified wild-type $\alpha_{IIb}\beta_3$ integrin. Representative image collected using a JEM-2200FS. Image has been low-pass filtered with a 0.05 (20 Å) cut-off. Scale bar is 100 nm.
Figure 3.7: **Micrograph of SEC purified W2α1β3 integrin.** Representative image collected using a JEM-2200FS. Image has been low-pass filtered with a 0.1 (10 Å) cut-off. Scale bar is 100 nm.
3.5. Summary

**Figure 3.8:** Micrograph of SEC purified Calf\(_{XZA_{10}B_3}\) integrin. Representative image collected using a JEM-2200FS. Image has been low-pass filtered with a 0.1 (10 Å) cut-off. Scale bar is 100 nm.
**Figure 3.9:** Micrograph of SEC purified Calf₁₁₁₁₀β₃ integrin. Representative image collected using a JEM-2200FS. Image has been low-pass filtered with a 0.05 (20 Å) cut-off. Scale bar is 100 nm.
3.5. Summary

useful target for testing the utility of PA tag NZ-1 Fab labelling on small, conformationally diverse proteins (Figure 3.11). By creating several PA tag containing integrin constructs (PA tag inserted into W2, Calf1\textsubscript{XZ}, or Calf1\textsubscript{EF} domains) I could demonstrate that these proteins showed very similar hydrodynamics with the wild-type protein suggesting that the PA tag insertion does not disrupt the overall conformation of the protein (Figure 3.2-3.5). Upon addition of excess NZ-1 Fab the elution peak remained monodisperse and increased in elution mass for W2 and Calf1\textsubscript{EF}, while Calf1\textsubscript{XZ} showed no change which corresponds with the predicted binding location of the NZ-1 as internal to the ‘legs’ of the integrin heterodimer (Figure 3.1). The peak shift suggested that the NZ-1 Fab forms a stable complex with the PA tag integrin and fully occupies the PA tag site. Further, the presence of NZ-1 Fab heavy and light chains were confirmed for all PA tag containing constructs during SDS-PAGE (Figure 3.2-3.5, inset). Raw whole field micrographs showed that PA tag insertion did not disrupt global conformation as these integrins had a similar conformation to the wild type construct (Figure 3.6-3.9), showing that the PA tag does
FIGURE 3.11: Top five 2D classes and predicted atomic model showing predicted binding location of NZ-1 Fab. 2D classes. Full classes are shown in Supplementary Figure 5.14.
not disrupt the global conformation. An additional density was present that corresponded with the predicted binding location of the NZ-1 Fab based on the insertion site of the PA tag (Figure 3.11). Overall, this shows the utility of the PA tag and NZ-1 as a novel EM label.
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Discussion

The PA tag and NZ-1 antibody were originally designed as a protein purification system (Fujii et al., 2014), but due to the very high affinity\(^1\) of the PA tag/NZ-1 interaction and its useful properties\(^2\) further biochemical and structural characterisation was completed (Fujii et al., 2016b). After obtaining the crystal structure and testing the insertion compatibility of the the PA tag, Professor Takagi and co-workers (Fujii et al., 2016b) remarked that:

> [O]wing to the very slow dissociation rate of the PA-tag–NZ-1 interaction . . . labeling with the Fab or the single chain variable fragment (scFv) of NZ-1 could be used to visualize individual domains or subunits in electron microscopy analyses . . .

Here, I demonstrated the accuracy of their prediction and showed that the PA tag and NZ-1 Fab can function as a high quality EM label, even for small and very flexible proteins such as \(\alpha_{IIb}\beta_3\) integrin. Comparisons between the gel filtration data of wild-type and PA tag containing integrins showed little difference in their elution profile suggesting that the PA tag insertion does not cause disruption to the protein hydrodynamics (Figure 3.2-3.5). This is an important property for a genetically encoded EM label, as unwanted structural (or functional) changes could result in projections of particles that do no resemble the wild-type protein. If a meaningful comparison between the wild-type and tagged construct is not possible then identification of the various domains cannot be made with any confidence. Further evidence for the structural stability of PA tag containing proteins was provided by examining the raw micrographs (Figure 3.6-3.9) and 2D class averages (Figure 3.11), which showed little difference in the global architecture between the wild type and PA tag containing constructs. This is hardly surprising as there is a growing body of
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\(^1\) The \(K_D\) of the interaction between the NZ-1 antibody and the PA peptide was \(K_D = 4.00e^{-10}\) when measured using Bio-layer interferometry as shown in Figure 1.1, which was one to two orders of magnitude higher than other tested affinity purification tags (Fujii et al., 2014).

\(^2\) Two useful properties that stand out are the very mild elution conditions and the easy regeneration of the antibody bound sepharose.
work that has used the PA tag as a purification tool for both biochemical and structural based experiments (Hirai et al., 2017; Lammert et al., 2017; Matsunaga et al., 2016; Meng et al., 2017; Mihara et al., 2016; Suzuki et al., 2016; Umitsu et al., 2016; Ushioda et al., 2016), which presumably would not be the case if this 12 amino acid insertion causes gross structural or functional distortions for target proteins. Previous work that aimed to compare PA tag containing constructs and show they did not suffer from functional deformities compared with the wild-type protein has already been completed (Fujii et al., 2016b), and now the stability of the PA tag insertion has been further supported with the first explicit comparison between wild-type and PA tag containing constructs at intermediate resolution using EM.

Upon addition of NZ-1 Fab a stable complex formed between that caused a uniform increase in elution mass for the externally oriented W2 PA tag insertion (Figure 3.3), strongly suggesting that there was full occupancy of the PA tag site. The other constructs also formed a stable complex with NZ-1 but there elution mass did not uniformly increase as was seen with the W2 construct. The presence of NZ-1 Fab in the elution peaks as confirmed with SDS-PAGE suggests that the choice of insertion site has an effect on whether the NZ-1 Fab binding causes and increase in the hydrodynamic radius of the protein. Indeed, once the location of the insertion site is examined in the predicted structural model it can be seen that the W2 site is externally oriented whereas the Calf1_XZ, and to a lesser extent the Calf1_EF sites are internally oriented and binding of the NZ-1 Fab is between the two subunit ‘legs’\(^3\). The presence of a density very likely corresponding to NZ-1 Fab was confirmed for all constructs by transmission electron microscopy. The images showed an additional density visible in both the raw micrographs (Figure 3.6-3.9) and 2D class averages (Figure 3.11) that corresponds with the predicted binding location of the NZ-1 Fab. The Calf1_XZ construct that showed no change in estimated mass upon binding of NZ-1 during gel filtration had a clear density between the lower legs of the subunit, supporting the hypothesis that this binding location is protected by the two subunits and would not increase the hydrodynamic radius. Analysis of the members of each class suggested that between 50-90% of all particles have an NZ-1 Fab density present at the PA tag site (Table 3.1) which correlates with the high occupancy seen from the W2 gel filtration data. In toto, these data strongly demonstrate the utility of the PA tag and NZ-1 Fab as a mobile EM label that can be used to map subunits or domains of proteins using electron microscopy. The PA tag can function as a mobile epitope that requires only a single high affinity antibody to effect high affinity and occupancy tagging of a protein, thereby removing the need to develop potentially costly antibodies or use other labelling strategies.

\(^3\)In this case the hydrodynamic radius of the protein will not change, much in the same way the total radius of a donut does not change if you fill the hole with strawberries and cream.
4.1 Criteria for a successful EM label

The quality of a labelling methodology can be judged by four factors: 1) specificity of the labelling reaction, 2) occupancy of labelling site, 3) signal intensity, and 4) precision of localisation information. I will recapitulate previously published reports, combined with the data I presented in this thesis to judge the quality of the PA tag and NZ-1 based on these criteria.

1) Specificity. High specificity is important as it prevents unwanted domains being labelled, which reduces the variation in the labelled proteins. The original paper that first demonstrated the use of the PA tag/NZ-1 as a protein purification system showed that it could purify proteins from whole cell lysate with minimal contamination indicating the high specificity of the PA tag/NZ-1 interaction (Fujii et al., 2014). This has been demonstrated repeatedly with many other papers that have used this system (Hirai et al., 2017; Lammert et al., 2017; Matsunaga et al., 2016; Meng et al., 2017; Mihara et al., 2016; Suzuki et al., 2016; Umitsu et al., 2016; Ushioda et al., 2016) and from my own experience using the PA tag as a purification handle in this and other projects.

2) Occupancy. Occupancy refers to the level of tagging sites that have a label present. The occupancy of a tag used for labelling is an important property as this influences both the data collection requirements and may have some impact on the maximum resolution that can be obtained. Data collection needs to be continued until some desired level of signal can be obtained that can be used to identify a feature of interest. For low occupancy tags the minimum dataset size will logically increase as some subset of the data will contain particles with no visible tag. Low occupancy of a tagging site is potentially even more deleterious for data collection than just increasing the required amount of data collected. If there is some conformational change that is caused by tag binding, and tagged and untagged projections can not be easily distinguished then it is possible that there will be incorrect alignment and lowering of the obtainable resolution. This second issue can be addressed by using tags with a strong signal intensity, as will be discussed shortly. Regardless, the occupancy of the PA tag by the NZ-1 Fab as measured by complex formation was very high during gel filtration (Figure 3.3-3.5) and analysis of the 2D averages suggested that there was an occupancy of 50-90% (Table 3.1). This shows that the NZ-1 Fab has a very high occupancy of the PA tag site which should reduce the data collection requirements for a project using this system as a label.

Given the increasing usage demands for data collection low occupancy tags that require larger datasets could easily be a ‘lethal’ factor in deciding if an experimental question can be feasibly answered or not. When high end machines are in such demand that researchers have access only one day a month the quality of the sample is paramount.
3) **Signal intensity.** Signal intensity relates to how clearly the tagging signal can be identified from background, structural, or other sources of noise. Fab labels have been used extensively in EM experiments (Boisset et al., 1993; Boisset et al., 1995; Jiang et al., 2004; Prasad et al., 1990; Wu et al., 2012) and so clearly they have a strong enough signal (mass) to be effective labels. Indeed, even smaller proteins such as GFP can be used (Ciferri et al., 2015) and so it is clear that the signal intensity of the NZ-1 Fab is high enough to be a successful labelling strategy. In cases where the background noise is very high, or for experiments that for some reason or other require a stronger signal intensity then one presently untested possibility is the conjugation of gold labels to NZ-1 Fab to greatly increase the contrast (Hainfeld and Powell, 2000). Although this has not been tested with the NZ-1 Fab there should be no technical reason this isn’t feasible, and provides a method to greatly increase the contrast in any EM imaging experiment.

At this point in our assessment of the PA tag and NZ-1 Fab as a labelling tool it is hopefully clear that the specificity, occupancy, and signal intensity is of sufficient quality to consider this labelling system to be effective by some measure. The final criterion for a labelling strategy is the precision of the localisation signal, or in other words, how accurately the label can be used to identify some portion of a target protein.

4) **Precision of localisation signal.** How precisely does the NZ-1 Fab bind to the PA tag insertion site? The data presented in this thesis demonstrates that it has sufficient accuracy for subunit and domain level identification, but presently there is no published data about the precision at a higher resolution. To address this question I will outline some potential sources of localisation inaccuracy and detail the presently available data and what it suggests about the the PA tag and NZ-1 system. However, it should be noted that without additional experimentation this question can not be answered in full, and this discussion is fundamentally hypothetical.

There are many potential sources of precision inaccuracy for EM labelling systems, some of which may not be related to the label itself, but to the protein (i.e., high conformational variability could make it difficult to distinguish between a flexibility intrinsic to the label or the protein). If we exclude protein conformational variability then we can limit the two sources to either 1) tag flexibility, or 2) antibody flexibility. **Figure 4.1a** presents either the flexibility of the tag or flexibility of the antibody schematically. The EM data presented in this thesis has some limitations when trying to address the question of precision of the PA tag and NZ-1 Fab as it is not high enough resolution to confidently determine the precision or cause of any apparent variability in label placement. Take note of the difference in
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5Noise in this sense does not have to be a strict addition of Gaussian signal to the projection, rather, any signal that is mixed or indistinguishable from the label.
length of the Fab density in Figure 3.11 (b)iii, iv and v. This could be caused by either conformational variability of α\textsubscript{IIb}β\textsubscript{3} integrin, flexibility of the PA tag, flexibility of the NZ-1, or problems with misalignment of particles. The available data does not support one analysis over another and so the question is left open when examining these data. I address why α\textsubscript{IIb}β\textsubscript{3} integrin was used and the reasons behind not obtaining an atomic resolution representation of integrin in complex with NZ-1 Fab in Section 4.4.1 but for the present discussion we have access to other sources of information on the potential precision of the PA tag and NZ-1 Fab. While the EM data cannot be used to answer this question we have atomic level structural information in the crystal structure of the PA peptide in the NZ-1 binding pocket (Fujii et al., 2016b). As discussed in Section 1.3.1 the NZ-1 Fab binding pocket does not undergo a serious conformation change between the bound and unbound states, and there was high conformational similarity between both PA peptides observed in the crystal structure. This indicates that perhaps the NZ-1 Fab will not have too much flexibility when binding to the PA peptide. On the other hand the terminal regions of the PA peptide are not involved in the antibody recognition reaction and despite being spaced 10.2 Å apart (Figure 4.1b) were able to be inserted into unstructured loops with as little as 5.2 Å spacing (the W2 loop in Figure 3.1). This indicates that the terminal regions of the PA tag may be flexible and contribute to a lowering of the precision of this tag. Finally, it should be stressed again that this cannot be answered with any confidence given the limited data available, and additional experiments are needed to build a better model and understanding of this aspect of the PA tag and NZ-1 Fab. I will discuss some of these potential experiments in Section 4.4.

As outlined above the high performance of the PA tag and NZ-1 in regards to specificity, occupancy, and signal intensity is clearly supported, and there is no reason to suspect that the precision of localisation information does not also perform to a high standard, although before making such a judgement further experimental evidence is needed.

4.2 Comparison to other EM labels

Based on the four criteria of specificity, occupancy, signal intensity and precision to PA tag and NZ-1 seems to be an objectively high quality tagging system, but how does the PA tag and NZ-1 Fab compare to other EM labelling systems? Compared with other labelling systems the PA tag and NZ-1 Fab has a number of advantages. 1) The insertion is very small (only 12 residues), 2) there is a high degree of topological freedom with epitope placement, 3) the label is not genetically encoded giving temporal control, and 4) it relies on a single readily available antibody with proven high affinity and high occupancy.
Figure 4.1: **Precision of PA tag and NZ-1 Fab.** (Top) Two potential sources of label imprecision. Either the tag is flexible (left), or the antibody can bind in multiple conformations and has some flexibility. (Bottom) Surface representation of the NZ-1 Fab binding pocket with heavy chain (light blue) and light chain (grey). C$_\alpha$ line representation of PA14 peptide is shown with surface contact surface area between peptide and antibody marked. Prepared in Pymol from PDB file 4yo0.
1) **Small insertion size.** Some other labelling strategies have used either strategic deletion of subunits\(^6\) (Bui et al., 2008; Heuser et al., 2009; Pigino et al., 2011) or the insertion of some additional domain such as GFP (Ciferri et al., 2012; Ciferri et al., 2015; Lees et al., 2010), or MBP (Ciferri et al., 2012; Mercogliano and DeRosier, 2007). While some of these results have been impressive the removal of a structurally important region or the insertion of an additional domain into a protein could interfere with the correct folding or final conformation. This could be an issue and may limit the widespread applicability of such techniques. In contrast, the PA tag is only 12 residues and has a terminal spacing of 10.2 Å (**Figure 4.1b**) and could even function when inserted into loops of 5.2 Å spacing (W2 loop in **Figure 3.1**). Furthermore, EM imaging showed no structural change between the wild-type and PA tag containing constructs of integrin, suggesting that the PA tag insertion does not cause any structural deformation.

2) **PA tag insertion site has a high degree of freedom.** Many EM localisation tools are limited in their placement to the C-, or N-terminals of a protein (**Table 1.3**). As discussed above epitope tags that are used for EM labelling often have this limitation (Kelly et al., 2010; Yip et al., 2010), but so do some domain insertion techniques (Mercogliano and DeRosier, 2007) and even some novel labelling systems (Flemming et al., 2010). If a central region is needed to be labelled then there are number of choices including GFP domain insertion (Ciferri et al., 2012; Ciferri et al., 2015; Lees et al., 2010), DOLORS (Domain localization by RCT sampling) labelling (Lau et al., 2012), and biotin-streptavidin labelling strategies (Oda and Kikkawa, 2013). As discussed elsewhere (**Section 1.4.5**) these strategies may not be ideal as they can introduce conformational variability if they are inserted into some structurally sensitive region of a target protein. Using smaller epitopes that are recognised by some affinity purification antibody (such as FLAG, Myc, or HA) then the insertion site is usually limited to the C-, or N-terminals of a polypeptide chain due to the linear recognition requirements of their cognate antibodies, or are placed at the end of long linker peptides to preserve their reactivity with their antibodies. In contrast, the freedom that the PA tag has when selecting an insertion site is a major advantage of this system, as it is quite resilient when selecting an insertion site. Both in this work and elsewhere (Fujii et al., 2016b) it has been demonstrated that the PA tag insertion site can be chosen with a high degree of freedom and it still remains reactive with the NZ-1 antibody.

3) **Temporal control of labelling.** The ability to time the ‘activation’ of the labelling signal by addition of some reagent could be important in proteins that undergo a high level of structural change. There are various tag systems that use antibodies (Kelly et al., 2010; Yip et al., 2010), small proteins such as streptavidin (Lau et al., 2012), or Maltose binding protein that can be conjugated to an unnatural amino acid
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\(^6\)More accurately they identified mutants that lacked some subunit, but functionally there is no difference between finding such a mutant and generating one in the lab.
The PA tag and NZ-1 Fab also allow temporal control over binding by timing the addition of the NZ-1 to after the target macromolecular complex has formed.

4) **Antibody based technology.** Many tagging systems use some kind of chemical reaction to induce tagging (Lau et al., 2012; Oda and Kikkawa, 2013), or rely on the incorporation of an unnatural amino acid to allow tagging (Dambacher and Lander, 2015), or the addition of multiple protein components to induce labelling (Flemming et al., 2010). However, the PA tag is recognised by a single high affinity antibody in a relatively well understood manner (Fujii et al., 2016b). There are many antibody based technologies to improve contrast (Koeck et al., 1996), or to improve antibody design to reduce flexibility and reduce the overall size of the Fab (Arimori et al., 2017).

### 4.3 Future uses of the PA tag and NZ-1 antibody

The technological advances in the electron microscopy field have been staggering with improvements in direct electron detectors (McMullan et al., 2014), phase plate technology for increased contrast (Danev et al., 2014; Danev et al., 2017), CTF estimation (Rohou and Grigorieff, 2015; Zhang, 2016), movie alignment (Zheng et al., 2017), and analysis software (Lyumkis et al., 2013; Scheres, 2012). In line with this smaller and more heterogenous proteins are being determined to atomic resolution (Danev et al., 2017; Merk et al., 2016). However, Henderson, (1995) predicted that there is a theoretical limit to the lower size of a protein that can have an atomic resolution structure determined using electron microscopy due to the ionising nature of electrons. Indeed, it was shown that as proteins decrease in size the alignment errors increase (Henderson et al., 2011). Incorrect alignment acts as a truncation of signal in Fourier space (see **Appendix D**, **Equation D.3** and **Section 1.4.2**). One method of increasing the size of a target complex to improve the alignment and obtainable resolution is the use of antibody Fab to increase the size of the target complex by roughly 50 kDa. This was first used by Jiang et al., (2004) to find the structure of the voltage-dependent K(+) channel to 10.2 Å and then more systematically demonstrated by (Wu et al., 2012). Obviously the PA and NZ-1 Fab could also be used in this way, as a tool to increase the mass of a target complex and increase the resolution that could be obtained. In particular, since the binding affinity and occupancy of the PA tag site are very high it could even be possible to use multiple PA tag insertions to greatly increase the mass of a small protein. This strategy could be combined with new antibody designs that improve stability (Arimori et al., 2017) and could have real utility for high resolution cryo-EM. Other techniques such as antibody affinity grids that
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7See some criticism of these structures in (Wlodawer et al., 2017)
increase the particle density by binding proteins have an obvious potential use for the PA tag and NZ-1 Ab (Yu et al., 2016)

4.4 Alternative experiments

During the design phase of these experiments there was a trade-offs between demonstrating the labelling system on a small, flexible protein that could be very difficult to determine at a high resolution (see the following Section 4.4.1), or use a rigid ‘easy’ model protein that could potentially reach very high resolution as the target. I elected to use the PA tag on integrin, which is a relatively small and flexible protein and show that even for these difficult cases labelling with PA/NZ-1 is still effective. However, now that I have these data the next set of experiments should be on a more conventional model system to try and determine to atomic resolution the binding interface of the NZ-1 with PA tag. One potential target is the bacterial protein β-galactosidase as this is already a model target for cryoEM experiments (Henderson and McMullan, 2013). β-galactosidase is a homotetramer of 1024 residues and 464 kDa, and would be a useful target for further testing the PA tag as it has many surface exposed unstructured loops that could serve as insertion sites for the epitope. Figure 4.2 shows some selected sites at the end of various loops of differing lengths. Insertion sites in loops of different lengths, or with different levels of access to the surface (Figure 4.2b) would help demonstrate the level of structural variability and binding flexibility of the NZ-1 Fab and PA tag. Although I have picked β-galactosidase there are other proteins that could also be used, such as the 20S proteasome which also is stable and may provide a good target system.

4.4.1 Why I didn’t collect more data and go to 3D

Perhaps during reading this thesis the question of “Why not just get more data and find the structure at atomic resolution?” has come up. I presented the experimental choice above as between either a conformationally stable protein and a difficult protein like integrin, but is there a good reason to think this? While it is theoretically possible that we could improve the image quality by increasing the number of particles integrin (and other flexible proteins) are particularly difficult due to the high flexibility of the C-terminal ends of the heterodimer legs. Unpublished data provided by Professor Junichi Takagi and Associate Professor Kenji Iwasaki showed that the 3D density from over 20,000 particles still cannot be resolved into a clear structure. Figure 4.3 is one example 3D class, where the identity of each subunit can be inferred by not with a high degree of confidence. Integrin is quite conformationally flexible (see Section 1.5.1) and if there are only five total conformations then the data collection requirements would be at least 100,000 particles to determine each conformation to
FIGURE 4.2: β-galactose. (Top) Cartoon representation of β-galactosidase chain A (red), chain B (turquoise), chain C (pink), and chain D (yellow) are shown. Potential insertion sites in chain A for PA tag are marked with blue spheres in six locations with unstructured loops between residues 95-96, 580-581, 633-634, 706-707, 744-745, and 890-891. (Bottom) Surface representation of chain A with potential insertion sites marked in blue (resi. 633-634 are hidden from view).
some reasonable level. That could be over 1000 micrographs per PA tag construct which would greatly increase the data collection time. If the purpose of this project was to object was to identify the global architecture of integrin then I would collect a much larger datasets, however, the goal of these experiments was to demonstrate that the PA tag could be used as a mobile label to identify subunits (or domains) for small, flexible proteins such as integrin. Since the bent-form crystal structure (Zhu et al., 2008) and global architecture from 2D EM averages is already known (Takagi et al., 2002) I reasoned that greatly increasing the data collection and trying to find a 3D model was unnecessary for the purpose of these experiments.

4.5 Conclusion

Here I have shown that the PA tag and NZ-1 antibody can be used as a mobile EM label that can tag subunits or domains for proteins where other high quality antibodies are not available. This functionality can be added to the ever growing list of methods that the PA tag and NZ-1 can be used for, which now includes: 1) protein purification (Fujii et al., 2014; Hirai et al., 2017; Lammert et al., 2017; Matsunaga et al., 2016; Meng et al., 2017; Mihara et al., 2016; Suzuki et al., 2016; Umitsu et al., 2016; Ushioda et al., 2016), 2) Western blotting, flow cytometry, and immunoprecipitation (Fujii et al., 2014; Fujii et al., 2016b), 3) single molecule reporting of conformation and modification of cell surface receptors (Fujii et al., 2016b), and 4) EM domain labelling. As discussed in above there may be applications for the PA tag as a crystallisation chaperone (section), or as a tool to improve the resolution of small proteins using cryo-electron microscopy (Section 4.3). The work presented in this thesis has contributed to the body of knowledge on the utility of 12 residues, GVAMPGAEDDVV, and a high affinity antibody.
Chapter 5

Supplementary Data

5.1 Overview of Supplementary Data

This is the supplemental data section that has additional data that complements the main thesis.

5.1.1 Determining the optimal density for EM imaging

Since use of high-end microscopes is very competitive initially I determined the optimal particle density using a smaller Hitachi microscope (Section 2.9.4). From my experience using the Nanodrop to determine the protein concentration and then diluting the sample to some optimal has not been very accurate, and so I used the absorbance values directly from the size exclusion chromatogram to determine the optimal density. From experience dilutions to 1.5-1.6 mAu are ideal for imaging with TEM. For illustration an undiluted 6 mAu protein sample (Figure 5.4) can be compared with a dilution to 1.5 mAu (Figure 5.5). Take note that the density of particles is decreased and should allow selection (if imaging conditions are optimised) of individual particles for image processing.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Protein concentration [mg/mL]</th>
</tr>
</thead>
<tbody>
<tr>
<td>wild-type</td>
<td>0.195</td>
</tr>
<tr>
<td>W24326</td>
<td>0.293</td>
</tr>
<tr>
<td>Calf1_XZ4329</td>
<td>0.177</td>
</tr>
<tr>
<td>Calf1_EF4330</td>
<td>0.035</td>
</tr>
</tbody>
</table>
**Figure 5.1:** **SEC data of wild-type $\alpha_{IIb}\beta_3$ integrin.** Gel filtration marker is from a protein size standard (shown at top) that included thyroglobulin, ferritin, $\gamma$-globulin, ovalbumin, myoglobin, and vitamin B12.

**Figure 5.2:** **Purification of wild-type integrin.** SDS-PAGE of wild-type integrin purified using Ni-NTA and eluted with TBS containing 300 mM imidazole. Elutions 1-10 are shown in both non-reduced and reduced gels.
5.1. Overview of Supplementary Data

Figure 5.3: Example SDS-PAGE data of integrin from book5 p134. 
α1β3 integrin was purified using NZ-1 bound to sepharose and concentrated before injection into SEC. The purified fractions were run on an SDS-PAGE and stained with oriole and then CBB.
Figure 5.4: Micrograph of SEC purified $\alpha_{\text{IIb}}\beta_3$ integrin containing a PA tag insertion in Calf1$_XZ$ domain. The Calf1$_XZ$ peak of SEC purified $\alpha_{\text{IIb}}\beta_3$ integrin was with stained ammonium molybdate before imaging with EM using a Hitachi H-7650. Scale bar is 100 nm.
5.1. Overview of Supplementary Data

Figure 5.5: Micrograph of SEC purified $\alpha_{IIb}\beta_3$ integrin containing a PA tag insertion in Calf1$\chi_3$ domain. The $\frac{1}{4}$ dilution main peak of SEC purified $\alpha_{IIb}\beta_3$ integrin was stained with ammonium molybdate before imaging with EM using a Hitachi H-7650. Scale bar is 100 nm.
Figure 5.6: 2D amplitude of the unaligned, aligned micrographs and total stage movement. Micrographs were collected at 20,000x magnification corresponding to a pixel size of 1.941 Å. After the indicated (left) time in seconds an image was recorded in counting mode with a dose rate of $8.0 \text{ e}^{-} / \text{pixel/s}$ for a total dose of $41.2 \text{ e}^{-} / \text{pixel}$. For each time period the frames were either directly averaged, Unaligned, or aligned using MotionCor2 as described in the methods, MotionCor2. The CTF parameters were calculated using gCTF (Zhang, 2016) and the maximum resolution is shown in the top right for each unaligned and aligned micrograph. The total x-y movement during alignment was measured using the output files from gCTF and shown on an identical scale, Frame Movement.

5.2 Movement of the JEOL stage

I measured the total movement between frames after moving the goniometer as a proxy for residual movement in the gonimoter (Fig. 5.6). There is a higher level of movement as I did not roll the tracking ball back half a turn, as is common to reduce movement during imaging as I was concerned that I couldn’t replicate that. Instead I moved the trackball one turn to the right and waited the indicated number of seconds.
5.2. Movement of the JEOL stage

5.2.1 JEOL optimal imaging conditions

During EM imaging after moving the sample holder there is some unwanted drift and residual motion. To this end I tried to determined in a relatively qualitative manner the residual motion over a number of time frames (0s, 30s, 60s, 90s, 120s). I recorded videos after moving the stage and waiting for the indicated time and then compared the direct average image, and the aligned image with the highest estimated resolution using Gctf. The unaligned CTF estimation remains has a very low estimated resolution until 180s, which is not surprising as even for a perfectly stable stage there will always be some motion caused by the heating from the electron beam (Zheng et al., 2017). Rather, a better measure of residual frame movement would be the total frame movement (right portion of the figure). This shows that after 60s the residual frame movement has completely stopped the remaining movement is caused by the beam heating. From these data I tried to wait 60s to minimize the residual stage movement during data collection using the JEM-2200FS.

5.2.2 Selecting good images

Aligned images can be assessed for quality based on a number of criteria. Essentially the real micrograph and the the Fourier transform can be checked for consistency based on a number of criteria. Initially a visual assessment of the micrograph can provide some quality control, in particular if the beam is note centred then it is possible to see Fresnel fringes across the field of view. As the resolution of a micrograph (or conceptually the information content) can be assessed from checking the Fourier domain this is usually used to check the quality of the micrographs.

Evaluating the quality of micrographs can be based on a number of parameters. In particular the image should be checked in Fourier space to assess the resolution. As I used the estimated micrograph CTF parameters to reverse the phases, I also checked the alignment of the CTF estimation. I prepared a number of example micrographs to illustrate these points. Figure 5.7 shows the result of a misalignment of the beam relative to the optical axis of the microscope. It is clear that the resolution is severely truncated at approx. 6 Angstroms and the alignment of the CTF is meaningless from that point. The following figure shows apparently a correctly aligned micrograph but the CTF estimation has not been very successful and the phases are misaligned from —Angstroms. Finally, for comparison I include a correctly aligned and CTF estimated micrograph. I need to get the CTF estimation parameters for sure.
FIGURE 5.7: CTF estimation: misaligned EM. The Fourier transform (right) and Gctf (Zhang, 2016) estimation (left) of an image recorded when the EM beam alignment was not completed correctly on the JEM-2200FS. Take note of the astigmatic character of the Fourier transform, the low maximum estimated resolution (8 Å), and poor correlation between the real data and the estimated phases of the CTF (red arrows).

TABLE 5.2: Summary of data collection

<table>
<thead>
<tr>
<th>Construct</th>
<th>Movies(^A)</th>
<th>visual(^B)</th>
<th>Gctf(^C)</th>
<th>Particles(^D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild-type</td>
<td>182</td>
<td>173</td>
<td>173</td>
<td>2407</td>
</tr>
<tr>
<td>W2</td>
<td>116</td>
<td>116</td>
<td>113</td>
<td>1700</td>
</tr>
<tr>
<td>Calf1(_{XZ})</td>
<td>155</td>
<td>113</td>
<td>113</td>
<td>3126</td>
</tr>
<tr>
<td>Calf1(_{EF})</td>
<td>187</td>
<td>173</td>
<td>173</td>
<td>3311</td>
</tr>
</tbody>
</table>

\(^A\)Total collected movies.  
\(^B\)After visual assessment.  
\(^C\)After checking estimated Gctf parameters.  
\(^D\)Total picked particles.
5.2. Movement of the JEOL stage

**Figure 5.8: CTF estimation: misaligned phase estimates.** The Fourier transform (right) and Gctf (Zhang, 2016) estimation (left) of an image recorded on the JEM-2200FS. Fourier space shows signal out to 4 Å but the CTF estimation was unable to correctly estimate the phases (inset, note mismatch between red arrows).
Figure 5.9: **CTF estimation: correct CTF parameters.** The Fourier transform (right) and Gctf (Zhang, 2016) estimation (left) of an image recorded on the JEM-2200FS. Fourier space shows signal out to 4 Å and the CTF estimation correctly matches the signal out to that range.
5.3. All class averages

Figure 5.14 shows all 12 class averages.

5.4 Generating NZ-1 Fab

For EM labelling I used NZ-1 Fab that was prepared from full length antibody by digestion with papain, captured with PA-peptide bound sepharose and then purified with size exclusion chromatography as outlined in methods section 2.8.5. Papain digestion was completed over four hours and a sample collected every hour to confirm complete digestion of the NZ-1 antibody (Figure ??). After the reaction time had proceeded past two hours there as no visible full length antibody, which shows that the Fab portion should be the predominant species.

Digested Fab was purified using a Superdex 200 16/60 (GE Healthcare, Chicago, IL) column and showed two peaks corresponding to estimated mass of 92 kDa and 31 kDa. Previous data suggested that the first 91 kDa peak was incorrectly folded Fab. SDS-PAGE of both peaks (Figure 5.18) confirmed that heavy and light
**Figure 5.11:** Gctf estimation values of W2PA insert dataset collected on the JEM-2200FS. A custom script was used to generate these outputs and select resolution and defocus ranges for the data as detailed below. In all cases purple indicates a movie removed based on some other criteria. A red-dashed line indicates some cut-off value that has been input. *(top,left)* Histogram of the estimated defocus values for each aligned movie. Movies with estimated defocus above 5 µm were removed (red). The purple column are movies that were removed in based on some other criteria. *(top, middle)* Estimated defocus values compared with estimated resolution. *(top, right)* Defocus values compared with the CTF figure of merit. *(bottom, left)* Three dimensional plot of defocusU and defocusV compared with difference between defocusU and defocusV. *(bottom, middle)* 2D slice of the previous plot. *(bottom, right)* CTF figure of merit compared with final resolution.
5.4. Generating NZ-1 Fab

FIGURE 5.12: Gctf estimation values of Calf1X2PA insert dataset collected on the JEM-2200FS. A custom script was used to generate these outputs and select resolution and defocus ranges for the data as detailed below. (top,left) Histogram of the estimated defocus values for each aligned movie. (top, middle) Estimated defocus values compared with estimated resolution. (top, right) Defocus values compared with the CTF figure of merit. (bottom, left) Three dimensional plot of defocusU and defocusV compared with difference between defocusU and defocusV. (bottom, middle) 2D slice of the previous plot. (bottom, right) CTF figure of merit compared with final resolution.

chain from the Fab was present in both, but the first 91 kDa peak was oligomerised antibody.
FIGURE 5.13: Gctf estimation values of Celf1_{EF} PA insert dataset collected on the JEM-2200FS. A custom script was used to generate these outputs and select resolution and defocus ranges for the data as detailed below. (top, left) Histogram of the estimated defocus values for each aligned movie. (top, middle) Estimated defocus values compared with estimated resolution. (top, right) Defocus values compared with the CTF figure of merit. (bottom, left) Three dimensional plot of defocusU and defocusV compared with difference between defocusU and defocusV. (bottom, middle) 2D slice of the previous plot. (bottom, right) CTF figure of merit compared with final resolution.
5.4. Generating NZ-1 Fab

Figure 5.14: **Full class averages.** All 12 classes generated using reference free alignment as outlined in Section 2.9.9. (a) wild-type, (b) W2, (c) Calf1_XZ, (d) Calf1_EF
Figure 5.15: Schematic of an antibody showing the papain (1) and pepsin (2) cleavage sites that yield either Fab and Fc or F(ab')\textsubscript{2} and truncated Fc.

Figure 5.16: NZ-1. α\textsubscript{IIb}β\textsubscript{3} integrin was purified using NZ-1 bound to sepharose and concentrated before injection into SEC. The purified fractions were run on an SDS-PAGE and stained with oriole and then CBB.
5.4. Generating NZ-1 Fab

Figure 5.17: AKTA prime of NZ-1 Fab purification. Papain-digested NZ-1 was purified using gel filtration to collect the correctly folded portion.
FIGURE 5.18: From the AKATA prime. The non-reduced (NR) and reduced (R) SDS-PAGE gels of SEC purified NZ-1 Fab.
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Appendix A

The Contrast Transfer Function

A.1 Introduction

When an object is imaged in the electron microscope it is distorted by the spherical aberration of the microscope so that it does not display a faithful projection but gives a modified projection that is modulated by the microscope's spherical aberration and defocus (Erickson and Klug, 1971; Wade, 1992). The Fourier transform of an object is another representation of this object, and given the many image analysis techniques that can be applied in Fourier space it is a useful representation. Physically, the Fourier transform of an object is present in the back focal plane of the microscope where the higher spatial frequencies relate to the higher scattering angles (i.e., a high scattering angle contains high frequency information). The CTF modulates the contrast that is present in these frequencies so that contrast is not uniform, but will flip to white and back again as the spatial frequency increases.

A.2 The perfect CTF

Figure A.1a shows an example of an atomic projection that is faithful to the atomic organisation (A.1a), and how in focus images that are modified by the EM still contain information (A.1b), but this is lost when more realistic imaging conditions are used (A.1c). Defocusing the microscope causes a phase shift that generates contrast and allows the object to be recognised (A.1a). The CTF is a description of the changes to contrast that occur at the various spatial frequencies in the back focal plane of the microscope. Although many different formulations of the CTF equations are in use (see section A.2.1), I prefer Kai Zhang’s equations from his paper (Zhang, 2016) as they have an explicit inclusion for astigmatism of the image. They are reproduced below:
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Figure A.1: Projections from an atomic model and applied CTF under perfect and simulated imaging conditions. All projections are of the deformed atomic model of $\alpha_{IIb}\beta_3$ integrin with NZ-1 Fab bound to the W2 loop (residues 136-137) modified using the IMAGIC (Heel et al., 1996) CTF2D-OPERATIONS command. A.1a shows a perfect atomic projection with inverted contrast (as would be expected from imaging with EM. A.1b shows the same projection but with a CTF applied using 0 nm defocus (i.e., in focus). The focus projection becomes indistinguishable from the background when noise is added and the same CTF operation is performed, A.1c. Increasing the defocus improves the contrast in A.1d and some features are observed. The parameters used were sample width: 500 Å, spherical aberration ($C_s$): 2.0 mm, focal length: 2.8 mm, objective aperture: 50 µm, acceleration voltage: 200 kV, chromatic aberration: 0.5 eV, source size: 1.0 µm, generic envelope factor: 0.4, and for A.1c and A.1d had random noise applied prior to applying the CTF using the IMAGE-MENU command, $\mu=0, \sigma=10$. 

(A) Projection  
(B) 0 nm defocus, CTF  
(C) 0 nm defocus, CTF, noise  
(D) 2500 nm defocus, CTF, noise
A.2. The perfect CTF

TABLE A.1: Parameters used in the CTF equation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>equivalent term</th>
<th>unit</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$s, \alpha$</td>
<td></td>
<td>spatial frequency, or scattering angle</td>
</tr>
<tr>
<td>$\Delta z$</td>
<td>$\Delta f, z(\theta)$</td>
<td>$\mu m, nm, \AA$</td>
<td>defocus, underfocus is positive</td>
</tr>
<tr>
<td>$A$</td>
<td>$W, f_\alpha$</td>
<td></td>
<td>Amplitude contrast</td>
</tr>
<tr>
<td>$C_s$</td>
<td></td>
<td>mm</td>
<td>Spherical aberration</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$\AA$</td>
<td></td>
<td>Wavelength of electron</td>
</tr>
</tbody>
</table>

$$CTF(\vec{s}) = -\sqrt{1 - A^2 \cdot \sin(\gamma(\vec{s}))} - A \cdot \cos(\gamma(\vec{s}))$$  \hspace{1cm} (A.1)

$$\gamma(\vec{s}) = \gamma(s, \theta) = -\frac{\pi}{2}C_s\lambda^2 s^4 + \pi \lambda z(\theta)s^2$$  \hspace{1cm} (A.2)

$$z(\theta) = z_u \cos^2(\theta - \theta_{ast}) + z_v \sin^2(\theta - \theta_{ast})$$  \hspace{1cm} (A.3)

The various terms are outlined in table A.1. From the formulation in equation A.1 it is clear that the maximum and minimum values are between -1 and +1, which relates to total black or total white contrast. Although the majority of contrast is generated by defocusing the microscope, there is still a contribution from scattering, or amplitude, contrast that is modelled by the cos term (that can be expressed as a phase shift, $\Delta \phi$). I go into some more detail regarding this in Appendix ??). From the equation underfocus is a positive value as it creates the correct contrast (i.e., negative) at low spatial frequencies which is what we observe. The behaviour of the CTF can be quite simple to model as I have done in Figure A.2 that shows the relative contrast at each spatial of the various spatial frequencies. Initially (A.2a) there is very little contrast at low spatial frequencies apart from a contribution by amplitude contrast, and so although the image contains high frequencies information there is not enough contrast to correctly align the image. Increasing the defocus increases the contrast at the low frequencies and allows the object to become visible. Since the contrast oscillates between black and white unless this is computationally correct then analysis is limited to the resolution where the contrast flip occurs first. This has a special term, the Scherzer focus (Scherzer, 1949), the defocus that has the largest area under the first peak before it crosses the zero axis and transfers no contrast. This is important as the data contained up to that first cross over is correct. Although this gives use the best estimate of the real structure without applying computational corrections to the contrast it has severe limitations for biological specimens as their scattering contrast is so low there is still essentially not useful information for alignment at such a close defocus. Rather, biological specimens are images at a much
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Figure A.2: Plots of a CTF with changing defocus. This figure shows the changing CTF as defocus is increased. Defocus ranges are A.2a: 0 nm, A.2b: 84 nm defocus (Scherzer focus), A.2c: 500 nm, A.2d: 2500 nm. A.2b is important as the so-called Scherzer focus, the point where the largest area of the first peak before it crosses the zero contrast. As defocus is increased (A.2b-A.2d) the CTF rapidly oscillates between black and white which need to be computationally corrected. Only the defocus was changed in equations A.1 and A.2, all other terms were kept constant with spherical aberration: 2.0 mm, acceleration voltage: 200 kV and no astigmatism. These curves were generated with a custom script written in Python 2.7.12.

Higher defocus and then the CTF parameters are estimated and the phases are corrected (i.e., all flipped to white contrast) as outlined in section A.5. As can be seen by comparing A.2c and A.2d, an increase in defocus causes the rapid oscillation of the CTF across the zero axis which means that the spatial frequencies where no \( f \) is transferred increases. Generally for biological samples the defocus is selected so that the first zero is at a resolution that contains the largest dimension of the target protein.

A.2.1 Other formulations of the CTF

The literature contains several different formulations of the CTF that are essentially mathematically equivalent as long as one is careful about the units and various conventions. Zhu et al., (1997) have an equivalent wave-function equation (A.5) but
their formulation of the CTF includes an integer of size 2 that increases the oscillation. Functionally it is equivalent but with amplitudes reaching 2 rather than 1 as with equation A.1.

\[ H(k) = 2[\sin \gamma(k) - W \cos \gamma(k)] \quad (A.4) \]

\[ \gamma(k) = 2\pi(-0.5\Delta z \lambda k^2 + 0.25C_s \lambda^3 k^4) \quad (A.5) \]

Another formulation that includes some more terms and makes it explicit that the spatial frequency relates to scattering angle in the back focal plane is from Erickson and Klug, (1971). Although all of these equations are functionally identical.

\[ T_{ph}(\alpha, \phi) = -T^0(\alpha, \phi)A(\alpha)f(\alpha) \sin \chi(\alpha) \quad (A.6) \]

\[ \chi(\alpha) = \frac{2\pi}{\lambda} \left[ -\frac{1}{4}C_s + \alpha^4 + \frac{1}{2}\Delta f \alpha^2 \right] \quad (A.7) \]

## A.3 Envelope Functions

As outlined in Appendix B a real EM suffers from a number of issues that limit the amplitude of the various spatial frequencies that can be realistically obtained. This severely attenuates the signal that can be meaningfully collected from an EM image. Figure A.3 shows the same simulated CTF from figure A.2 with a generic envelope function (equation B.5) with a very optimistic of 15 Å, which is much lower than real experimentally obtained values. It should be clear why in focus and Scherzer focus do not provide any meaningful contrast, since almost all of the amplitudes are outside the envelope function (blue curves in A.3) and the remaining contrast producing curves are very small (black lines in A.3). The higher the B-factor the quicker the signal is attenuated.

## A.4 Acceleration voltage and the CTF

Equation A.2 depends on the wavelength of the electron that is used and so the acceleration of the microscope is important. Figure A.4 shows the change in the CTF as the acceleration voltage of the microscope is increased. Importantly the higher the voltage of the EM that is used the fewer times the phases will flip for a given
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Figure A.3: Plots of a perfect CTF against an envelope function limited CTF as defocus is increased. This figure compares a perfect CTF (blue curves) to a realistic CTF (black curves) limited by a generic envelope function (red curves) with B-factor of 15 Å$^2$. At the in focus condition, A.3a, there is very little amplitude contained within the envelope function and so contrast is very low. As defocus is increased (A.3b-A.3d) the CTF rapidly oscillates between black and white which need to computationally corrected. Only the defocus was changed in equations A.1 and A.2, all other terms were kept constant with spherical aberration: 2.0 mm, acceleration voltage: 200 kV and no astigmatism. These curves were generated with a custom script written in Python 2.7.12.
defocus values which means that it is easier to fit a CTF curve to the data, although the decreased contrast that results is an issue that can limit analysis.

A.5 CTF Estimation

As can be seen from figure A.1 the collected image loses some resemblance to the true particle due to the CTF of the microscope. To determine the true structure we need to estimate the defocal values the wave equation (equation A.2) so that we can solve the CTF and correct all the phases (i.e., flip them all to positive or negative density). To this end there are a number of CTF estimation programs (Mallick et al., 2005; Sheth et al., 2015; Vulović et al., 2012; Velázquez-Muriel et al., 2003) but the two that I have familiarity are gCTF (Zhang, 2016) and CTFind4 (Rohou and Grigorieff, 2015). They output a lot of useful files that contain a lot of interesting information that can be used to assess the quality of the of the micrographs that I used to get an overview of my micrographs (see Results 5.2.2).

After CTF estimation there are a few questions that we need to think about when looking at our data:

1. What is the defocal range of our data?
2. How astigmatic is the data? i.e., is there a large variation between $Defocus_u$ and $Defocus_v$ values.

3. How close are we to Nyquist? Is it obvious that we are collecting bad data in some way?

A.6 Summary

The CTF can seem a very complicated term, but in describes the change in contrast caused by the imperfectability of our electron microscopes. To recapture the correct image (or the true image) we need to do CTF correction, to reverse some of the problems that the EM introduces.

With some simple code is possible to explore who changing the various parameters change the behaviour of the CTF and gain a better understanding of this equation that is central to the operation of the EM and analysis of protein structure.
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Envelope Functions

Envelope functions truncate the signal from the microscope.

B.1 The different envelope functions

There are many different envelope functions that have been determined in the literature. For equations B.1, B.2, B.3, and B.4 they are from Zhu et al., (1997), and the other equations are from Frank, (2006).

B.1.1 Source size

\[ E_{pk}(k) = \exp\left[ -\pi^2q^2(k^3C_3\lambda^3 - \Delta z k \lambda)^2 \right] \] (B.1)

q is the effective source size, see Appendix C for a discussion on what the different source sizes of some of the guns are.

B.1.2 Energy spread

\[ E_{es}(k) = \exp\left[ -\frac{1}{16\ln2} \pi^2 \delta z^2 k^4 \lambda^2 \right] \] (B.2)

\( \delta z \) is the defocus variation caused by the energy spread.

B.1.3 MTF envelope function

\[ E_f(k) = 1/[1 + (\frac{k}{k_f})^2] \] (B.3)

\( k_f \) is a term that is determined for each material.
B.1.4 Drift, specimen charging and scattering

\[ E_g(k) = \exp\left[-\left(\frac{k}{k_g}\right)^2\right] \]  \hspace{1cm} (B.4)

\( k_g \) is the half width in Fourier Space, but what does that mean, I am not sure. This is mentioned on p.93 of (Frank, 2006) and maybe discussed in a bit more detail in Appendix D.

B.1.5 Generalised envelope function

Although precise envelope functions can be derived for each of the various sources of envelope (e.g., source size) a generalised envelope function can also be determined.

\[ E = \exp[-Bs^2] \]  \hspace{1cm} (B.5)

Some of the problems associated with determined the B-factor in this way are outlined in Wlodawer et al., (2017).

B.2 Simulated envelope function

I made a simple simulation of an envelope function to show how quickly the signal can be attenuated with only ‘small’ B-factors.
FIGURE B.1: This is a generic envelope function showing how it changes with increasing B value (i.e., increased atomic movement). Written in Python.
Appendix C

EM guns

Electron microscopy depends on a reliable source of electrons to illuminate some sample (citation needed). To this end a number of electron sources, commonly referred to as electron guns, have been developed. Electron emission from a cathode can be modelled by the following Schottkey equation (Orloff, 2008), with emission $J_s$, electric field strength $F$, temperature $T$, and the materials work function $\phi$. Other constants are defined in the abbreviations.

\[ J_s = \frac{4\pi m_e (kT^2)}{\hbar^3} \exp\left(\frac{e^{3/2}F^{1/2}}{(4\pi\epsilon_0)^{1/2}kT} - \frac{\phi}{kT}\right) \]  

(C.1)

C.1 Thermionic guns

When the electric field is very low (i.e., $F \approx 0$) then the Schottkey equation can be simplified to Richardson’s Law (Williams and Carter, 2009).

\[ J = AT^2 \exp\left(\frac{-\phi}{kT}\right) \]  

(C.2)

In this case the obvious way to increase the current is to increase the temperature, which is done with tungsten filament (which operate at a very high temperature) or to decrease the work function of the material, as with LaB$_6$ guns.

C.2 Field Emission guns

As can be seen from the full Schottkey equation increasing the electric field strength can also increase the electron beam current. This is utilised in field emission guns. There are two major types. The cold field gun, and the Schottkey gun. Both create a fine tip that can experience a very high electric field and allow electrons to tunnel
past the work function. Field emission guns have reduced chomatic aberration and higher spatial coherency and so are much better sources of electrons than thermionic guns\(^1\)

\(^1\)With everything in science it always depending. If the microscope will only be used for screening or at very low resolutions then perhaps it is better to buy a cheaper gun and spend that money elsewhere.
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Aligning Images

Using the notation that was set out by Frank, (2006). An image is made up of $L$ rows and $M$ columns of pixels, with total pixels $J = L \times M$. This lets us use an index for the $j$th pixel using the following equation:

$$j = (m - 1) \times L + l \quad (D.1)$$

If we have $N$ images the each image ($p_{ij}$, $i=1 \ldots N$), then we can reference the equivalent pixel from an image with the $p_{ij}$ notation. For these pixels to be equivalent then the images need to be aligned so that they reference the same location (of a protein for example) and then an analysis will have some meaning. If we can convert each image, $p_{ij}$, with some transformation $T_i$ such that all $p_j$ are in the equivalent location then we can take a meaningful average of each pixel, with $p'_{ij} = T_i p_{ij}$. If there is a true alignment (by some measure) then we take a sum of all those pixels and generate an average with the following equation:

$$\bar{p}_j = \frac{1}{N} \sum_{i=1}^{N} p'_{ij} \quad (D.2)$$

The deviation from a true and perfect alignment can be modelled in Fourier space, as a Gaussian attenuation of the signal. Which is clearly the same as equation B.4 as discussed in Appendix B.1.4:

$$\hat{F}(\hat{p}) = \hat{F}(\bar{p}) \exp\left[-(\frac{k}{k_g})^2\right] \quad (D.3)$$

For these averages to be analysed we need to align the collection of noisy 2D images which can be done by cross-correlation (section D.1) or Bayesian methods (Scheres, 2012).
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D.1 Cross-correlation

The following is the formulation of the cross-correlation function (CCF) that was set out by Frank, (2006).

We can represent images as vectors in multi-dimensional space, and so a simple Euclidean distance between the end points of these two vectors can be used as a judge of similarity. If we aim to maximise similarity then we can perform a number of rotational, and translational operations and compare each of these new coordinates to find the most similar position.

\[ f_1(\vec{r}_j) j = 1, 2, \ldots, J \]
\[ f_2(\vec{r}_j) j = 1, 2, \ldots, J \]  

(D.4)

Introduction of a rotation and translation vector \( \vec{R}_\alpha, \vec{r}' \) produces the following expression:

\[ E_{12}^2(\vec{R}_\alpha, \vec{r}') = \sum_{j=1}^{J} [f_1(\vec{r}_j) - f_2(\vec{R}_\alpha \vec{r}_j + \vec{r}')]^2 \]  

(D.5)

When this is expanded out there are three terms, the first two which are invariant and the third term which is the cross-correlation function. When the cross-correlation function is maximised the images are optimally aligned.

\[ \Phi_{12}(\vec{R}_\alpha, \vec{r}') = \sum_{j=1}^{J} f_1(\vec{r}_j) f_2(\vec{R}_\alpha \vec{r}_j + \vec{r}') \]  

(D.6)
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