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Abstract

This thesis proposes and evaluates the effectiveness of visualization tech-
niques for an augmented reality (AR) - based context-aware assembly support
system in object assembly. In assembly support systems using AR, visualiza-
tion techniques of guidance information have a very important role because
they affect directly to users perception, task performance accuracy and men-
tal workload. Although many AR-based assembly support systems have been
proposed, few keep track of the assembly status in real-time and automatically
recognize error and completion states at each step. Naturally, visualization
techniques and their effectiveness for such context-aware systems remain un-
explored.

Our test-bed system was built in the context of building block (LEGO)
assembly that can automatically recognize assembly status, detect assembly
errors and display context-aware guidance information corresponding to the
recognized assembly status. It also helps users correct errors quickly and finish
assembly tasks correctly.

In our first evaluation, we compared the performance of the test-bed sys-
tem in different AR visualization modes proposed with a traditional assembly
instruction style - paper manual in assembly tasks. Experimental results show
that although subjects took longer to complete the assembly tasks with the
test-bed system, accuracy was dramatically improved and subjects also felt
that the visualization modes proposed were easier to understand and more
useful than the traditional assembly style with a paper manual.

In our second evaluation, based on feedbacks in the first evaluation, we
proposed some new forms of the traditional AR visualization mode - Overlay
mode and evaluated them in assembly tasks. We found a visualization mode
(partial-wireframe overlay mode), which has guidance information and the
topmost layer of the virtual model rendered directly overlaying on the real
model, had better user preference as well as efficiency of assembly tasks.

We conducted the third evaluation to explore effectiveness of two modes:
one is the best visualization mode proposed in the first evaluation (the side-by-
side mode) and the second one is the mode we found in the second evaluation
(the partial-wireframe overlay mode). Our experimental results indicate that
the first mode outperforms the second one under moderate registration accu-
racy and marker-based tracking.

Although the side-by-side mode has good performance and user preference,
it is not alway available due to limits of object-stabilized visualization styles
specifically under the context we concern in this study with big size of assem-
bling models and narrow field-of-view head mounted displays (HMDs). In the
last evaluation, we proposed and evaluated the effectiveness of hybrid object-
and screen-stabilized visualization techniques as a solution for the limits with
the object-stabilized visualization styles. Our experimental results indicate
one of the two hybrid object- and screen-stabilized visualization modes pro-
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posed that shows virtual target status of real assembling objects at a fixed
position on the HMD screen with real-time pose updated has the best perfor-
mance and user preferences under the context considered in this study.

Our experiments showed that the visualization techniques proposed in this
thesis helped users to have a better perception about assembly tasks, increase
task performance accuracy and reduce mental workload. We believe that our
results provide useful insight into the design of visualization techniques for
AR-based assembly support systems under moderate registration accuracy
and marker-based tracking context.
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Chapter 1

Introduction

1.1 Background
Augmented reality (AR) - the technology that blends computer generated
virtual objects with the real environment, is becoming more and more widely
used in many areas in our life. One of the most promising applications of
augmented reality is in the traditional manufacturing assembly domain. In
manufacturing, while some assembly operations are automated, there are still
a significant number of assembly operations that require manual human effort.
In terms of assembly support systems, AR technology makes it possible to
display digital information in the assembly subject’s field of view, such as
step-by-step instructions that are essential for the work.

In order to provide more natural hand free interaction, support for more
complex, multi-step assembly tasks, better assist for users as well as im-
prove labor efficiency and accuracy, smarter assembly support systems such
as context-aware systems should be examined and treated as a main research
trend of AR application in manufacturing domain.

In an assembly support system using AR, visualization factors play a very
important role. Visualization in AR has the potential to resolve spatial am-
biguities by displaying spatial indicators (such as arrows or spotlights) prop-
erly registered and directly overlaying the actual workpiece, freeing the user
from the cognitive burden of relating actual locations on the workpiece to
corresponding locations on a separate virtual model [41]. In comparison to
visualization of conventional systems such as paper-based work instructions or
multimedia information systems, visualization in AR applications can display
information depending on the context (i.e., in reference to particular compo-
nents or sub-assemblies). This helps to reduce search time as well as head
and eye movements [25] in assembly and is thus able to increase productivity
[40].

1.2 Problems
Although a number of visualization techniques for assembly support system
using AR have been proposed, there is still no design standard for AR based
assembly support systems. This is due to a variety of display devices’ speci-
fications, constrains of tracking sensors, content and requirement of assembly
tasks etc. For these reasons, identifying what information should be provided,
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what representation of the information, the effectiveness of the presentation
in object assembly, etc., remain unexplored.

1.3 Proposals and Contributions
In the scope of this study we focus on usual conditions such as using head
mounted display (HMD) devices with narrow field of view, marker-based en-
vironment, 3DOF tracking on the table with moderate registration accuracy,
those are mostly used in assembly in practice. The goal of this study is to
explore the best representation for guidance information of a context-aware
assembly support system using AR which supports the best performance in
assembly tasks.

In Chapter 1, we introduced the background of the study, problems, our
proposed solutions as well as our findings and contributions for the research
topic.

In Chapter 2, we did a survey on related works and highlighted the differ-
ence between our approaching with methods were introduced in the related
works.

In Chapter 3, we described details about the test-bed assembly support
system that we used in this study to evaluate our experiments.

In Chapter 4, we focus on our first attempt to suppress the impact of mod-
erate registration accuracy to effectiveness of assembly tasks. We proposed
two AR visualization modes, one visualizes a virtual object - a clone of the real
object that is assembled whose structure and pose are updated in real-time
to match those of the real object. This visualization mode is considered to be
able to get rid of the effect of poor registration accuracy. Another visualization
mode is displaying wire-frame virtual guidance information directly onto the
real object. We conducted a comparative evaluation with a traditional assem-
bly instruction style - paper manual in assembly tasks. Experimental results
show that although subjects took longer to complete the assembly tasks with
the test-bed system, accuracy was dramatically improved and subjects also
felt that the visualization modes proposed were easier to understand and more
useful than the traditional assembly style with a paper manual.

In Chapter 5, based on feedbacks in the first evaluation, we proposed some
new forms of the traditional AR visualization mode - the overlay mode. In the
first evaluation, participants encountered two problems with the full-wireframe
overlay mode. The first one is low visibility of the real object due to a overlaid
full-wirefame virtual content. The second one is the confusing visualization
due to poor registration. Overlay mode is a traditional AR visualization style.
Even though side-by-side mode had better performance in the first evaluation
in Chapter 4. However, the two problems were encountered with the overlay
mode mention above can be mitigated by improving the overlay mode. This
gives us a hope to compare the improved overlay mode again to the side-by-
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side mode. Under bottom up assembly style which we considered in this study
(a layer should be finished before starting a new layer above it), only a portion
of the wire frame that connects the top part of the real object with guidance
information (the partial-wireframe) will take better efficiency than displaying
a full virtual connection wire frame between real object and virtual guidance
information. The experimental results supported our hypothesis.

In Chapter 6, we described the third evaluation to explore effectiveness of
two modes: one is the best visualization mode proposed in the first evaluation
(the side-by-side mode) and the second one is an overlay mode with the best
performance we found in the second evaluation (the partial-wireframe overlay
mode). Our experimental results indicate the first mode outperforms the
second one under moderate registration accuracy and marker-based tracking.
It may still be the case that an overlay mode has the potential to reduce spatial
ambiguity by overlaying instructions directly onto the real object, however it
seems that this is highly sensitive to misalignment, latency, or conflicting
depth cues. At least for our test-bed, having a spatial separation between the
virtual model and the real model led to significantly better performance in
every aspect.

In Chapter 7, we proposed and evaluated the effectiveness of hybrid object-
and screen-stabilized visualization techniques as a solution for the limits with
object-stabilized visualization styles. Although the best performance visual-
ization style in the third evaluation,the side-by-side mode, has good perfor-
mance and user preference, it is not always available due to limits of object-
stabilized visualization styles specifically under the context we concern in this
study with large assembling models and narrow field-of-view head mounted
displays (HMDs). We conducted the fourth evaluation between the side-by-
side mode and the hybrid modes proposed in this Chapter to evaluate their
effectiveness in object assembly. Our experimental results indicate one of the
two hybrid object- and screen-stabilized visualization modes proposed that
shows virtual target status of real assembling objects at a fixed position on
the HMD screen with real-time pose update has the best performance and
user preferences under the context considered in this study.

In the Chapter 8, we summarized the findings, clarified and reinforced our
hypotheses as well as gave the conclusions for usefulness of the study as well as
contributions for the design of visualization techniques for AR-based assembly
support systems.





Chapter 2

Related Works

2.1 Assembly Support Systems using Augmented
Reality

Assembly support systems using augmented reality have been studied for
many years. One of their main purpose is to make it possible to provide
essential digital information in the assembly subject’s field of view, such as
step-by-step instructions in order to support and improve the effectiveness of
their work. One of the most well-known assembly support systems in this
regard is the assembly support system for cable harnesses at Boeing [13].
Engineers at Boeing have implemented wearable computers and augmented
reality systems to aid workers in the assembly of airplanes (Figure 2.1). Their
augmented reality project was designed to display pertinent instructions and
diagrams in front of the manufacturing workers, who use the information to
work on or assemble pieces of the aircraft. A wearable computer is used to
render wire frame diagrams or text instructions at the arm’s length in front
of the user next to the work piece. The user looks at the piece and they see a
diagram or text telling them what to do next and how. Since rendering com-
plex images is not required, a wearable computer with low graphics capability
suffices. One of the main challenges associated with using AR and a wearable
system for this application is registering the overlaid instruction information
relative to the work piece so that it stays on the target work piece precisely
regardless of user motion. In order to solve this problem, Boeing engineers
have worked on a real-time video-based tracker. A small, head-mounted video
camera detects visual markers on the work piece and the computer estimates
the relative pose information and displays the diagram and text on the work
piece.

Since then, many research works on AR assembly guidance have been re-
ported. Reiners et al. [45] developed an AR prototype system for assembling
door locks on cars (Figure 2.2). The system was built using common off-
the-shelf hardware, a standard SGI O2 with a 180 MHz R5k processor and
128MB memory. The machine has good video capabilities and reasonably fast
rendering. A voice-command driven interface was used. It runs on a separate
machine, a standard Intel-based laptop running Windows 95 and IBM Voice-
Type based speech recognition software. It is connected to the O2 via RS-232,
which is adequate for the transmission of the short recognized commands. It
uses CAD data taken directly from the construction and production database.
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Figure 2.1: Aircraft assembly support system at Boeing [13]. Adam Janin
demonstrates Boeing’s prototype wire bundle assembly application.

This allows the system to be integrated into the existing infrastructure. An
optical tracking system was designed and implemented using low cost pas-
sive markers that is fast enough for HMD use. Zauner et al. [57] developed
a prototype system for AR in the assembling of furniture in which step-by-
step instructions were given to users to help them complete the assembling
(Figure 2.3). The system uses an HMD to display guidance information - a
mixture of traditional 2D and 3D contents combining with audio to guide the
user through the assembly process. ARToolKit [32] is used for tracking, and
reference markers are attached to the various furniture parts thus allowing the
system to determine the point and order of assembly. Salonen and Saaski [48]
proposed AR assembly systems that focus on the implementation of an AR
assembly system in a real setting in factory by integrating design for assembly
(DFA) software tools to the design systems (CAD/PDM/PLM). The major-
ity of the product data is created in design systems (CAD) and stored to a
PDM/PLM system (Figure 2.4). The CAD model is exported to a standard
STEP (ISO 10303 1994) format file, that includes a product structure and 3D
models of the parts. The system uses markers and a HMD to display guid-
ance information. The markers pasted on the rotating metal plate are used
for tracking the physical units’ orientation. Assembled parts are shown to the
worker task by task according to the work phase instructions, overlaid on the
physical unit. Syberfeldt et al. [54] described a study of using the concept of
augmented reality for supporting assembly line workers in carrying out their
task optimally. By overlaying virtual information onto real world objects and
thereby enhance the human’s perception of reality, and augmented reality
makes it possible to improve the visual guidance to the workers. A prototype
system is developed based on the Oculus Rift platform and evaluated using a
simulated assembling task (Figure 2.5).

STARMATE, a project funded by the EU (IST-1999-10202), aims at speci-



Figure 2.2: Car’s door locks assembly using augmented reality [45].

Figure 2.3: Furniture assembly using augmented reality [57].



8 Chapter 2. Related Works

Figure 2.4: Salonen et al.’s proposed augmented reality based information
processing architecture [48].

fying, designing, developing, and demonstrating a prototype dedicated to com-
puter guided maintenance of complex mechanical elements using augmented
reality techniques. The system will provide two main functionalities: User as-
sistance for achieving assembly/disassembly and maintenance procedures, and
workforce training of those procedures. A user equipped with a see-through
HMD, a microphone and headphones, has to perform some tasks on a me-
chanical element [50]. The see-through mode of the HMD allows the user to
see the real image of the scene, which is augmented by a computer generated
virtual image, containing additional information (Figure 2.6) [50]. Tracking
system consists of an optical infrared stereo tracker, which can be combined
with an inertial tracker to overcome some weaknesses of a full optical solution.

In order to enhance man machine communication with more efficient and
intuitive information presentation, Andersen et al. [12] proposed a proof-of-
concept system based on stable pose estimation by matching captured image
edges with synthesized edges from CAD models for a pump assembling pro-
cess (Figure 2.7) [12]. The system is created for aiding a pump assembling
process at Grundfos, one of the leading pump producers. Stable pose esti-
mation of the pump is required in order to augment the graphics correctly.
This is achieved by matching image edges with synthesized edges from CAD
models. To ensure a system which operates at interactive-time the CAD mod-
els are pruned online and a two-step matching strategy is introduced. Online
the visual edges of the current synthesized model are extracted and compared
with the image edges using chamfer matching together with a truncated L2
norm. A dynamic visualization of the augmented graphics provides the user



Figure 2.5: Visual assembly support system [54].
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Figure 2.6: The STARMATE in use [50]. User working on a machine (left),
and an augmented view of the user (right).

with guidance. Usability tests show that the accuracy of the system is suf-
ficient for assembling the pump. Zhu et al. [60], proposed a wearable AR
mentoring system to support assembly and maintenance tasks in industry
specifically assist in maintenance and repair tasks of complex machinery, such
as vehicles, appliances, and industrial machinery. The system combines a
wearable optical see-through (OST) display device with high precision 6DOF
pose tracking and a virtual personal assistant (VPA) with natural language,
verbal conversational interaction, providing guidance to the user in the form of
visual, audio and locational cues. The system is designed to be heads-up and
hands-free allowing the user to freely move about the maintenance or training
environment and receive globally aligned and context-aware visual and speech
instructions (animations, symbolic icons, text, multimedia content, speech).
The user can interact with the system, ask questions and get clarifications
and specific guidance for the task at hand (Figure 2.8) [60].

Previous works have shown the potential of AR assembly guidance sys-
tems providing multi-media and interactive instructions to improve the per-
formance of the users. However, limitations exist in current AR systems when
assisting users with complex assembly processes. Such issues include time-
consuming authoring procedures, integration with enterprise data, intuitive
user interfaces, etc. Future work should examine the appropriateness of AR
guidance for more complex, multi-step assembly tasks. In addition, although
interactive AR assembly guidance has improved the traditional step-by-step
guidance systems by providing pertinent information according to the user’s
requirement, the interaction scheme may disturb or interrupt the user’s on-
going assembly task. Therefore, it is imperative to work on detecting and
recognizing the users’ actions or assembly status in order to provide more
natural hand free interaction, better assist for users as well as improve labor
efficiency and accuracy.
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a) High resolution model. b) Low resolution model. c) Polygons in b). d) Sharp edges. 
e) Outer edges.

(a)                          (b)                          (c)                                  (d)                               (e)

a) Detected edges. b) Synthesized edges. c). Distance transform with the detected edges 
superimposed.

(a)                                       (b)                                        (c

Figure 2.7: Feature extraction and synthesis of objects assembling [12].

2.1.1 Context-Aware AR Assembly Support Systems

Smarter assembly support systems such as context-aware systems have been
researched and become a main trend in recent years. ARVIKA (Figure 2.9) [2]
project provides a context-sensitive system to enhance the real field of vision
of a skilled worker, technician or development engineer with timely pertinent
information. Figure 2.10 illustrates a sub-project of ARVIKA in aerospace
industries.

ARTESAS (Advanced Augmented Reality Technologies for Industrial Ser-
vice Applications) [1], a follow-up of ARVIKA project, aims to provide aug-
mented reality systems to be used in complex industrial service situations.
Using a see-through display, in a car assembly/disassembly scenario, the me-
chanic is provided with additional information about the mechanic parts in his
or her view in a perspectively correct manner (Figure 2.11). 3D augmented
information is displayed using a marker-less tracking system. Model-based
tracking with CAD model data of the objects, real-time structure-from-motion
(SfM) using a fish eye camera, inertial sensor which is used to measure head
rotation have been used in combination (Figure 2.12).

COGNITO (Cognitive Assistance and Training System for Manual Tasks
in Industry) whose main purpose is to design a personal assistance system, in
which augmented reality is used to support users in task solving and manipu-
lation of objects (Figure 2.13). Due to its sensing and learning capability, the
COGNITO system automatically creates workflow references by observing a



Figure 2.8: Concept of the proposed AR-Mentor system [60]: The user com-
municates verbally to the AR-Mentor system using a microphone; The AR-
Mentor system understands the user and provides audible (speaker) and visual
instructions (OST glasses).



Figure 2.9: Step-by-step assembly augmentation in ARVIKA [2]. Using 2D
computer graphics and 3D data models for the augmentation of the process.

Figure 2.10: Sub-project of ARVIKA in aerospace industries [2].

Figure 2.11: Demonstration in a car assembly/disassembly scenario in ARTE-
SAS [1]. 3D augmentation information is displayed using marker-less tracking
system.
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Figure 2.12: Structure-from-Motion system using a fish eye camera [1].

shown task in the learning mode. After a workflow has been learnt, the system
can be run in the playback mode, in which it explains the previously learnt
task to the operator. The system compares the user activity in real-time with
the workflow reference and provides adequate feedback (Figure 2.14). The
low level sensor processing handles the measurements from a BSN (on-body
sensor network) and provides estimates of the positions of the operator, his
or her hands, and relevant objects in the environment. A monocular HMD
provides the system feedback and user assistance information.

In order to implement the context-aware AR systems, 3D models of workspace
scenes are often required, whether for registration of the camera pose and vir-
tual objects, handling of occlusion, or authoring of pertinent information. In
our previous work [34] we introduced a test-bed system that displays guid-
ance information and error detection information corresponding to recognized
assembly status. It was used as the test-bed system for evaluations in this
paper. We will explain more details about the test-bed system in the Chapter
3.
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Figure 2.13: A usage scenario in the COGNITO system [3].

2.2 Typical Architecture of an AR Assembly
Support System

2.2.1 Generalized AR System Design Concepts

In 2005, Bimber and Raskar [16] proposed a generalized design for an AR-
based assembly support system (Figure 2.15).The generalized design is com-
prised of the following four layers of components:

Base Level. This is the lowest level of design, and it includes hardware
and software designs for tracking objects in the real world, displaying objects
and information to the user. Most research effort to date in the field of AR
has occurred at this level.

Intermediate Level. This level of design, implemented mostly in software, is
responsible for interacting with the user, providing authoring tools for creating
AR content, presenting and arranging generated content.

Application Level. This level, implemented entirely in software, consists
of the overarching AR application. It serves as the primary interface to the
user.

User Level. This level represents the end user’ system. This level is in-
cluded in the generalized design to emphasize the users role in the application.
AR applications are highly dependent on human design issues, which must be
considered independently of aggregate interface design approaches.



Figure 2.14: Workflow of the COGNITO system [3].
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Figure 2.15: Generalized AR Design [16].

Based on the generalized design, a typical AR assembly system is illus-
trated in Figure 2.16 [55]. There are six function modules, namely, video cap-
ture, image analysis and processing, tracking process, interaction handling,
assembly information management and rendering are illustrated as the kernel
modules to constitute the main loop of an AR assembly system. In addition,
for each important function module, e.g., display or camera, there is a pop-up
note to illustrate its characteristics, disadvantages, classifications, etc. Impor-
tant pathways for data transferring on which the six kernel modules rely on
are shown in color, e.g., input data pathways are in blue, while output data
pathways are in orange.

2.2.2 Components for an Assembly Support System

As above, there are six function modules are kernel modules of an AR based
assembly support system. Among them, the most essential components are
tracking, displaying and content authoring.

2.2.2.1 Tracking

Tracking refers to the process of continuously determining an object’s position
and orientation in physical space. This fundamental task, inherent to all
AR applications, provides important information for determining the state
of objects (including the user) and their interactions. Tracking real world
objects is vital to registering virtual objects with their real-world counterparts.
Tracking techniques generally fall into three categories: sensor-based, vision-
based, and hybrid tracking techniques [59].

Sensor-based tracking techniques are based on sensors such as mechanical,
inertial, electromagnetic and ultrasonic sensors. Mechanical tracking systems
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Figure 2.16: Typical architecture of AR assembly system [55].

use mechanical linkages tied to potentiometers and other electronic devices
to determine position and orientation. These systems provide extremely ac-
curate position and orientation information, often serving as the baseline for
tracker performance tests, and were used in early AR systems including the
first system developed by Sutherland [53]. However, a principal disadvantage
of these trackers is the need for the mechanical apparatus that supports link-
ages and sensors, constraining the user’s freedom of motion. Inertial tracking
systems, which leverage the principle of linear and angular momentum con-
servation, represent an important tracker class, given their compact size and
ability to function without an external source. However, since these systems
tend to drift over relatively short periods of time on their own, they are most
useful when configured as part of hybrid systems. Electromagnetic tracking
systems employ sensors that determine their position and orientation inside
an artificially generated electromagnetic field. These systems are relatively
inexpensive and provide relatively high accuracy. However, these trackers are
highly susceptible to interference from ferrous metal, and magnetic fields, es-
pecially in dynamic environments in which potential sources of interference
are not stationary. Ultrasonic tracking systems calculate position by measur-
ing the time ultrasonic signals from a set of transducers take to reach a set of
microphones, assuming the speed of sound to be known. These systems are
also relatively inexpensive and provide a high level of accuracy, for example,
the 3D position and orientation of a set of three rigidly mounted microphones
can be determined based on the computed time of flight (and hence distance)
to each microphone from each of a set of three rigidly mounted transducers.
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Ultrasonic systems were among the earliest trackers used in AR research, in-
cluding Sutherland’s. However, they require a direct line of sight, can suffer
from interference from echoes and other sources, and have a relatively low
update rate. The only sufficiently high-quality systems currently available
that use ultrasonic technology do so in combination with other technologies
to address these deficiencies, and will therefore be discussed below with other
hybrid trackers. [47] provides a good review of sensor based tracking. Sensor-
based tracking techniques are widely used in many advanced assembly support
systems such as ARTESAS [1] (inertial sensors) or COGNITO [3] (inertial sen-
sors).

Vision-based tracking techniques can use image processing methods to cal-
culate the camera pose relative to real-world objects. In computer vision,
most of the available tracking techniques can be divided into two classes,
feature-based and model-based [44]. The rationale underlying feature-based
methods is to find a correspondence between 2D image features and their 3D
world frame coordinates. The camera pose can then be found from project-
ing the 3D coordinates of the feature into the observed 2D image coordinates
and minimizing the distance to their corresponding 2D features [56]. One
of the earliest feature-based tracking techniques is marker tracking method
that could be used to calculate camera pose in real-time from artificial mark-
ers. The popular ARToolKit library [32], an open-source framework, allows
developers to define their own marker designs and train the tracking system
to recognize them in the environment. Other studies explored tracking from
efficient line finding methods [52] or non-square visual markers [21, 39]. Since
marker-based tracking requires that markers be placed in the environment
in advance and remain sufficiently visible during a tracked task, research in
optical tracking has attempted to replace printed markers with natural fea-
tures [17, 23] (such as visually unique parts of an engine), making marker-less
tracking possible.

Model-based tracking methods [17, 43] can capitalize on the natural fea-
tures existing in the environment and thus extend the range of the tracking
area using natural features which are relatively invariant to illuminations. For
example, edges are the most frequently used features as they are relatively easy
to find and robust to changes in lighting. However, model-based methods also
usually require the cumbersome process of modeling, especially when creating
detailed models for a large cluttered environment.

For some AR applications, computer vision alone cannot provide a robust
tracking solution and so hybrid methods have been developed which combine
several sensing technologies. A hybrid tracking method can be a combination
among inertial and computer vision technologies. Vision-based tracking has
low jitter and no drift, but it is slow and outliers can occur. Inertial tracking
is fast and robust and can be used for motion prediction when rapid changes
occur. Klein and Drummond [35] presented a hybrid visual tracking system,
based on a CAD model of edge and a serving system. It uses rate gyroscopes
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to track the rapid camera rotations. Bleser et al. [18] presented a hybrid
approach combining structure from motion, SLAM (simultaneous localization
and mapping) and model-based tracking. A CAD model was first used for
initialization and then 3D structure was recovered during the tracking allowing
the camera to move away and explore unknown parts of the scene. Hybrid
methods are also widely used in the advanced assembly support systems such
as ARTESAS or COGNITO.

2.2.2.2 Displaying

The display technologies mainly focus on three types: see-through head mounted
displays, projection-based displays and handheld displays. In the assembly
support system, see-through HMDs are mostly employed to allow the user to
see the real world with virtual objects superimposed on it under the user’s
field of view. Virtual objects are displayed in front of one eye (monocular)
or both eyes of the user (biocular if the images presented to both eyes are
the same, binocular if the images presented to both eyes form a stereo pair).
See-through HMDs may be fundamentally divided into two categories; optical
see-through (OST) and video see-through (VST) HMDs [59]. Optical see-
through displays allow the user to see the real world with their natural eyes.
The real and virtual worlds are merged using optical combiners, such as half-
silvered mirrors or prisms. Video see-through displays use cameras to capture
real world imagery, combine the real and virtual content digitally or through
video mixing hardware, and present it on the same displays. The assembly
support system in STARMATE [51] uses a pair of semi-transparent goggles
(HMD) to allow the user to see the real scenes and display visual elements
over them. In ARVIKA [2], the assembly support system uses a MicroOptical
Clip-on display (640 × 480) to show the augmentation information. In COG-
NITO [3], the assembly support system uses a monocular optical see-through
view-up HMD to provide the system feedback and user assistance information.

Optical see-through displays seem to be used more often than video see-
though displays in the assembly support systems. Obviously, optical see-
through displays have the advantage of presenting the real world at its full
spatial resolution, with no temporal lag, full stereoscopy, and no mismatch
between vergence (the angle between the lines of sight from each eye to a
given real-world object) and accommodation (the distance at which the eyes
must focus to perceive that real world object). However, they have some
limitations. Other input devices such as cameras are required for interaction
and registration. Furthermore, combining the virtual objects holographically
through transparent mirrors and lenses creates disadvantages as it reduces
brightness and contrast of both the images and the real-world perception. In
addition, occlusion (or mediation) of real objects is difficult because their light
is always combined with the virtual image.

In contrast, video see-through displays have the advantage of being the
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cheapest and easiest to implement. Since reality is digitized, it is easier to
mediate or remove objects from reality. This includes removing or replac-
ing fiducial markers or placeholders with that of virtual objects. Brightness
and contrast of virtual objects are matched easily with the real environment.
Furthermore, the digitized images allow tracking of head movement for bet-
ter registration. It also becomes possible to match perception delays of the
real and virtual. VST displays can handle occlusion problems more easily
compared to OST displays due to various image processing techniques.

Recently, head mounted projective displays (HMPDs) [30] have been used
as an alternative to HMDs. They typically use a pair of miniature projectors
mounted on the head that project images onto retro-reflective material in the
real environment which is then reflected into the user’s eyes. The main advan-
tages of HMPDs compared to HMDs are that they can support a large field
of view (up to around 90◦), that they allow easier corrections of optical dis-
tortions, and that they provide the ability to project undistorted images onto
curved surfaces. However, light from an HMPD needs to pass through the
display optics several times, which can cause a reduction in image brightness.
Furthermore, Normal spatial AR systems typically assume that all virtual ma-
terial is intended to lie on the projected surface, limiting the type of geometry
that can be presented.

2.2.2.3 Content Authoring

Augmentation information for assembly instructions used in assembly support
systems can be in various types (text information, 2D images, 3D objects,
etc.). In the assembly support system at Boeing, text, wire frames and simple
images were used for assembly instructions. In STARMATE [51], ARVIKA [2],
ARTESAS [1], 2D and 3D augmentation are used for assembly instructions.

At the early period, content development was performed mainly at source-
code level using programming languages such as C or C++. Currently, there
are many solutions, frameworks, authoring tools dedicated to augmented re-
ality, aimed at supporting the creation of AR contents. Some of the available
AR authoring tools include the CREATE tool from Information in Place [4],
the DART toolkit [5], and the MARS Authoring Tool [8]. Companies like
Thinglab [9] assist in 3D scanning or digitising of objects. Recently, Kinect-
Fusion [31] enables a user holding and moving a standard Kinect camera to
rapidly create detailed 3D reconstructions of an indoor scene as well as indi-
vidual objects by segmentation through direct interaction. It can be used as
a low-cost object scanner, and the reconstructed 3D objects can be imported
to CAD or other 3D modeling applications, or they can even be materialized
by a 3D printer. Optical capture systems, capture suits, and other tracking
devices available at companies such as Inition [6] can be tools for creating AR
content beyond “simple” annotations.

Another approach of AR content authoring in the manufacturing industry
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Figure 2.17: A small head-mounted video camera to display a diagram and
text on the workpiece [11] .

is reuse of existing product data. Product data is stored in CAD / PDM /
PLM systems. These systems include all relevant product data (3D geometry,
product structures, simulation results, part fabrication plans, assembly plans
etc.). The information can be retrieved from CAD / PDM / PLM systems,
which can be then converted to some forms suitable for AR displays. [49]
proposed methodology how the AR instructions are created from the product’s
3D model.

2.3 Visualization Techniques for Assembly Sup-
port Systems

There has also been a rich body of work on visualization techniques for assem-
bly support systems using AR. Caudell and Mizell [11] proposed one of the first
implementation of a classic AR assembly system by combining head position
sensing and real world registration with the HMD, such that a computer-
produced diagram, containing pertinent information, can be superimposed
and stabilized on a specific position on a real-world object (Figure 2.17).

Reiners [45] and his colleagues demonstrated a prototype AR system that
uses passive retro-reflective markers illuminated by IR sources to augment a
mechanic’s natural view with text, labels, arrows, and animated sequences
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designed to facilitate task comprehension, location, and execution. Transla-
tional and rotational animations of visual graphics in the world coordinates
allow for those graphics to convey additional meaning in an intuitive way such
as the insertion of one part into another, or twisting of a tool, etc. Zhang et
al. [58] proposed a method to implement the RFID technology in the appli-
cation of assembly guidance in an augmented reality environment, aiming at
providing just-in-time information rendering and intuitive information navi-
gation for the assembly operator. Henderson and Feiner [26] presented the
first AR system to aid users in the psychomotor phase of procedural tasks.
The system provides dynamic and prescriptive instructions in response to the
user’s on-going activities.

A basic design decision in building an AR system is how to accomplish
the combining of real and virtual. Two basic choices for AR visualization are
available: optical and video technologies. A see-through HMD is one device
used to combine real and virtual. Standard closed-view HMDs do not allow
any direct view of the real world. In contrast, a see-through HMD lets the
user see the real world, with virtual objects superimposed by optical or video
technologies.

Optical see-through HMDs work by placing optical combiners in front of
the user’s eyes. These combiners are partially transmissive, so that the user
can look directly through them to see the real world. The combiners are
also partially reflective, so that the user sees virtual images bounced off the
combiners from head-mounted monitors. This approach is similar in nature to
Head-Up Displays (HUDs) commonly used in military aircraft, except that the
combiners are attached to the head. Figure 2.18 shows a conceptual diagram
of an optical see-through HMD. Figure 2.19 shows an optical see-through
HMD made by Seiko Epson Corporation.

In contrast, video see-through HMDs work by combining a closed-view
HMD with one or two head-mounted video cameras. The video cameras pro-
vide the user’s view of the real world. Video from these cameras is com-
bined with the graphic images created by the scene generator, blending the
real and virtual. The result is sent to the monitors in front of the user’s
eyes in the closed-view HMD. Figure 2.20 shows a conceptual diagram of a
video see-through HMD. Figure 2.21 shows an actual video see-through HMD,
Wrap1200AR made by Vuzix.

AR systems can also be built using monitor-based configurations, instead
of see-through HMDs. Figure 2.22 shows how a monitor-based system might
be built. In this case, one or two video cameras view the environment. The
cameras may be static or mobile. In the mobile case, the cameras might
move around by being attached to a robot, with their locations tracked. The
video of the real world and the graphic images generated by a scene generator
are combined, just as in the video see-through HMD case, and displayed in
a monitor in front of the user. The user does not wear the display device.
Figure 2.23 and Figure 2.24 shows an actual monitor-based AR system and
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Figure 2.18: Optical see-through HMD conceptual diagram [13].

an AR system on a smart phone.
In this study we chose video see-through HMD approach due to following

advantages over optical blending:
Real and virtual view delays can be matched: Video offers an approach for

reducing or avoiding problems caused by temporal mismatches between the
real and virtual images. Optical see-through HMDs offer an almost instanta-
neous view of the real world but a delayed view of the virtual. This temporal
mismatch can cause problems. With video approaches, it is possible to delay
the video of the real world to match the delay from the virtual image stream.

Additional registration strategies: In optical see-through, the only infor-
mation the system has about the user’s head location comes from the head
tracker. Video blending provides another source of information: the digitized
image of the real scene. This digitized image means that video approaches can
employ additional registration strategies unavailable to optical approaches.

Easier to match the brightness of real and virtual objects: Ideally, the
brightness of the real and virtual objects should be appropriately matched.
Unfortunately, in the worst case scenario, this means the system must match a
very large range of brightness levels. The eye is a logarithmic detector, where
the brightest light that it can handle is about eleven orders of magnitude
greater than the smallest, including both dark adapted and light-adapted
eyes. In any one adaptation state, the eye can cover about six orders of
magnitude. Most display devices cannot come close to this level of contrast.
This is a particular problem with optical technologies, because the user has a
direct view of the real world. If the real environment is too bright, it will wash
out the virtual image. If the real environment is too dark, the virtual image
will wash out the real world. Contrast problems are not as severe with video,
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Figure 2.19: Epson - Moverio Pro BT-2000.

because the video cameras themselves have limited dynamic response, and the
view of both the real and virtual is generated by the monitor, so everything
must be clipped or compressed into the monitor’s dynamic range.

AR information needs to be presented to the user in such a way that
ambiguities are minimized as to what the information is referring to. Most
studies on AR visualization methods cope with two typical sources of such
ambiguities; misinterpretation of depth orders and registration errors. For
the former problem, it is well known that AR information with solid rendering
appears to be front most regardless of its intended depth. To better convey
spatial relationships to the real objects, AR information is often rendered
with a cut away box or in a semi-transparent manner [24][19]. A combination
of wireframe and semi-transparent rendering is proven to help discern depth
ordering [37]. For the latter problem, in the presence of registration error,
expanded boundary regions based on estimated registration errors have been
proposed to disambiguate the target object of concern [20][22]. Robertson et
al. report additional visual context can also ameliorate the negative effects
of registration error [46]. In this study we propose some new approaches
to suppress the impact of moderate registration accuracy to effectiveness of
assembly tasks in object assembly.
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Figure 2.20: Video see-through HMD conceptual diagram [13].

2.3.1 World-Stabilized and Screen-Stabilized Visualiza-
tion Techniques

Most of visualization techniques introduced in the systems above are world-
stabilized visualization techniques. World-stabilized visualization ( Figure 2.25)
and head (screen)-stabilized information display (Figure 2.26) definition were
first introduced in a work of Billinghurst et al. [15] and repeatedly used in the
literature (e.g. [42]). In world-stabilized visualization techniques, information
is fixed to the real world and its apparent position on screen varies as the
user moves his or her head. This requires the user’s viewpoint position and
orientation to be tracked. World-stabilized information presentation enables
annotation of the real world with context dependent visual and audio data,
creating information enriched environments. This increases the intuitiveness
of the real world tasks [15].

Despite the advantages of world-stabilized visualization techniques, some
assembly support systems only use head-stabilized (screen-stabilized) infor-
mation display. Baird and Barfield [14] presented a system with screen-fixed
instructions on untracked monocular OST and opaque HMDs to support a
computer motherboard assembly task. In the screen-stabilized visualization
techniques, information is fixed to the user’s screen and it does not change
as the user moves his or her viewpoint. Therefore, guidance information is
always available to users and he or she can refer to it very quickly. However,
the poses of the virtual 3D guidance information are not normally updated
in real-time to match to those of their referring real objects. Thus the user
needs to mentally rotate the guidance information to the corresponding real
object.
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Figure 2.21: Vuzix - Wrap1200AR.

Figure 2.22: Monitor-based AR conceptual diagram [13].

2.4 Survey Summary
A number of manufacturing assembly support systems using AR from “proof-
of-concept” applications to the state-of-the-art on-going projects have been
reviewed in this chapter. Although a lot of new solutions and techniques
for building up an innovative assembly support system have been proposed
and improved over the years, there are still a lot of limitations specifically in
object tracking and recognition techniques that need to be overcome. In one
of the state-of-the-art projects for building up an innovative assembly support
system, COGNITO, the user’s motions are detected and tracked by using an
on-body multi-sensor network. However, multiple sensors attached on the
user’s body limit the freedom of the user’s movement as well as increasing the
mental workload.
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Figure 2.23: An actual monitor-based AR system.

Focusing on the assembled objects themselves, a context-aware assembly
support system that can keep track of the objects’ status in real-time, and
automatically recognize error and completion states at each assembly step as
well as display guidance information corresponding to the recognized states
flexibly, is desirable and expected to meet the needs for good training, im-
proving labor efficiency and accuracy in work. In the next Chapter we will
introduce a such assembly support system using augmented reality that we
proposed previously in my master’ thesis. We also use it as the test-bed
system for evaluations in this thesis.



Figure 2.24: AR on a smart phone.
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Figure 2.25: World-stabilized AR working planes remain fixed during user
movement such as translation and rotation [42].



Figure 2.26: Head(sreen)-stabilized visualization [15].



Chapter 3

The Test-Bed System

3.1 System Design
In this chapter we will describe the test-bed system which we used for eval-
uations in this thesis. The hardware setup of the test-bed system is shown
in Figure 3.1. The user builds a building block structure from the table up,
layer by layer, while the system highlights the next layer to build on the vir-
tual representation of the real model being assembled. The system uses depth
information captured in real-time by a depth sensor, the Microsoft Kinect,
for acquiring and tracking. A video see-through head mounted display (Vuzix
Wrap 920AR) is used to display assembly guidance information to the user.
A depth camera-based system using an algorithm called Lattice-First [38] is
used for real-time reconstruction and tracking of LEGO block models. It is
fast and effective, providing users with the ability to incrementally construct
a block-based physical model using their bare hands while the system up-
dates the model’s virtual representation in real-time. ARToolkit library and
multi-marker tracking are used to calculate the real camera position (equally
with the user’s head position) and the orientation relative to the markers in
real-time. The system combines marker-based pose estimation of user’s head
with the depth-based pose estimation of the physical LEGO block models
above, guidance information and error detection information can be aligned
and displayed to the user under his or her field of view. The software runs
on a desktop computer with an Intel core 2 Duo E7400 2.80GHZx2 processor
with an NVIDIA ®GeForce ®GT230 GPU.

The software architecture of the test-bed system is shown in Figure 3.2.
It consists of three parts as below:

The input part: Depth info captured from a depth sensor and a video
stream captured from a camera mounted on a HMD are the main inputs
of the system. Another input is the information of the target model. This
information can be prepared manually or by automatic tools. It is read into
the system at run time for 3D comparison at every frame.

The process part: There are four main modules: 3D construction and
model tracking module, assembly guidance and error detection module, multi-
marker tracking module and displaying module. The 3D construction and
model tracking module receives depth information (point cloud) of physical
models being assembled from a depth sensor. It constructs the 3D virtual
model of the physical model by considering the point cloud in a predefined
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Figure 3.1: The prototype system for guided assembly of building block
(LEGO) structures.

3D voxel grid space. By estimating the occupied voxels and vacant voxels in
the 3D voxel space every frame as well as using the estimation result from
previous frames, this module helps the system recognize which blocks were
added or which blocks were removed in the physical model. Then, the system
can update the virtual model. In addition, by calculating the surface normal
from depth information as well as updating the model information through
frames (block grid information, block’s vertices, the surface normal, etc.) this
module helps the system keep track of the relative position and the orientation
of the physical model with the depth sensor. The assembly guidance and error
detection module reads information of the target model into the system and
reconstructs its 3D virtual model at run time. Then, it compares this virtual
model with the 3D virtual model of the physical model to determine correct
parts, incorrect parts and parts that need to be filled in the physical model
being assembled. At the same time, working in a different coordinate system
and context, the multi-marker tracking module receives a video stream cap-
tured from a camera mounted on a HMD, recognizes markers and calculates
the camera pose relative to the markers in real-time. The display module uses
both pose estimations (the marker-based pose estimation and the depth-based
pose estimation) to align guidance information with the physical model in the
user’s field of view.

The output part: A video stream with virtual guidance information ren-
dered in each video frame is sent to the HMD in real-time and displayed in
the user’s view.
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Figure 3.3: Hardware setup for the proposed system.
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Figure 3.4: Kinect hardware [7].

Kinect Specifications
Viewing angle 43◦ vertical by 57◦ horizontal field of view
Vertical tilt range 27◦

Frame rate (depth and
color stream)

30 frames per second (FPS)

Accelerometer charac-
teristics

A 2G/4G/8G accelerometer configured for the 2G
range, with a 1◦ accuracy upper limit.

Table 3.1: Kinect hardware specifications [7].

3.2 Hardware Setup
The Kinect sensor by Microsoft Corp. was introduced to the market in Novem-
ber 2010 as an input device for the Xbox 360 gaming console. The basic
principle behind the Kinect depth sensor is emission of an IR pattern and the
simultaneous image capture of the IR image with a CMOS camera that is
fitted with an IR-pass filter. The image processor of the Kinect uses the rel-
ative positions of the dots in the pattern to calculate the depth displacement
at each pixel position in the image. The Kinect hardware images and main
specifications are shown in Figure 3.4 [7] and Table 3.1 [7].

The Wrap 920AR is a product of Vuzix [10], which is based upon the
Vuzix Wrap 920 video eyewear and a Wrap VGA adapter that enables PC
compatibility and connectivity. Embedded into the face of the eyewear are
two specially modified USB video cameras are connected to a PC as two
discrete USB webcams. Using the same display system as the popular Wrap
920 video eyewear, the Wrap 920AR provides the visual equivalent of a 67-
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Figure 3.5: Vuzix Wrap 920AR [10].

inch display, at a distance of 3 meters, displaying crystal clear 2D or 3D video.
For use as an augmented reality device, it is connected to a Windows based
personal computer (desktop, netbook or laptop) through the included Wrap
VGA adapter. The twin camera system of the Wrap 920AR provides two
discrete video sources, each provided to a USB connected PC as a standard
USB video camera device. Each camera captures 640 × 480 VGA video at 30
frames per second. The main specifications of the Wrap 920AR is shown in
Figure 3.5 [10] and Table 3.2 [10].

3.3 Interaction between Users and the System
The interaction between the user and the system is shown in Figure 3.6. The
user wears a video see-through Vuxiz 920AR HMD, sits down at a table and
assembles toy block (Duplo) structures on the tabletop. The Kinect sensor is
placed opposite to the user. It is suspended about half a meter on a stand
above the tabletop. Depth information is captured by the Kinect sensor and a
video stream is captured by the camera on the HMD in real-time. The system
processes these input data, constructs a 3D virtual model, keeps track of the
physical model and detects error blocks at every assembly step. Finally, the
system in different visualization modes we will propose and investigate in the
following chapters.



Figure 3.6: Interaction between the user and the system.
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Vuzix Wrap 920AR Specifications
Display resolution Twin high-resolution 640 × 480 LCD displays
Screen size Equivalent to a 67-inch screen as viewed from ten

feet (approximately 3 m)
Refresh rate 60 Hz progressive scan update rate
Video distortion Ultra-low video distortion
Field of view 31-degree diagonal field of view
Color depth 24-bit true color (16 million colors)
Focus Independent +2 to -5 diopter focus adjustment
Cameras Two discrete VGA (640 × 480) video cameras
Camera frame rate 30 frames per second video capture at 640 × 480
Driver USB video camera – no proprietary drivers re-

quired
PC connection Connects to VGA port
Adapter Includes VGA to DVI video port adapter
Video card Works with all Windows dual monitor compatible

video card, all brands

Table 3.2: Vuzix Wrap 920AR specifications [10].

3.4 Interactive 3D Model Reconstruction and
Tracking

The Interactive 3D Model Reconstruction and Tracking Module is one of the
most important modules of the system. In this module, depth info captured in
real time from the depth sensor is used to construct and update the 3D virtual
model of the physical model. The implementation of this module’s functions
is based on an algorithm called Lattice-First which was introduced by Andrew
Miller, University of Central Florida [38]. The algorithm assumes that the toy
block structures always remain in the tabletop horizontally during translation
and rotation. The pose estimation problem was therefore constrained to three
degrees of freedom (two degrees of freedom in translation and one degree of
freedom in rotation) rather than six. The building blocks are arranged in
a 3D point lattice where the smallest building block unit is the basis (Fig-
ure 3.7) [38]. The lattice can be written as N1Wx, N2Wy, N3Wz where N1,
N2, N3 are points from the depth camera and Wx,Wy, Wz are the dimensions
of the smallest building block unit. The block unit width is the same in the
X and Z axes (Wx = Wz). The Y axis is perpendicular to the tabletop.Under
these assumptions, points on the surfaces of the blocks lie on orthogonal planes
intersecting the lattice and parallel to XY, YZ, or XZ. Duplo blocks are used
which have unit dimensions (Wx,Wy,Wz) = (16mm, 19.2mm, 16mm). The al-
gorithm takes advantage of the orthogonal and grid-like properties of building
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Figure 3.7: Size of the basic Duplo block.

block structures in order to achieve robustness to interference and occlusions
from the user’s hands, and to support a dynamic model in which pieces can be
added and removed. The algorithm is fast and effective, providing users with
the ability to incrementally construct a block-based physical model while the
system maintains the model’s virtual representation.

The algorithm first finds the transformation from physical coordinates to
model coordinates, in which the blocks comprising the tracked object align
with the coordinate system. This transformation is represented as the product
of several matrices:

Pmodel = (C)(T )(R)P (3.1)

where P is a 4 × N matrix, N is the total number of points from the depth
camera, R is a rotation matrix, T is a translation matrix, and C is a discrete
correction (translation by a multiple of Wx = Wz or rotation by a multiple
of 900) that aligns the current frame to a previous model estimate. After
finding this transformation, the remaining goal is to update the voxel grid of
the virtual model, estimating which voxels are occupied and which are vacant.
The steps of the algorithm (Figure 3.8) are summarized as follows:

1. Take a new depth image from the sensor, computing point positions P
and surface normals n̂.

2. Use the surface normals n̂ to determine the lattice orientation R and the
oriented point samples.

3. Determine the lattice translation (i.e., T) and aligned point samples.

4. Bin the point samples to determine occupancy estimates and vacancy
estimates.
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Figure 3.8: The steps of the algorithm.

5. Use space carving to augment the vacancy estimates.

6. Align the previous estimate to the current estimate using feature match-
ing in a finite search space (i.e., find C).

7. Back project the union of the previous estimate and current estimate
into the depth image to validate updates to the model.

This part will illustrates how the algorithm works. The previous estimation
of the assembling model was resumed as shown in Figure 3.9. At the previous
estimation, the blocks 1, 2 are assumed that they have not been seen by the
Kinect so they were not rendered on the screen. Only a part of the model is
rendered. Next, the current frame is assumed as shown in Figure 3.10. The
bocks 1, 2 now have been seen by the Kinect.

At the preprocessing step, the camera is assumed that it has been extrinsi-
cally calibrated to the table surface so that the XZ plane of the measurements
is coplanar with the table. This extrinsic calibration is performed by manu-
ally clicking four corner points in a depth image of the empty table surface.
These four points are also used to define a 3D volume of interest, a prism
extending upward from a quadrilateral on the table as indicated by the four
clicked points. The bounds of this volume are used to segment the foreground
(i.e., the user’s hands and the block structure) from the background, without
requiring the background to remain static.

The depth info captured from the depth sensor of the Kinect is arranged
in a two-dimensional grid as a depth image (Figure 3.11). The depth image is
smoothed using a uniform kernel, and the surface normals (orthogonal vector
with the surface at observed point) are computed using the method described
in [29].

The next step of the algorithm is to determine the orientation of the lattice
that fits to the physical model by finding the dominant orientation of the
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Figure 3.11: The depth information (point cloud). The surface points can be
labeled as aligning with the X and Z axis (red or blue).

surface normals of the model. The normal vectors that are not parallel to the
table surface are discarded (Figure 3.12). Other normal vectors will form four
orthogonal clusters corresponding to the possible surface orientations of the
blocks and the dominant orientation of the surface normals is estimated. The
angle between the dominant orientation of the surface normals and the X or
the Z axes is found and this value is used to calculate the orientation matrix
of the physical model with the X or the Z axes.

The next step in the algorithm is calculating the translation of the lattice
with the physical model. Since the blocks are assumed to be in contact with
the table surface horizontally during translation and rotation, the Y compo-
nent of translation is zero by assumption. Only translation of the lattice on
XZ plane is considered. The distance from each point in the physical model’s
point cloud to the nearest lattice plane is calculated and the suitable transla-
tion is estimated. As in Figure 3.13, the distance from point cloud to X axis,
and Z axis (Tx, Tz) are calculated based on the surface normals. From Tx, Tz
the suitable translation is calculated so that each point of the point cloud can
be mapped to the nearest lattice plane.

At this timing, even though the lattice is aligned to the point cloud, the
shape of the virtual model hasn’t been formed. The point cloud is considered
in a 3D voxel grid space and the occupied voxels, that the points of point
cloud belong with, are estimated to make the shape of the 3D virtual model.
The observed points are binned to the nearest voxel surface and tallied. Each
observed point corresponds to a surface between two grid cells and can be
considered an evidence of the occupancy of one voxel and the vacancy of
another. The tally for each voxel is compared to a threshold Tv = 30 [38] to
obtain binary values for occupancy and vacancy of each voxel (Figure 3.14).

The direct binning step only produces estimates on, or adjacent to the
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Figure 3.14: Direct binning.

occupied blocks, when in fact many more voxels can be marked vacant using
information from the depth image. A variant of space carving [36] is used.
The adaptation of this technique is simpler: the center point of each voxel
is projected onto the depth image and compared to the corresponding depth
measurement. If the depth measurement is farther from the camera than the
projected center point, then the voxel is marked vacant (Figure 3.15).

After finishing direct binning and space carving, the shape of the 3D virtual
model of the current assembly toy block structure is presented and it lies
exactly on the lattice. In order to align this 3D virtual model with the previous
model (status of the model in the previous frame) to find changes, translations
are performed easily by integer multiples of Wx = Wz, and rotations are
performed by a multiple of 900. A cost function is used to reward the matching
at each translation or rotation of the physical model in the current state. The
cost value will be smallest at the best matching position of current model with
the previous model (Figure 3.16).

To make the matching process faster, the algorithm does not evaluate
the cost function for every possible translation and rotation, feature-based
points that are XZ corner voxels (voxels marked occupied that are adjacent
to two vacant or unmarked) are used to reduce the comparison to a subset
of the possible alignment. The cost value among these possible alignment are
evaluated and the best matching will give the smallest cost value. At the best
matching, the system compares the current state of the physical model with
the previous and it will know at where the physical model is changed and then
it can update the 3D virtual model. As in Figure 3.17, the system has more



Figure 3.15: Space carving.

Figure 3.16: Alignment based on a cost function.
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Figure 3.17: Use features of XZ corner voxels for alignment.

information of the blocks 1 and 2, that unmarked (unknown blocks) in the
previous estimation, at the current frame. So now, the system can update the
virtual model with voxel 1 and 2 rendered.

3.5 Assembly Guidance and Error Detection Mod-
ule

The implementation of this module makes this system become different with
existing assembly support systems. At this module, information of the target
model is prepared and read into the system at run time. Its 3D virtual model is
reconstructed and the system compares this virtual model with the 3D virtual
model of the physical model being assembled in real time at every frame to
find out not-filled parts as well as error parts in the physical model.

3.5.1 Assembly Guidance Mechanism

In this part, the assembly guidance mechanism will be explained in detail. the
target model and the physical model being assembled are assumed that they
have the shapes as shown in Figure 3.18. The system is expected to be able
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Figure 3.18: The assembly guidance scenario.

to recognize the assembly toy block structure’s status and guide the user with
the next step blocks as shown in the figure.

The main point in the assembly guidance mechanism is that besides con-
ducting comparison between the current 3D virtual model of the physical
model (constructed at the current frame) with the previous 3D virtual model
(constructed at the previous frame), the system conducts another comparison
between the current 3D virtual model with the 3D virtual model of the target
model which is constructed at run time. The encoding of the target model’s
structure information in a specific way (will be explained in Section 3.5.3) so
that the system can easily construct the 3D virtual model of the target model
in a 3D voxel space at run time plays an essential role. The assembly guidance
mechanism proposed is shown in detail in Figure 3.19.

At first, the system constructs the 3D virtual model of the target model
and the 3D virtual model of the physical model being assembled. Next, the two
3D virtual models are considered in the same 3d voxel grid space. The system
estimates the models based on estimating occupied voxels and vacant voxels
on each model. The two models need to be aligned together before the system
can compare them. A feature alignment algorithm which takes advantages of
XZ corner voxels’ features is used to align the two models. Then, the system
compares two models base on occupied voxels to find out the parts that should
be filled in the physical model. Finally, the system extracts the lowest layer
of the parts that should be filled in the physical model to make the next step
assembly guidance information.

3.5.2 Error Detection Mechanism

The idea of conducting the comparison between the current 3D virtual model
with the 3D virtual model of the target model at run time is applied in the
error detection mechanism.

The target model and the physical model being assembled by the user are
assumed as shown in Figure 3.20. There are four error blocks in the assembling
model if compared with the physical target model.

Humans easily recognize error blocks when comparing the two models, but
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it is not easy work for computer systems. The error detection mechanism pro-
posed is illustrated in Figure 3.21. To detect error parts on the assembling
physical model, in the comparison step of two 2D virtual models, blocks that
exist in the physical model but do not exist in the target model are treated
as error blocks. The system notifies the user these blocks by rendering high-
lighted red blinking wire frames in overlay mode or red blinking solid cubes
in side-by-side mode.

3.5.3 Information Input Mechanism for the Target Model

As mentioned in Section 3.5.1, The encoding of the target model’s structure
information in a specific way so that the system can easily construct the 3D
virtual model of the target model in a 3D voxel space at run time plays a
very essential role in the assembly guidance mechanism and error detection
mechaism.

First, the target model is separated layer by layer. At each layer, occupied
voxels and vacant voxels of that layer are estimated. The occupied voxels
are marked by 1, and the vacant voxels are marked by 0. After this step,
the layers are presented by two-dimensional arrays with 0 and 1 values and
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Figure 3.19: Assembly guidance mechanism. Two models are compared in
real-time based on occupied voxels information estimated in every frame. The
lowest layer of parts that have not been filled in is displayed as the next
assembly step.
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Figure 3.20: The error detection scenario.

the whole target model is presented by a three-dimensional array. The index
of the array is equal to the order of the layers of the model from the table-
top. The mechanism for inputting the target model’s information is shown in
Figure 3.22.

Another challenge is presenting the color information of the target model.
The following approach is used. the colors of blocks are presented by different
codes (Figure 3.23). The red color is encoded by 1, the green color by 2, the
blue color by 3 and the yellow color by 4 in the same text file. The system
converted these codes to corresponding colors and found the corresponding
blocks with these colors based on the index of the layers and position of the
blocks in each layer.

3.6 Multi-Marker Tracking Module
To track the user’s viewpoint during the assembly process in real time so that
the virtual images are exactly aligned with real world objects, ARToolkit and
markers are used. The ARToolKit uses computer vision techniques to calcu-
late the real camera position and orientation relative to the markers, allowing
the programmer to overlay virtual objects onto these markers. ARToolKit
tracking works as follows:

1. The camera captures video of the real world and sends it to the com-
puter.

2. Software on the computer searches through each video frame for any
square shapes.

3. If a square is found, the software uses some mathematics to calculate
the position of the camera relative to it.

4. Once the position of the camera is known a computer graphics model is
drawn from that same position.
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Figure 3.21: Error detection mechanism. Blocks that exist in the physical
model but do not exist in the target model are marked as error blocks.

5. This model is drawn on top of the video of the real world and so it
appears stuck on the square marker.

6. The final output is send back in the display, so when the user looks
through the display they see graphics overlaid on the real world.

Figure 3.24 below summarizes these steps. The fast, precise tracking pro-
vided by ARToolKit can help keep track the user’s viewpoint in real time. An
obvious problem when using a single marker is hand occlusion. Tracking will
fail when the track of marker is partially covered by a user’s hand or other
objects (Figure 3.25). To solve the hand occlusion problem which is usual in
assembly process, multiple markers are used instead of a single marker. A set
of markers are prepared, whose positions are fixed on the tabletop. The size
of each marker is 80mm, and a gap between markers is 20mm. The world
coordinate frame is defined as a set of coordinate axes aligned with the table
surface at the top left of the center marker in the markers set. Then, the
position of all markers in the marker set relative with the coordinate origin
are defined. The coordinate system of the markers is shown in Figure 3.27.

The size and coordinates of the markers are stored in a configuration file.
The structure of the configuration file is shown in Figure 3.28. The multi-
marker tracking principle is used: a set of markers are defined based on their
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Figure 3.22: The information input mechanism for the target model.

relative positions. When at least one marker is visible the position of the
other markers in the marker set can be easily computed.

3.7 Display Module
The display module uses marker-based pose estimation along with depth-
based pose estimation to align guidance information with the physical model
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being assembled in the user’s field of view.
Because tracking between a camera mounted on a HMD and markers and

the tracking between a physical assembling model and a Kinect are conducted
in the different coordinate (i.e., the marker coordinate system and the Kinect
coordinate system), so to align the assembly instruction with the physical
assembling model when user moves his head or move, rotate the physical
model during the assembly process, the two different coordinate systems need
to be considered in the same world coordinate system.

To convert the marker coordinate system to the world coordinate system,
at multi-marker tracking module, the world coordinate system is defined as
a set of coordinate axes aligned with the table surface at the top left of the
center marker in the marker set (the marker 13th among 25 markers of the
makers set) with the z axis which is perpendicular to the marker. Then, it
is easy to know the positions of all markers relative to the world coordinate
origin. The conversion is shown in Figure 3.29 as below.

On the Kinect coordinate system, as mentioned in Section 3.4, the y axis
is defined perpendicular to the tabletop (this definition takes the advantage
of the fact that the size of the building blocks in x and z axes are the same
(Duplo blocks : Wx = Wz = 0.016cm) , the translation on the table can be
done just by a multiple of Wx = Wz). The Kinect coordinate system and the
conversion to the world coordinate system is shown in Figure 3.30.
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Store in a text file

Encoded as  :  1

Encoded as  :  2

Encoded as  :  3
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❶

❷

❸

Figure 3.23: The algorithm for encoding the colors of the target model.
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#The number of patterns to be recognized
25
#marker 1
Data/multi/1.patt
80.0
0.0 0.0
1.0000 0.0000 0.0000 -200.0000
0.0000 1.0000 0.0000  200.0000
0.0000 0.0000 1.0000    0.0000
#marker 2
Data/multi/2.patt
80.0
0.0 0.0
1.0000 0.0000 0.0000  -100.0000
0.0000 1.0000 0.0000  200.0000
0.0000 0.0000 1.0000   0.0000
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Marker’s transform + 
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Figure 3.28: The configuration file of the markers.
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Chapter 4

The Effectiveness of AR-Based
Context-Aware Visualization

Techniques vs Traditional Paper
Manual

4.1 Introduction
In this Chapter, we propose and compare the performance of the first two
visualization modes for displaying assembly instructions and error detection
information on HMD with a traditional assembly instruction style-paper man-
ual in assembly tasks.

4.2 Full-wireframe and Side-by-side Visualiza-
tion Mode Proposed

4.2.1 Design Concept

The first and most important purpose of designing the two visualization modes
is to help users easier to understand assembly tasks through context-aware
step-by-step guidance and conduct those assembly tasks correctly as much as
possible in a poor registration context.

In a bottom-up assembly style that we consider in this study, users need
to finish a lower assembly layer before they can go up to a next higher one.
We believe that in this context, a combination of automatically recognizing
the assembly status and suggesting users suitable next step guidances (step-
by-step instructions) in the users’ field of view is the best way to help user
easier to understand assembly tasks even they are novice.

To help users assemble correctly as much as possible in a poor registration
context, firstly we suppress misalignment between virtual guidace informa-
tion and real assembly object by adding virtual reference information to the
context. A relation between virtual guidance information and referecence in-
formation always be kept during the assembly process. When misalignment
occurs, users can infer the correct position of the guidance information on
the real object based on the reference information. Secondly, we implement
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guidance of next blocks  
( in virtual 3D) 

Figure 4.1: The full-wireframe overlay mode proposed.

an error detection mechanism that automatically detects assembly errors and
suggests suitable guidance information corresponding to the current status to
help users correct the errors quickly and finish assembly tasks correctly.

4.2.2 Proposed Techniques

Base on the design concept above, we propose two visualization modes, full-
wireframe overlay mode and side-by-side mode. In the full-wireframe over-
lay mode (Figure 4.1), a full-writeframe that acts like reference information
is added and overlaid on the real object. Assembly instructions (next step
blocks) are displayed as animated color wire frames which drop down to places
where the next step blocks should be attached. Blocks that were assembled
incorrectly (the error blocks) are detected and the system notifies the user by
highlighted red blinking wire frames.

In the side-by-side mode, a 3D virtual model of the assembly physical
model is reconstructed in real time, and displayed side-by-side with the phys-
ical model on HMD within the user’s field of view. Assembly instructions of
the next step blocks are displayed as animated solid color cubes whose color is
corresponding to that of the next step blocks. The error blocks are indicated
by highlighted red blinking solid cubes. The operation of the side-by-side
mode is shown in Figure 4.2.
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virtual guidance model displayed  
next to the real model in side-by-side mode 

Figure 4.2: The side-by-side mode proposed.

4.3 Evaluation
In this evaluation, we evaluate the two evaluation modes, full-wireframe over-
lay mode and side-by-side mode, with a traditional assembly instruction style-
paper manual in Duplo block structure assembly tasks.

4.3.1 Hypotheses

The AR test-bed system displays guidance information in the form of visual
feedback, such as animation, highlighting, and flashing, which should con-
tribute beneficially to the user’s overall experience. If errors are detected,
such as placing parts in an incorrect location or orientation, the test-bed sys-
tem can display appropriate guidance information to help the user correct
them. However, users have to rotate the physical model in order to help the
real-time error detection system function correctly, which takes time and slows
the user down. Additionally, due to the limitations of the video see-through
HMD, such as limited field-of-view, fixed focus distance, and biocular dis-
play, we anticipate that users of our system may find the system unfamiliar
or encounter discomfort or fatigue.

Therefore, we make the following predictions:

• H1: When compared to traditional media (printed manual), the test-bed
system will improve accuracy and reduce the rate of assembly errors.

• H2: When compared to traditional instruction media (printed manual),
visualization of guidance information supported by the system will be
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better in the following aspects: ease of understanding, ease of seeing,
satisfaction level, and usefulness.

• H3: When compared to traditional media (printed manual), using the
current test-bed system will not achieve better completion time of the
assembly task.

• H4: When compared to traditional media (printed manual), using the
current test-bed system will not support better stress level and familiarity.

4.3.2 Experiment Design

We used a three-way within-subjects experimental design, where the indepen-
dent variable was the visualization mode for assembly instructions, and the de-
pendent variables were time taken to complete the task, error rate, ease of use,
ease of understanding, ease of seeing, stress level, familiarity, satisfaction, and
usefulness. The independent variable ranged over three conditions: the con-
trol, a traditional printed instruction manual (Figure 4.3), the full-wireframe
overlay mode and the side-by-side mode, variations of an augmented reality
display. Each participant was subjected to all three conditions in a random-
ized order. For each condition, the participants were asked to assemble five
building block (Duplo) models in randomized order (Figure 4.4).

4.3.2.1 Procedure

Before the experiment, each participant was given a tutorial on each of the
conditions. After completing all fifteen assembly tasks, each participant was
asked to fill out a questionnaire asking them for feedback about their experi-
ence using the questions shown in Table 4.1.

4.3.2.2 Metrics

• Assembly task: We use five Duplo structure models in this evaluation.
Assembly of a structure model is considered as an assembly task.

• Completion time: Completion time of an assembly task is recorded
by an observer when a participant starts an assembly task until he or
she indicates that he or she has finished the assembly and the assembled
model is ready for checking and evaluation. Completion time of an
assembly task is measured in second unit. We will explore the mean of
completion time in each visualization mode.

• Errors: A wrong position of any Duplo block when compared to the
target model is counted as one error. In this evaluation, errors in each
assembly task are counted when a participant indicates that he or she
has finished the assembly and the assembled model is ready for checking
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Front of the model Side of the model

Back of the model

Figure 4.3: An example of a printed manual used to describe Model 1.

and evaluation. The whole assembled model is checked and errors are
counted by the observer.

• Scaling user preference: We also explore the user preference for each
mode based on the questionnaire mentioned above. The questionnaire
consisted of 7-point ordinal scale responses, with 1 indicating the most
negative response and 7 indicating the most positive response.

4.3.2.3 Subjects

Twelve people (12 male) from the author’s laboratory participated in this
study. The ages of participants were between 22 and 40 years. None of
the participants had used any assembly support system using AR before.
Three participants reported that they had previous experience assembling
LEGO or Duplo block structures. Ten participants had experience with AR
applications; four of these had experience with head mounted displays (HMD)
in particular.
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Model 1 Model 2 Model 3

Model 4
Model 5

Figure 4.4: Models for the evaluation I.

4.3.3 Analysis of Quantitative Data

Figure 4.5 and Figure 4.6 indicate the overall completion time and average
number of errors, respectively. Stars indicate significance levels as follows: *
p<0.05, ** p<0.01, *** p<0.001. In this experiment, AR instructions did not
appear to have an advantage in completion time compared with the traditional
instruction media; the printed manual condition had the shortest completion
time while the full-wireframe overlay mode had the longest. However, subjects
in the printed manual condition occasionally made assembly errors without
noticing, whereas in the AR conditions the errors were pointed out by the
system and the subjects corrected them before finishing the assembly.

We conducted a repeated measure Analysis of Variance (ANOVA) test and
found significant differences among the three conditions in both completion
time (F2,9 = 24.116, p < 0.0001) and mean number of errors (F2,9 = 25.000, p
< 0.0001). We conducted a post-hoc analysis using pairwise t-tests with the
Holm’s Bonferroni adjustment [28], and found that mean completion time was
significantly shorter with a printed manual than with the side-by-side mode
(t11 = -3.577, p < 0.025), yet shorter with the side-by-side mode than the
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Table 4.1: Questionnaire for evaluating the effectiveness of conditions.

No Question Response Type
1 Were the assembly instructions

information and error notification
difficult to understand?

7-point ordinal scale
(1:Difficult to understand; 7:Easy
to understand)

2 Were the assembly instructions
information and error notification
difficult to see?

7-point ordinal scale
(1:Difficult to see; 7:Easy to see)

3 Did you feel stress when using
this assembly instructions media?

7-point ordinal scale
(1:Feel very stressed; 7:Do not
feel the stress)

4 Did you feel difficult to become
familiar with the assembly in-
structions media?

7-point ordinal scale
(1:Difficult to become familiar;
7:Easy to become familiar)

5 Did you feel satisfied with the as-
sembly instructions media after
using it?

7-point ordinal scale
(1:Not satisfied at all; 7:Very sat-
isfied)

6 Did you feel the assembly instruc-
tions media useful for the assem-
bly tasks?

7-point ordinal scale
(1:Not useful at all; 7:Very useful)

full-wireframe overlay mode (t11 = -3.645, p < 0.05). We also found that the
error rate using the printed manual was significantly greater than in the other
conditions (t11 = 5.000, p < 0.025) when compared with the full-wireframe
overlay mode and (t11 =5.000, p < 0.05) when compared with the side-by-side
mode.

4.3.4 Analysis of Questionnaire Data

Figure 4.7 shows that the side-by-side mode performed better than the printed
manual specifically in the following aspects: ease of understanding, ease of
seeing, satisfaction level and usefulness.

We used a non-parametric Friedman test to check for significant differ-
ences in qualitative metrics reported by participants for each condition. We
found significant differences among effect of conditions in the aspect of ease
of understanding (X2 = 18.681, p < 0.0001). Using Wilcoxon signed rank
tests with the Holm’s Boneferonni correction, we found significant differences
between the side-by-side mode and the paper manual (z = -3.063, p < 0.0167)
and between the side-by-side mode and the full-wireframe overlay mode (z =
-2.937, p < 0.025) but there was no significant difference between the full-
wireframe overlay mode and the printed manual (z = -1.533, p = 0.125). The
participants reported that they were easy to understand and easy to figure
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Figure 4.5: The mean of completion time of each condition in the evaluation
I (the second unit). Error bars indicate 95% confidence intervals.

out what to do next when using the support of the system. We also found sig-
nificant differences among effect of the conditions on the ease of seeing aspect
(X2 = 11.783, p < 0.01). Using Wilcoxon signed rank tests with the Holm’s
Boneferonni correction, we found significant differences between the side-by-
side mode and the full-wireframe overlay mode (z = -2.941, p < 0.0167) and
between the side-by-side mode and the printed manual (z = -2.672, p < 0.025)
but no significant differences between the full-wireframe overlay mode and the
printed manual (z = -0.534, p = 0.593). Statistical data also showed that effect
of conditions in the aspect of stress level (X2 = 6.617, p = 0.046), familiarity
(X2 = 4.638, p = 0.098), satisfaction level (X2 = 3.957, p = 0.138) and use-
fulness (X2 = 4.667, p = 0.097) were not found to be significant. However,
the small p-value suggests that this difference may be significant with more
participants.

4.4 Findings and Discussion
In this evaluation, the test-bed system was hypothesized to significantly im-
prove accuracy and reduce errors of assembly tasks when compared to tradi-
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Figure 4.6: Mean number of errors per assembly task found on models after
completing the assembly task. Error bars indicate 95% confidence intervals.

tional media (printed manual) (H1). The result of the experiment supported
this hypothesis. With the traditional instruction media (printed manual),
mistakes made by the subjects were realized when the subjects had passed
several assembly steps and almost at or after the timing of completion assem-
bly of the model. With automatic detecting the models status in real-time
supported by the system, the subjects made almost no mistakes. Although
there were still some mistakes which occurred by placing parts in a wrong
location or incorrect orienting parts during assembly process, they were de-
tected and notified by the system in real-time right at each assembly step
and the subjects easily corrected them by following the appropriate guidance
instructions of the system corresponding to the recognized states at that time.

In the aspects of ease of understanding, ease of seeing, satisfaction level
and usefulness, our hypothesis stated that the guidance information modes
(the full-wireframe overlay mode and the side-by-side mode) supported by
the system are significantly better when compared with the traditional media
(printed manual) (H2). We believed that displaying guidance information and
notifying the user by visual feedback, such as animation, highlighting and
flashing using AR display techniques help the subjects to see and understand
guidance information. Visualization modes of the system display guidance
information step-by-step visually. The result of the experiment supported
this hypothesis.
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Figure 4.7: Conditions ranked on usefulness level in the evaluation I.

For completion time of the assembly tasks, the experiment’s result also sup-
ported our hypothesis (H3) that using support of the test-bed system, subjects
may not achieve better completion time of assembly tasks when compared with
traditional media (printed manual). This result could be explained because
the current test-bed system uses only one Kinect device, the subjects have to
rotate the physical model to let the system construct the 3D virtual model of
the model being assembled as well as recognize completion and error states
on the physical model and this requires time. The system guides the user
step-by-step instructions, therefore, with simple models, the subjects seem to
spend more time to complete assembly tasks than using printed manual. As
another reason for this result, the test-bed system uses a video see-through
head mounted display (HMD) to display guidance instructions. Since the real
world is digitized, and due to the lack of binocular and accommodation depth
cues, the sense of distance to the model is not as good as sense of distance to
the model in case of using traditional media with naked eye. This partially
slowed down the subjects’ assembly operations.

In the aspects of stress level and familiarity, we predicted that using the
test-bed system may not support better stress level and familiarity (H4) be-
cause of disadvantages of video see-through displays include a low resolution
of reality, a limited field-of-view, fixed focus distance and biocular display may
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cause user discomfort, eye strain and fatigue. The result of the experiment
supported our prediction with the printed manual have stress level lower than
the full-wireframe overlay mode but there was no statistically significant effect
between the printed manual and the side-by-side mode.

4.5 Conclusion
In this Chapter, we proposed and evaluated the effectiveness of two visual-
ization modes for an AR based context-aware assembly support system with
traditional paper manual in object assembly. Our experiments showed that
although subjects took longer to complete the assembly tasks using the pro-
posed AR systems, the accuracy was dramatically improved when compared
with the traditional instructions method (printed manual). Context-related
visualization modes proposed were also significantly preferred the to tradi-
tional method in the following aspects: ease of understanding, ease of seeing,
satisfaction level and usefulness.





Chapter 5

Overlay Visualization Techniques
Improvement

5.1 Introduction
In Chapter 5, we explore the effectiveness of a number of overlay visualization
modes improved. Based on the subjects’ feedbacks in the first evaluation,
we propose a few new forms of the traditional AR visualization mode - the
overlay mode. In the first evaluation, participants encountered two problems
with the full-wireframe overlay mode. The first one is low visibility of the real
object due to the overlaid full-wirefame virtual content. The second one is
confusing visualization due to poor registration. These two problems may be
mitigated by crafting the visualization techniques used for the overlay mode.
Then, the improved overlay mode may be comparable or even superior to the
side-by-side mode.

5.2 Proposed Variations of Overlay Mode

5.2.1 Design Concept

In the first evaluation, participants reported that the full-wireframe overlay
mode made it easier to figure out the position of the next guide blocks under
poor registration of the guidance information to the real models. However, dis-
play full virtual contents overlaid onto their real models in the full-wireframe
overlay mode made them hard to see parts of the real models, so they spent
more time to determine the right position of the next guide blocks on the real
models. So, in the bottom-up assembly style considered in this study (one
layer must be completed before starting the new layer above it), displaying
only the top layer as wire frame blocks overlaid on the real counterpart blocks
in addition to the next guide blocks will yield a better performance. Also in
the first evaluation, some participants suggested not to render virtual blocks
at all over the real counterpart model and only render the next guide blocks.
It may help them to see the real blocks more easily specifically when rotat-
ing the models. However, they also agreed that they may have to pay more
attention to determine the right position of the blocks being added because
there will be no reference under poor registration situations.
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Full-wireframe (a)

Partial-wireframe (b)

Phantom (c)

Figure 5.1: Overlay visualization modes proposed.

5.2.2 Proposed Techniques

To keep the advantage of the full-wireframe overlay mode as well as reducing
the problems with it, we proposed a new visualization mode, the partial-
wireframe mode (Figure 5.1b). The idea of this visualization mode is that
instead of displaying the full virtual representation of real models being as-
sembled, only a portion of the virtual representation immediately below the
block being guided is displayed. This visualization mode helps users to see
real models easier while it also helps them to figure out the position of the next
blocks. This visualization is expected to have a better performance than the
current full-wireframe overlay mode. We also proposed another visualization
mode that we call the Phantom overlay mode (Figure 5.1c) based on feedback
from study participants who felt that only the next guided block should be
superimposed onto the real model.

5.3 Evaluation
We compare three variants of the overlay modes: full-wireframe, partial-
wireframe and phantom in an assembly task experiment to determine the
best overlay mode among them.
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5.3.1 Hypotheses

We expect the partial-wireframe overlay mode to have the best performance
because it combines the merits of the full-wireframe overlay mode and phan-
tom overlay mode. The partial-wireframe overlay mode would be able to make
it easier for users to see and determine the position of guided blocks on real
models while still helping them to figure out the spatial correspondence be-
tween the guided blocks and the real models being assembled. In the phantom
overlay mode, the design of only rendering the next guide blocks may have
advantages in solving the low visibility problem of the real object due to the
overlaid full-wirefame virtual content, the problem that experiment partici-
pants encountered in the first evaluation, but this design also has the weakness
in a poor registration context due to lack of reference information.

Therefore, we have made the following hypotheses:

• H1: The partial-wireframe will have the best performance as well as user
preference among three overlay modes.

• H2: The phantom mode will have a better user preference specifically in
easy to see aspect but the completion time of assembly tasks may not be
better the partial-wireframe mode and the full-wireframe mode.

5.3.2 Experiment Design

We used a three-way within-subjects experimental design, where the indepen-
dent variable was the visualization mode for presenting assembly instructions,
and the dependent variables were time taken to complete the task, ease of
use, ease of understanding, ease of seeing, stress level, familiarity, satisfaction,
and usefulness. The independent variable ranged over three conditions: the
overlay mode from the first evaluation (the full-wireframe overlay mode), and
two proposed variations, the partial-wireframe overlay mode and the Phantom
overlay mode.

5.3.2.1 Procedure

We use two Duplo structure models in this evaluation, one with low complex-
ity in structure and another one is high complexity. Each participant was
subjected to all three conditions in a randomized order. For each condition,
the participants were asked to assemble two building block (Duplo) models
in randomized order (Figure 5.2). Before the experiment, each participant
was given a tutorial on each of the conditions. The completion time in each
assembly task was recorded by the observer. After completing all six assem-
bly tasks, each participant was asked to fill out the same questionnaire from
the first evaluation in Chapter 4 (Table 5.1), allowing them to give feedback
about their experience with each condition.
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Figure 5.2: Models for the evaluation.

5.3.2.2 Metrics

• Assembly task: We use two Duplo structure models in this evaluation.
Assembly of a structure model is considered as an assembly task.

• Completion time: Completion time of an assembly task is recorded
by an observer when a participant starts an assembly task until he or
she indicates that he or she has finished the assembly and the assembled
model is ready for checking and evaluation. Completion time of an
assembly task is measured in second unit. We will explore the mean of
completion time in each visualization mode.

• Scaling user preference: We also explore the user preference for each
mode based on the questionnaire mentioned above. The questionnaire
consisted of 7-point ordinal scale responses, with 1 indicating the most
negative response and 7 indicating the most positive response.

5.3.2.3 Subjects

Six people (3 males, 3 females) from different faculties of a co-author’s uni-
versity participated in this evaluation. The ages of participants were between
22 and 35 years. None of the participants had used any assembly support
system using AR before. Five participants have no experience with AR and
they reported that this was the first time they assembled LEGO, Duplo block
structures. This evaluation was conducted on a test-bed with the same hard-
ware setup in the first evaluation.
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Table 5.1: Questionnaire for evaluating the effectiveness of conditions.

No Question Response Type
1 Were the assembly instructions

information and error notification
difficult to understand?

7-point ordinal scale
(1:Difficult to understand; 7:Easy
to understand)

2 Were the assembly instructions
information and error notification
difficult to see?

7-point ordinal scale
(1:Difficult to see; 7:Easy to see)

3 Did you feel stress when using
this assembly instructions media?

7-point ordinal scale
(1:Feel very stressed; 7:Do not
feel the stress)

4 Did you feel difficult to become
familiar with the assembly in-
structions media?

7-point ordinal scale
(1:Difficult to become familiar;
7:Easy to become familiar)

5 Did you feel satisfied with the as-
sembly instructions media after
using it?

7-point ordinal scale
(1:Not satisfied at all; 7:Very sat-
isfied)

6 Did you feel the assembly instruc-
tions media useful for the assem-
bly tasks?

7-point ordinal scale
(1:Not useful at all; 7:Very useful)

5.3.3 Analysis of Quantitative Data

Figure 5.3 illustrates the mean time of completion for each condition in the
pilot study. The partial-wireframe overlay condition had the shortest comple-
tion time, while the Phantom overlay mode had the longest. We conducted
a repeated measure ANOVA test and found differences in completion among
the conditions (F2,3 =7.737, p < 0.009). Using post-hoc pairwise t-tests, we
found differences between the partial-wireframe overlay mode and the Phan-
tom overlay mode (t5 = -2.992, p = 0.03) and between the full-wireframe
overlay mode and the Phantom overlay mode (t5 = -2.710, p = 0.042). How-
ever, due to the Holm’s Bonferroni adjustment, these differences were not
statistically significant.

In this evaluation, mean number of errors per assembly task found on
models after completing the assembly task were not considered because the
automatic error detection function of the test-bed system helped users to find
and fix all errors occurred during assembly process.

5.3.4 Analysis of Questionnaire Data

Figure 5.4 shows that the partial-wireframe overlay mode had a better per-
formance than the Phantom overlay mode specifically in aspects: ease of
understanding and usefulness.
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Figure 5.3: The mean of completion time of each condition in the evaluation
II (the second unit). Error bars indicate 95% confidence intervals.

We used a non-parametric Friedman test to check for significant differences
in qualitative metrics reported by participants for each condition. We found
significant differences among conditions in the aspect of ease of understanding
(X2 = 9.238, p < 0.01) and in the aspect of usefulness (X2 = 9.238, p < 0.01)
but no significant differences on ease of seeing, stress level, familiarity and
satisfaction level. We performed a post-hoc analysis with Wilcoxon signed
rank tests with the Holm’s Boneferonni correction on ease of understanding
and usefulness aspects to uncover interesting patterns. For ease of under-
standing, we found differences between the partial-wireframe overlay mode
and the Phantom overlay mode (X2 = 2.214, p = 0.027) and between the
full-wireframe overlay mode and the Phantom overlay mode (X2 = 2.032, p
= 0.042). For usefulness, we found differences between the partial-wireframe
overlay mode and the Phantom overlay mode (X2 = 2.207, p = 0.027) and
between the full-wireframe overlay mode and the Phantom overlay mode (X2

= 2.041, p = 0.041). Due to the Holm’s Bonferroni adjustment, these differ-
ences were not found to be significant. However, small p-value suggests that
these differences may be significant with more participants.
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Figure 5.4: Conditions ranked on usefulness level in the evaluation II.

5.4 Finding and Discussion
In this evaluation, although we expected the partial-wireframe overlay mode to
have the best performance among three visualization modes as we declared in
the hypothesis H1, the statistical analysis of this evaluation did not support
it. We did not find a significant difference in performance of the partial-
wireframe among the three modes. The result can be explained due to a
small sample size in both number of experiment models, complexity of them,
as well as in number of experiment participants. However, with small p-
value, we believe that the result will become significant with a bigger sample
size. In the user preference aspects, five of the six participants preferred the
partial-wireframe mode over the other two. They reported that the partial-
wireframe overlay mode makes it easier for them to see and determine the
position of guided blocks on real models while still helping them to figure out
the spatial correspondence between the guided blocks and the real models
being assembled.

In the hypothesis H2, we predicted that the phantom mode will have a
better user preference specifically in easy to see aspect but the completion time
of assembly task may not be better the partial-wireframe and full-wireframe
modes, the experimental results supported it. The phantom overlay mode
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was reported to be relatively easy to see, but made it difficult to determine
the correct location to place the next piece. The full-wireframe overlay mode
got the lowest evaluation among three modes. The participants reported that
because of misalignment and the potential to mistake between some parts of
the real model and parts of virtual representation due to the same color, they
spent more time to try to determine the position of next blocks in this mode.

5.5 Conclusion
In the current evaluation, we explored a better overlay visualization method
and found that the partial-wireframe overlay method was the best among three
overlay visualization modes proposed. As a follow-up study, we will conduct
a comparative experiment between the side-by-side and the partial-wireframe
overlay modes [33].



Chapter 6

Partial-wireframe and Side-by-side
Visualization Modes

6.1 Introduction
In previous chapters, we found that each of the two visualization modes (Fig-
ure 6.1), partial-wireframe overlay mode and side-by-side mode, is better in
task completion time and user preference than a naive overlay mode where a
full wire-frame representation of the virtual model rendered overlaying the real
model. In the partial-wireframe (Figure 6.1a), the assembly instructions (the
next blocks to add) are displayed as 3D animated wireframe blocks, directly
overlaying the physical model. The blocks are animated with a downward
motion that suggests to snap the blocks in place. A partial-wireframe con-
taining just the topmost layer of the virtual model is additionally rendered
overlaying the actual model. The display of the partial-wireframe has the po-
tential to reduce spatial ambiguity by overlaying instructions directly on the
real model while it also helps users to figure out the correct position of next
blocks in poor alignment situations. In the side-by-side mode (Figure 6.1b),
the assembly instructions are displayed on top of a solid virtual model that
is rendered to the side of the actual model, but in the same orientation. The
primary objective of the evaluation in this chapter is to compare the two vi-
sualization modes proposed in order to provide design suggestions about how
to best assist users in assembly tasks. A secondary goal of the evaluation is to
determine the effectiveness of context-aware error detection. We modified the
test-bed so that the error detection mechanism could be enabled or disabled,
and used this as a second independent variable.

6.2 Evaluation
In this evaluation, we explore effectiveness of two modes: the side-by-side
mode that is the best visualization mode proposed in the first evaluation
and the partial-wireframe overlay mode, the best performance we found in
the second evaluation. We also explore the effectiveness of error detection in
combination with the two modes above.
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The partial-wireframe mode (a) The side-by-side mode (b)

The target model

Figure 6.1: Compared visualization modes.

6.2.1 Hypotheses

With error detection enabled, the user needs to rotate the model and the sys-
tem will automatically detect completion status as well as errors and notify
the user in real-time. With error detection disabled, users do not need to
rotate the model. Instead, they can use a left mouse button to forward as-
sembly steps and right mouse button to backward assembly steps. However,
users have to check and determine completion state as well as errors at each
step by themselves. The partial-wireframe overlay mode can have problems
with misalignment and users may need to pay more attention and time to
determine the right position of blocks carefully. The side-by-side mode with a
colorful, solid (not 80% transparent as in the partial-wireframe overlay mode)
virtual representation displayed beside the real models not only avoids effects
of misalignment but also makes it easier for users to see and determine the
next guided blocks position. So, this mode can help users shorten the comple-
tion time, lower stress to finish the models and should expect the side-by-side
mode to be useful in assembly tasks.

We therefore make the following predictions:

• H1: The partial-wireframe overlay mode will not achieve better comple-
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tion time of assembly tasks when compared to the side-by-side mode.

• H2: Visualization modes without error detection will achieve better com-
pletion time of assembly tasks but achieve higher error rates when com-
pared to visualizations modes with support of error detection.

• H3: When compared to the partial-wireframe overlay mode, the side-by-
side mode is significantly better in aspects: ease of understanding, ease
of seeing, stress level, familiarity, satisfaction level and usefulness.

6.2.2 Experiment Design

We used a 2x2 factorial within-subjects experimental design. The indepen-
dent variables were the visualization mode (called VIS factor) for presenting
assembly instructions (the side-by-side mode or the partial-wireframe overlay
mode) and whether or not error detection was enabled (called ERR factor).
The dependent variables were the time taken to complete the task, number of
errors, ease of use, ease of understanding, ease of seeing, stress level, familiar-
ity, satisfaction, and usefulness.

6.2.2.1 Procedure

We use two Duplo structure models in this evaluation. All twenty-four par-
ticipants were subject to all four conditions in a randomized order. For each
condition, the participants were asked to assemble two building block (Duplo)
models in randomized order (Figure 6.2). We abbreviate the four conditions as
follows: S_ON: the side-by-side mode with error detection, S_OFF: the side-
by-side mode without error detection, PW_ON: the partial-wireframe overlay
mode with error detection and PW_OFF: the partial-wireframe overlay mode
without error detection. After finishing each assembly task, each participant
was asked to fill out a questionnaire asking them for feedback about their
experience with each condition using the questions shown in Table 6.1.

6.2.2.2 Metrics

In this evaluation, completion time, number of errors made during assembly,
and number of errors present in the completed assembled model were recorded
for each assembly task.

• Assembly task: We use two Duplo structure models in this evaluation.
Assembly of a structure model is considered as an assembly task.

• Completion time: Completion time of an assembly task is recorded
by an observer when a participant starts an assembly task until he or
she indicates that he or she has finished the assembly and the assembled
model is ready for checking and evaluation. Completion time of an
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Figure 6.2: Assembly task models for the evaluation.

assembly task is measured in second unit. We will explore the mean of
completion time in each visualization mode.

• Errors during assembly process: In aspect of number of errors made
during assembly, a wrong position of any Duplo block is detected by the
system and confirmed by the observer is counted as one error. Errors
are counted when a participant starts an assembly task until he or she
indicates that he or she has finished the assembly task.

• Errors after assembly process: In aspect of number of errors after
assembly process, a wrong position of any Duplo block when compared
to the target model is counted as one error. These errors are started
to count when a participant indicates that he or she has finished the
assembly and the assembled model is ready for checking and evaluation.
The whole assembled model is checked and errors are counted by the
observer.

• Scaling user preference: We also explore the user preference for each
mode based on the questionnaire mentioned above. The questionnaire
consisted of 7-point ordinal scale responses, with 1 indicating the most
negative response and 7 indicating the most positive response.

6.2.2.3 Subjects

We recruited 24 people (12 males, 12 females) from many different depart-
ments of a co-author’s university for participation in this evaluation. They
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Table 6.1: Questionnaire for evaluating the effectiveness of conditions.

No Question Response Type

1
Were the assembly instructions
information and error notification
difficult to understand?

7-point Likert
(1:Difficult to understand; 7:Easy
to understand)

2
Were the assembly instructions
information and error notification
difficult to see?

7-point Likert
(1:Difficult to see; 7:Easy to see)

3 Did you feel stress when using
this assembly instructions media?

7-point Likert
(1:Feel very stressed; 7:Do not
feel the stress)

4
Did you feel difficult to become
familiar with the assembly in-
structions media?

7-point Likert
(1:Difficult to become familiar;
7:Easy to become familiar)

5
Did you feel satisfied with the as-
sembly instructions media after
using it?

7-point Likert
(1:Not satisfied at all; 7:Very sat-
isfied)

6
Did you feel the assembly instruc-
tions media useful for the assem-
bly tasks?

7-point Likert
(1:Not useful at all; 7:Very useful)

are from five countries in three continents. The ages of participants were be-
tween 22 and 35 years. Only 5 participants had prior experience with AR.
None of the participants had used any AR assembly support system before.
Sixteen participants reported that this is the first time they used LEGO or
Duplo blocks.

6.2.3 Analysis of Quantitative Data

Figure 6.3, 6.4 and 6.5 illustrate respectively the mean time of completion,
errors made during the task, and errors present in the completed model. Stars
indicate significance levels as follows: * p<0.05, ** p<0.01, *** p<0.001. The
side-by-side mode resulted in a shorter completion time than partial-wireframe
mode, irrespective of the error detection mechanism. Among the conditions,
S_OFF had the shortest time of completion while PW_OFF had the longest.
Subjects using the partial-wireframe overlay mode made more errors than with
the side-by-side mode. Without error detection, participants rarely noticed
errors they made during the assembly process; however, with error detection
enabled, participants recognized and fixed all errors by themselves during the
assembly process.

We conducted a repeated measure ANOVA test among these conditions.
In mean completion time, we found significance for VIS factor (F1,23 = 27.311,
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Table 6.2: Significant results from analysis of questionnaire data.

Friedman S_ON > PW_ON S_ON > PW_OFF S_OFF > PW_ON S_OFF > PW_OFF
Ease of understanding X2 = 43.590, p < 0.0001 z = 4.311, p < 0.0083 z = 3.999, p < 0.01 z = 3.519, p < 0.0125 z = 3.646, p < 0.0167

Ease of seeing X2 = 45.069, p < 0.0001 z = 3.921, p < 0.0083 z = 4.141, p < 0.01 z = 3.928, p < 0.0125 z = 3.714, p < 0.0167
Stress level X2 = 48.433, p < 0.0001 z = 4.120, p < 0.0083 z = 4.026, p < 0.01 z = 3.652, p < 0.0125 z = 3.839, p < 0.0167
Familiarity X2 = 54.041, p < 0.0001 z = 4.301, p < 0.0083 z = 4.144, p < 0.01 z = 3.912, p < 0.0125 z = 3.829, p < 0.0167
Satisfaction X2 = 50.653, p < 0.0001 z = 4.298, p < 0.0083 z = 4.242, p < 0.01 z = 3.611, p < 0.0125 z = 4.048, p < 0.0167
Usefulness X2 = 45.646, p < 0.0001 z = 4.300, p < 0.0083 z = 4.156, p < 0.01 z = 3.385, p < 0.0125 z = 3.758, p < 0.0167

p < = 0.0001, η2p = 0.543, OP = 0.999) and ERR factor (F1,23 = 7.03, p < =
0.05, η2p = 0.234, OP = 0.719) but did not find significance for the interaction
between VIS and ERR (VISxERR) (F1,23 = 0.102, p < = 0.752, η2p = 0.004,
OP = 0.061). In error rate during assembly, we fould significance for VIS
factor (F1,23 = 9.364, p < = 0.006, η2p = 0.289, OP = 0.834), but did not find
significance for ERR factor (F1,23 = 0.276, p < = 0.605, η2p = 0.012, OP =
0.080) and VISxERR (F1,23 = 0.284, p < = 0.599, η2p = 0.012, OP = 0.080). In
error rate after completion, significance were found for VIS factor and ERR
factor (F1,23 = 4.713, p < = 0.05, η2p = 0.170, OP = 0.548) and (F1,23 =
14.57, p < = 0.001, η2p = 0.388, OP = 0.955) as well as interaction between
them (F1,23 = 4.173, p < = 0.05, η2p = 0.0170, OP = 0.548). We ran post-
hoc analyses using pairwise t-tests with the Holm’s Bonferroni adjustment to
isolate the significant differences [27]. We found that the mean completion
time for S_OFF was significantly faster than S_ON (t23 = 1.426, p < 0.05),
and that each of these modes were significantly faster than either PW_ON
(S_ON: t23 = -3.415, p < 0.0125; S_OFF: t23 = -5.176, p < 0.0083) or
PW_OFF (S_ON: t23 = -2.460, p < 0.025; S_OFF: t23 = -4.773, p < 0.01).
We found significant differences in the error rate during assembly between the
S_ON and the PW_OFF conditions (t23 = -2.932, p < 0.0083) and between
the PW_ON and the PW_OFF conditions (t23 = -2.916, p < 0.01). For
error rate after completion we found significant differences between S_ON
and the PW_OFF (t23 = -3.317, p < 0.0083) and between the PW_ON
and the PW_OFF (t23 = -3.137, p < 0.01). Due to the Holm’s Bonferroni
adjustment, the differences between S_ON and the S_OFF (t23 = -2.015, p
= 0.056) and between the PW_ON and the S_OFF (t23 = -2.015, p = 0.056)
were not found to be significant; however, the small p_value suggests that
these differences may be significant with more participants.

6.2.4 Analysis of Questionnaire Data

Figure 6.6 shows the ranking that participants provided for each condition
in each aspect: ease of understanding, ease of seeing, stress level, familiarity,
satisfaction level and usefulness.

Based on the rankings elicited from the participants, the side-by-side mode
had better performance than partial-wireframe overlay mode in every quali-
tative aspect (Table 6.2). We used a non-parametric Friedman test to check
for significant differences in each qualitative metric among the conditions,
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Figure 6.3: The mean of completion time of each condition in the evaluation
(the second unit). Error bars indicate 95% confidence intervals.

followed by Wilcoxon signed rank tests.

6.3 Findings and Discussion
In this evaluation, we found that the side-by-side mode had the shorter com-
pletion time than the partial-wireframe overlay mode regardless of the pres-
ence of error detection. This finding supported our hypothesis (H1). Par-
ticipants reported that because of misalignment and the potential to mistake
some parts of the real model for parts of the virtual representation of the same
color, they spent more time trying to determine the position of next blocks as
they did in the side-by-side mode. It may still be the case that AR has the
potential to reduce spatial ambiguity by overlaying instructions directly on
the real model, however it seems that this is highly sensitive to misalignment,
latency, or conflicting depth cues. At least for our test-bed, having a spatial
separation between the virtual model and the real model led to significantly
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Figure 6.4: Mean number of errors per assembly task of each condition during
the assembly process. Error bars indicate 95% confidence intervals.

better performance in every aspect (H3).
The result of this evaluation also showed that S_OFF (the side-by-side

mode without error detection) had shorter completion time than S_ON (the
side-by-side mode with error detection) and this difference was significant.
On the other hand, S_OFF had higher error rates than S_ON after assembly
finished (p=0.056). Although the difference was not found to be significant
due to the Holm’s Bonferroni adjustment, with the small p-values we believe
it may be significant with more participants and more complex models. Hy-
pothesis (H2) was therefore only partially supported.

6.4 Conclusion
In this Chapter, we evaluated the effectiveness of an AR-based context-aware
assembly support system with different AR visualization modes proposed for
object assembly, the overlay mode that display guidance information directly
overlaid on the physical model, and the side-by-side mode in which guidance
information is rendered on a virtual model that is shown adjacent to the real
model. We found, somewhat surprisingly, that the visualization mode that
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Figure 6.5: Mean number of errors per assembly task found on models after
completing the assembly task. Error bars indicate 95% confidence intervals.

renders guidance information on a virtual model separate from the physical
model (the side-by-side mode) was preferable in every aspect to displaying
such information directly overlaying the physical model. This result is also
held irrespective of whether we enabled a context-aware error detection mech-
anism.
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Figure 6.6: Conditions ranked on usefulness level in the evaluation.



Chapter 7

Hybrid Object- and
Screen-Stabilized Visualization

Modes

7.1 Introduction
In previous chapters, we found that the side-by-side mode (Figure 7.1) out-
performs traditional direct overlay under moderate registration accuracy with
marker-based head tracking and RGBD camera-based object tracking.

However, the side-by-side mode is not always available. In the context
of large assembly models assembled with narrow field of view head mounted
displays (HMDs), like those commonly used in assembly support systems,
virtual guidance information is often out of the viewport of the HMD screen
and assembly subjects need to move their head out of the workspace to find the
guidance. This increases head and eye movement, cost of attention switching,
and difficulties for spatial perception and thus it likely impacts the completion
time of assembly tasks. Large assembly models in this context are models that
do not fit within the field of view of the HMD at a normal reaching distance
in assembly.

Most of visualization techniques introduced in the assembly support sys-
tems mentioned above are object-stabilized and it is the case of the side-by-side
mode. In object-stabilized visualization techniques, information is affixed to
the assembly objects themselves and its apparent position on screen changes
as the user moves his or her head (Figure 7.2). This requires the user’s view-
point position and orientation to be tracked. Object stabilized information
presentation also enables annotation of the real world with context dependent
visual and audio data, creating information enriched environments. This can
increase the intuitiveness of the real world tasks [15].

Despite the advantages of object stabilized visualization techniques, some
assembly support systems only use head stabilized (screen stabilized) infor-
mation display (Figure 7.3). Baird and Barfield [14] presented a system with
screen fixed instructions on untracked monocular OST and opaque HMDs to
support a computer motherboard assembly task. In the screen stabilized vi-
sualization techniques, information is fixed to the user’s screen and it does
not change as the user moves his or her viewpoint. Therefore, guidance infor-
mation is always available to users and he or she can refer to it very quickly.
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Figure 7.1: Side-by-side mode in our previous work. In each screen shot, the
left object is real and the right object is virtual guidance with the next piece
to attach.

However, the poses of virtual 3D guidance information are not normally up-
dated in real-time to match to those of their real object counterparts. Thus
the user needs to mentally rotate guidance information to the corresponding
real object.

We take advantage of both object- and head (screen)-stabilized informa-
tion display and propose hybrid object and screen stabilized visualization
techniques as a solution for the problems above. We also conduct an evalua-
tion between hybrid visualization modes proposed with the side-by-side mode,
the best performing mode in our prior series of experiments. Our experimental
results indicate that one of the two hybrid visualization modes yields better
than the side-by-side mode in both performance and user preferences aspects.

7.2 Hybrid Visualization Modes Proposed

7.2.1 Design Concept

Considering the pros and cons of each visualization technique, in this study we
propose hybrid visualization techniques by combining both object and screen
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Figure 7.2: Object stabilized visualization

stabilized visualizations to take advantage of the two (Figure 7.4)..
As discussed in the previous section, object stabilized visualization can

be advantageous for intuitive and coherent information display by referring
to real objects. However, the guidance information is not available when the
user looks away from the objects to which it refers. On the other hand, screen
stabilized visualization is advantageous for immediate access to the guidance
information regardless of the user’s head orientation at the expense of the
necessity of its mental rotation to match to the corresponding object.

To incorporate the advantages of both approaches, our idea is to fix the
guidance information in the screen coordinates, and to update its orientation
in real-time to match to that of the referring objects. In other words, ori-
entation of the guidance information is object stabilized, but its position is
screen stabilized. This way, we hypothesized that the guidance information
would be always immediately accessible and understandable without the need
for additional mental rotation.

7.2.2 Proposed Techniques

With the above design kept in mind, we propose two hybrid object and screen
stabilized visualization modes (Figure 7.5). In the first mode (called hybrid
fixed mode, Figure 7.5A), the virtual guidance information is displayed at a
corner of the screen (indicated in red). Its center of gravity (COG) is always
aligned with the center of the information area, while its 3D position in world
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Figure 7.3: Screen stabilized visualization

coordinates is determined by the intersection of the ray from the camera to the
COG and the desktop surface (Figure 7.6). Thus the virtual guidance moves
along the desktop surface depending on viewing direction. Its orientation is
also updated in real-time to match to that of the corresponding real target
object. Its size in space is shrunk to fit into the maximum screen area available.
If there is no intersection between the ray and the desktop surface, its position
and orientation remain the same.

In the second mode (called hybrid dynamic mode, Figure 7.5B), the system
first detects the largest free rectangle area on the screen for every frame. It
then automatically moves the virtual guidance information to that area with
a smooth transition animation to minimize occlusion between the guidance
information and the real objects. The 3D position of the virtual guidance is
determined based on the intersection of the ray from the camera to the COG
and the desktop surface.

7.2.3 Pilot Study to Determine Best Screen Position

To determine the best position and size of the guidance information area, we
conducted a pilot study using the test bed system described in Section 4.1.
We found that displaying guidance information on the top left area with a size
of 50% by 50% of the entire screen yielded the best user preference among 12
participants, which would show the virtual guidance in approximately 60% in
size of its real counterpart in our experiment. Four positions on the HMD
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Real assembling object

Virtual guidance is still in the view 
when the object or the user’s head 
moves too much

Figure 7.4: Hybrid object and screen stabilized visualization

screen (top left (TL), top right (TR), bottom left (BL), and bottom right
(BR)) and three levels of size of guidance information (40%, 50%, 60% of the
real counterpart) were compared (Figure 7.7 and Figure 7.8). Other size op-
tions of guidance information (10%, 20%, 30% or 70%, 80%, 90%, etc.) were
too small or too large when displaying on a narrow field-of-view HMD screen
so we did not consider them in the scope of this pilot study. At each level of
position, we respectively showed each level of size of the virtual guidance infor-
mation and participants were asked to manipulate, translate, and rotate the
model in the workspace. Then they were asked to fill out a questionnaire for
feedback about the ease with which they could see the guidance information.
The questionnaire consisted of a 7-point ordinal scale response, with 1 and 7
indicating the most negative and the most positive responses, respectively.

7.3 Evaluation
In the evaluation, we evaluate the two hybrid object- and screen-stabilized
visualization modes, hybrid fixed mode and hybrid dynamic mode, in com-
parison to the side-by-side mode.

7.3.1 Hypotheses

In the hybrid fixed mode, users can see both the virtual guidance information
and the real object being assembled in the HMD’s view at the same time even
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Hybrid fixed mode (A). In this mode, when user rotates the real object and move 
his or her head, he or she always see the virtual guidance information is fixed on the 
top left of the HMD screen all the time with its pose updated in real-time with the 
real assembling object.

Hybrid dynamic mode (B). In this mode, when the user moves his or her head down, 
the virtual guidance information is automatically moved to the largest free space 
recognized on the HMD screen to avoid occlusion between the guidance information 
and the real assembling object.

Figure 7.5: Proposed visualization modes.

if the real object is large. Automatic scaling of the virtual guidance helps to
see the entire model or to confirm the detail on demand.

In hybrid dynamic mode, although the system automatically moves the
guidance information to avoid occlusion with the real assembling object, the
user may lose focus and feel stress when they have to chase the guidance
information frequently. This may also increase completion time of assembly
tasks. desiTherefore, we have made the following hypotheses:

• H1: Hybrid fixed mode will achieve the best task completion time among
the visualization modes considered.

• H2: Hybrid fixed mode will achieve the best user preference in aspects:
ease of understanding, ease of seeing, stress levels, familiarity, satisfac-
tion and usefulness.

7.3.2 Experiment Design

We use four Duplo structure models in this evaluation, two with low com-
plexity in structure and another two are high complexity. We used a one
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World coordinates

Screen coordinates

Table surface

Figure 7.6: Intersection of the ray from the camera to the COG and the
desktop surface.

way within-subjects experimental design, where independent variable was the
visualization mode for presenting assembly instructions, and dependent vari-
ables were time taken to complete the tasks, and subjective scores on ease of
understanding, ease of seeing, stress level, familiarity, satisfaction, and useful-
ness. The independent variable ranged over three levels: hybrid fixed mode,
hybrid dynamic mode and side-by-side mode. Each participant was subjected
to all three levels in a randomized order. For each level, the participants were
asked to assemble four Duplo models in a randomized order (Figure 7.9).

7.3.2.1 Procedure

Before the experiment, each participant was given a tutorial on each of the
levels. When a participant finishes an assembly task, he or she was asked to
fill out a questionnaire shown in Table 7.1, allowing them to give feedback
about their experience with each condition.

7.3.2.2 Metrics

• Assembly task: We use two Duplo structure models in this evaluation.
Assembly of a structure model is considered as an assembly task.

• Completion time: Completion time of an assembly task is recorded
by an observer when a participant starts an assembly task until he or
she indicates that he or she has finished the assembly and the assembled
model is ready for checking and evaluation. Completion time of an
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TL_40 TR_40

BL_40 BR_40

TL_50 TR_50

BL_50 BR_50

TL_60 TR_60

BL_60 BR_60

Figure 7.7: Compared position and size of the guidance information area in
the pilot study.

assembly task is measured in second unit. We will explore the mean of
completion time in each visualization mode.

• Scaling user preference: We also explore the user preference for each
mode based on the questionnaire mentioned above. The questionnaire
consisted of 7-point ordinal scale responses, with 1 indicating the most
negative response and 7 indicating the most positive response.

7.3.2.3 Subjects

We recruited 24 people (12 males, 12 females) from many different depart-
ments of Osaka University for participation in this evaluation. The ages of
participants were between 22 and 30 years. Only 5 participants had prior
experience with AR.

7.3.3 Analysis on Quantitative Data

Figure 7.10 illustrates the mean task completion time for each level in the
evaluation. A star indicates a significant level of p < 0.05. In average, hybrid
fixed mode had the shortest completion time, while hybrid dynamic mode
had the longest. We conducted a repeated measure ANOVA test and post-
hoc pairwise t-tests and found differences between hybrid fixed mode and
hybrid dynamic mode (t23 = -2.80, p = 0.010). We found a near marginally
significant difference between hybrid fixed mode and Side-by-side mode (t23 =
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Figure 7.8: Conditions rated on ease with which participants could see them
in the pilot study.

-1.70, p = 0.10) but no significant difference between Side-by-side mode and
hybrid dynamic mode (t23 = -0.13, p = 0.90).

We also conducted a repeated measure ANOVA test and post-hoc pairwise
t-tests on the task completion time data of the big models only (models 3 and
4 in Figure 7.9), and found significant differences between hybrid fixed mode
and hybrid dynamic mode (t23 = - 2.67, p = 0.014). We found a marginally
significant difference between hybrid fixed mode and Side-by-side mode (t23
= - 1.8794, p = 0.07) but no significant difference between Side-by-side mode
and hybrid dynamic mode (t23 = 0.34, p = 0.734).

7.3.4 Analysis on Questionnaire Data

Figure 7.11 shows the participants’ ratings in the questionnaire for each con-
dition in each aspect; ease of understanding, ease of seeing, stress level, fa-
miliarity, satisfaction level and usefulness. Based on the ratings elicited from
the participants, the hybrid fixed mode was the most preferred among three
visualization modes in every qualitative aspect (Table 7.2). We used a non-
parametric Friedman test to check for significant differences in each qualitative
metric among the conditions, followed by Wilcoxon signed rank tests. One,
two and three stars indicate significant differences of p < 0.05, p < 0.01, and
p < 0.001, respectively.



Table 7.1: Questionnaire for evaluating the effectiveness of conditions.

No Question Response Type
1 Were the assembly instructions

information and error notification
difficult to understand?

7-point ordinal scale
(1:Difficult to understand; 7:Easy
to understand)

2 Were the assembly instructions
information and error notification
difficult to see?

7-point ordinal scale
(1:Difficult to see; 7:Easy to see)

3 Did you feel stress when using
this assembly instructions media?

7-point ordinal scale
(1:Feel very stressed; 7:Do not
feel the stress)

4 Did you feel difficult to become
familiar with the assembly in-
structions media?

7-point ordinal scale
(1:Difficult to become familiar;
7:Easy to become familiar)

5 Did you feel satisfied with the as-
sembly instructions media after
using it?

7-point ordinal scale
(1:Not satisfied at all; 7:Very sat-
isfied)

6 Did you feel the assembly instruc-
tions media useful for the assem-
bly tasks?

7-point ordinal scale
(1:Not useful at all; 7:Very useful)

Table 7.2: Significant results from analysis of questionnaire data.

Friedman FIXED > SIDE-BY-SIDE FIXED > DYNAMIC SIDE-BY-SIDE > DYNAMIC

Ease of understanding X2 = 9.24, p < 0.01 z = 2.42, p < 0.05 z = 3.13, p < 0.01 z = 0.42, p < 0.68
Ease of seeing X2 = 16.87, p < 0.001 z = 2.84, p < 0.005 z = 3.82, p < 0.0005 z = 0.93, p < 0.35

Stress level X2 = 9.70, p < 0.01 z = 2.24, p < 0.05 z = 3.30, p < 0.001 z = 0.56, p < 0.58
Familiarity X2 = 11.04, p < 0.01 z = 2.10, p < 0.05 z = 3.62, p < 0.0005 z = 0.50, p < 0.62
Satisfaction X2 = 12.70, p < 0.01 z = 2.80, p < 0.01 z = 3.26, p < 0.005 z = 0.40, p < 0.69
Usefulness X2 = 16.34, p < 0.001 z = 2.85, p < 0.005 z = 3.90, p < 0.0001 z = 0.90, p < 0.37
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Figure 7.9: Models for the main evaluation.

7.4 Findings and Discussion
In the first hypothesis H1, we hypothesized that hybrid fixed mode would
achieve the best task completion time among the visualization modes consid-
ered. The results of the experiment supported this hypothesis.

In hybrid fixed mode, users can see both virtual guidance information
whose pose is updated in real-time, and the real counterpart objects being
assembled in the same viewport on the HMD screen even when the real objects
being assembled have a big size. The guidance information also automatically
changes the size on demand when the user moves his or her head closer to
or further away the work table. This helps the user reduce head and eye
movements, cost of attention switching and spatial perception.

However, this mode still has occlusion problems between virtual guidance
information and the real counterpart objects being assembled, the visualiza-
tion of the guidance information becomes harder when models become bigger
and more complex due to the limited screen space for the guidance information
as well as narrow field of view and low resolution of the HMD screen. This
might increase time to confirm parts’ position as well as their relationship at
each assembly step and thus overall completion time may also increase. The
Hybrid fixed time was not clearly faster than the Side-by-side presumably due
to this issue.
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Figure 7.10: The mean task completion time (sec) of each level in the main
evaluation. Error bars indicate 95% confidence intervals.

In hybrid dynamic mode, the users reported that although the system
automatically detects and moves the guidance information to the position with
the least occlusion between the guidance information and the real counterpart
objects, the users were hard to control movement of the guidance information
to a desirable position to refer. They had to chase the movement of the
guidance information continuously making them lost of focus. They had to
spend more time to find and confirm guidance information during assembly
process and thus this mode had the worst task completion time among the
visualization modes considered.

In the second hypothesis H2, we stated that hybrid fixed mode would
achieve the best user preference in aspects; ease of understanding, ease of
seeing, stress level, familiarity, satisfaction level and usefulness. The results
of the experiment supported this hypothesis.

In hybrid fixed mode we believed that the ability to display virtual guid-
ance information in a suitable size and rotation at a fixed position at a screen
corner would help the users see and understand the relationship between it
and the real counterpart objects with reduced perceived workload during as-
sembly tasks. This mode can also make them feel more satisfaction and use-
fulness than other visualization modes in the experiments. The subjective
data showed that this mode had much better user preference when compared
to other visualization modes and the differences are statistically significant in
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Figure 7.11: Subjective ratings in the questionnaire in the main evaluation.

all aspects.

7.5 Conclusion
In this chapter, we proposed and evaluated the effectiveness of hybrid object-
and screen-stabilized visualization modes for AR-based context-aware assem-
bly support systems. Our experimental results indicate that one of our pro-
posed visualization modes, the hybrid fixed mode, is the most preferred in
many aspects, such as ease of understanding, stress level, and usefulness,
among all visualization modes tested. We also found that the hybrid fixed
mode in average yielded the fastest task completion time with a marginally
significant difference.





Chapter 8

Conclusion

8.1 Summary of Findings
Our goal of this study is to explore the best representation for guidance infor-
mation of a context-aware assembly support system using augmented reality
which supports the best performance in assembly tasks. In this dissertation we
have explored a variety of guidance information representations (visualization
methods) and we found some design concepts that support the goal.

In usual conditions that are mostly used in assembly in practice, such
as using head mounted display (HMD) devices with a narrow field of view,
a marker-based environment, 3-DOF tracking on the table with moderate
registration accuracy, models with size that fits within the field of view of
the HMD at a normal reaching distance, we found the side-by-side mode
- a virtual clone of the real object that is assembled, whose structure and
pose are updated in real-time to match those of the real object, has the best
performance and user preferences. The side-by-side mode with a colorful, solid
virtual representation displayed beside the real models not only avoids effects
of misalignment but also makes it easier for users to see and determine the
next guided blocks position. Experimental results proved that this mode can
help users shorten the completion time and lower stress to finish the models.

In situations that the side-by-side visualization is not always available such
as when size of models being assembled is too big, virtual representation ren-
dered adjacent to the real models in the side-by-side mode cannot be displayed
due to limited, small size of HMD screens, we found that the partial-wireframe
overlay method was the best among three overlay visualization modes pro-
posed. Participants reported that the partial-wireframe overlay mode makes
it easier for them to see and determine the position of guided blocks on the
real models while still helping them to figure out the spatial correspondence
between the guided blocks and the real models being assembled.

We also consider a situation that has a mix size of models with context-
aware error detection on/off. We found, somewhat surprisingly, that the side-
by-side mode was preferable in every aspect to displaying such information
directly overlaying the physical model (the partial-wireframe mode). Partic-
ipants reported that because of misalignment and the potential to mistake
some parts of the real model for parts of the virtual representation of the
same color, they spent more time trying to determine the position of next
blocks as they did in the side-by-side mode. The partial-wireframe mode, un-
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der moderate registration accuracy, reveals weak points such as being highly
sensitive to misalignment, latency, or conflicting depth cues.

We did another approach by taking advantage of both object and head
(screen) stabilized information display and proposed hybrid object and screen
stabilized visualization techniques as a solution for situations that the side-
by-side mode is not available. We found that one of the two hybrid world
and screen stabilized visualization modes proposed that shows virtual target
status of real assembling objects at a fixed position on the HMD screen with
real-time pose updating has the best performance and user preferences under
the context considered in this study.

8.2 Future Directions
Although the study focused on simple settings and usual working conditions
that are mostly used in assembly in practice, we would consider the cases of
using better HMDs with higher resolution, larger field of view, a system with
more complex settings in combination with other external tracking support
sensors or devices for getting higher registration accuracy. This could affect
the findings between the traditional overlay mode and the side-by-side mode
in this study, possibly make it harder to find a significant difference between
the two modes.

Under limitation of using only one first generation of Kinect with a small
field of view (FOV) in the current system, only small models can be con-
sidered and users need to rotate models on the table to let the Kinect to
recognize the models for tracking and error detection purposes. We would
like to use a new RGBD with a HMD with larger FOV to consider experi-
mental models with bigger size and more complex structure, using multiple
Kinect at the same time from different point of view to accelerate tracking
and error detection process, thus decrease or get rid of rotation time of as-
sembling models required in current setting, naturally decrease the total time
of task completion. When more complex experimental models are considered,
AR context-aware guidance information possibly becomes more essential and
helpful for users during assembly processes. This would make a significant
difference on effectiveness of the AR system in comparison with traditional
paper manual (under the current conditions in this study, we did not find a
significant difference between them in task completion time aspects).

With current algorithms, tracking objects are limited to block shapes and
motion tracking is limited to 3DOF (two dimensions for translation on the
table and one dimension for rotation around the table surface normal. In the
future work, we would like to improve the tracking algorithms to allow tracking
objects with variant shapes and in 6DOF in the working environments. In
combination with a high resolution optical see-through HMDs with no cables
attached would help the system to be more widely used in object assembly in
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practice.
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