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Abstract

In the emerging Internet of Things (IoT) technology, the sensors take an essen-

tial role for sensing and monitoring. To make IoT applications more responsive

and solve some constraints of IoT devices, the sensed data are stored, processed,

and analyzed at the edge of the network. For example, in healthcare applications,

the body sensor data of a patient may be analyzed on the smartphone of a care-

giver instead of cloud to give point-of care efficiently. To deliver the sensed data,

reliable and secure sensor data stream delivery is required for IoT applications.

As the common sensed data are useful for multiple receivers in many cases, the

sensor data stream delivery takes the form of one to many communications. For

example, the body sensor data of a patient are delivered to doctor, nurse, and other

patients. To reduce the communication overheads caused by the unicast communi-

cation for multi-receiver data delivery, IoT technology commonly uses multicast.

In multi-receiver data delivery, the receivers encounter data loss for the reasons

of unstable communications, insufficient processing powers, and so on. In addi-

tion, many IoT applications use sensing data related to personal and sensitive data

such as heartbeat data and location data. There have been many studies to tackle

problems of data loss recoveries and sensitive data protections. For reliable data

processing on IoT applications, the sender needs to generate new recovery streams

and deliver them to the loss-encountered receivers. In this way, recovery stream

generation causes the processing and communication loads on the sender. In IoT

applications, most of the receivers are devices with limited network bandwidth or

storage and existing stream merging schemes are not suitable. Regarding sensitive

data protections, even though there exist multi-receivers encryption schemes, they

do not consider some security properties such as source authentication and replay

attack prevention. In addition, multi-receiver encryption schemes must introduce

lightweight computational cost, which is important for resource-constrained de-

vices. This thesis proposes a synchronized recovery stream merging scheme and a

lightweight multi-receiver encryption scheme to achieve reliable and secure multi-

receiver data delivery for IoT. We propose a new recovery stream merging scheme

and evaluate its performance.

This thesis consists of five chapters. Chapter 1 explains the research back-

ground, research issues, objectives and the content of this research.
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Chapter 2 proposes a synchronized recovery stream merging (SRSM) scheme

focusing on the data loss issue. Then, it also proposes two methods of the SRSM

scheme for IoT applications that analyses the data in order of arrival. The first is

latency-aware synchronized recovery stream merging (SRSM-L) method, which

is suitable for applications that can tolerate some latency to fetch the lost data such

as logging application. The second one is bandwidth dependent synchronized re-

covery stream merging (SRSM-B) method, which is suitable for IoT applications

where the senders have limited network bandwidth. The proposed methods mini-

mize the number of recovery streams and reduce the total bandwidth required by

the sender. Through the simulations, we confirm the advantage of our proposed

methods compared with existing schemes.

Chapter 3 proposes a certificate-less multi-receiver encryption scheme with

authentication for preventing sensitive data leakage from unintended receivers or

malicious attackers. The proposed scheme avoids pairing operations that intro-

duce high computational cost. Compared with existing schemes, our proposed

scheme shows better results in terms of computational cost and security proper-

ties.

Chapter 4 describes the design and implementation of the proposed reliable

and secure multi-receiver data delivery for IoT. A synchronized recovery stream

merging with a limited number of receivers (SRSM-R) method is proposed to re-

duce key renewal cost which occurs when a sender changes access policy. To

compensate for efficient key renewal cost under the SRSM-R method, the sender

has to use larger bandwidth than that of the SRSM-L and SRSM-B methods. Sim-

ulation experiments confirmed that the proposed method still achieves better per-

formance than existing schemes.

Finally, Chapter 5 concludes this study and describes the future work of the

research.
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Chapter 1

Introduction

1.1 Research Background

Nowadays, low-cost sensors and sensor-attached devices such as smart phones

are available. In many applications, sensors are used to detect events or changes

in the environment. Various systems that use connected sensors via the Internet

are also developed [1, 2, 3, 4, 5]. Due to the sensing and monitoring capabili-

ties, sensors enable the attractive Internet of Things (IoT) technology to provide

comfortable life and environment 1 [6, 7, 8, 9]. Many IoT applications have been

implemented in various fields such as healthcare monitoring [10, 11, 12], agricul-

ture [13, 14], structural health [15, 16], smart lighting [17, 18, 19], smart parking

[20, 21, 22], smart roads [23], smart home [24, 25], and environmental monitor-

ing including air pollution [26, 27], earthquake early detection [28, 29], and so

on. On these applications, the sensor data are collected through small devices or

smartphones and sent to the cloud for further analysis. On the contrary, the edge

computing environment provides attractive model for IoT where many devices at

the edge of the network process data immediately and send results to appropriate

devices or smartphones. The edge computing can provide more flexible and re-

silient computational environment for IoT. For example, in [39], Shi et. al. states

the edge computing can be applied to the smart home. However, we can not as-

sume large computational nor communication capabilities because edge devices

1https://www.statista.com/statistics/471264/iot-number-of-connected-devices-worldwide/

1



2 CHAPTER 1. INTRODUCTION

Figure 1.1: An example of a multi-receiver data delivery

such as smartphones or small computers may have limited memory and computing

power.

IoT applications on the edge computing environment can be enhanced by de-

livering sensor data streams to multiple receivers. Data streams are the series of

data that are generated continuously. An example of multi-receiver data delivery

is shown in Fig. 1.1. The same body sensor data of a patient are useful for health-

care services, family doctors and health monitoring. By delivering body sensor

data to all these multiple receivers, the patient can receive these services. In this

way, multi-receiver data delivery occur in IoT applications. In such cases, the

same data can be delivered effectively using multicast. In this thesis, we focus on

the main two issues for multi-receiver data delivery, data loss and security.

Data loss occurs in IoT environment especially for wireless environments.

Data loss may arise from different sources such as unreliable network connec-

tions, limited power, memory and computational power. For applications that

analyze data in order of arrival, data loss is a problem. For example, in the case of

patient monitoring, healthcare data are analyzed by using the current body sensor

data and its historical ones. In such case, data loss is a problem for providing

early warning, preventive care and services. Therefore, data recovery is essential.

When more receivers encounter data loss at different timings, the required data

sequence differs. As a result, the sender has to prepare different recovery streams.

Therefore, reducing the number of recovery streams is a key to reduce bandwidth.

Although the Internet of things (IoT) technology promises benefits to people,

it also presents security challenges. In IoT applications that are related to sensitive

or personal data, security aspect is very important. The information collected from
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the sensor might reveal information on individuals, specific locations, and other

personal information. For example, the sensed data got from a patient’s body are

very sensitive. For such IoT applications, the system can avoid data leakages by

establishing secure communications. We focus on this issue in this thesis.

In providing reliability and security, energy efficiency is one of the main is-

sues for IoT applications where sensors or sensor-attached devices have limited

resources such as limited power capacity, computational resource, and storage.

Therefore, energy-efficiency and lightweight schemes are required for these ap-

plications.

1.2 Multi-receiver Data Delivery for IoT

In IoT applications, there are many cases where multiple receivers receive the

sensor data stream generated continuously by a sensor and utilize it for differ-

ent purposes. One of the examples is the IoT healthcare application where the

smartphone is an IoT gateway of smart things ([91]-[93]) with wireless connectiv-

ity. The patient data from body sensors are useful for patient monitoring through

streaming to caregivers directly or via a gateway, getting approval for healthcare

insurance, getting emergency actions and healthcare guidance, seeking another

patient’s opinion and estimating the patient’s activities. For other examples, the

video data streams obtained from surveillance cameras can be used for suspect

tracking and congestion detection. The temperature data streams by a roadside

sensors can be used for weather analysis and disaster prevention. When the re-

ceivers for each system requests data, the sender needs to deliver the same data to

multiple receivers. By avoiding one to one communication or unicast communi-

cation, IoT applications can introduce a multicast data delivery which can reduce

the communication overheads caused by unicast communication.

The IP multicast [30, 31, 32, 42] and application layer multicast (ALM) [33,

34] are commonly used for multicast scheme. In the IP multicast scheme, the

receivers join and leave the group by using Internet Group Management Proto-

col (IGMP) over IP networks. Since the network components such as routers,

switches, and cellular network base stations perform the replication of the packet,
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the sender requires to send a packet only once for a packet delivery to a large

number of receivers. However, due to the resource limitations of IoT devices,

most of IoT applications using the IP multicast adopt User Datagram Protocol

(UDP). UDP is unreliable protocol and does not provide guarantee for a data de-

livery. Therefore, packets may be lost in UDP. In application layer multicast, the

replication is done at the receivers rather than at the network components. There-

fore, although the application layer multicast can reduce the loads on network

components compared with the IP multicast, it requires high computational load,

low data rate and high energy consumption 2.

In this study, we focus on delivering sensitive data such as healthcare data,

personal data, and location data. We do not limit on multicast schemes only to

the UDP. All we assume for multicast schemes is that the sender can multicast

the data streams to multiple receivers. So, Topic based publish/subscribes such as

Message Queuing Telemetry Transport (MQTT) [35], Advanced Message Queu-

ing Protocol (AMQP) 3, and Constrained Application Protocol (CoAP) [37] are

applicable.

1.3 Research Issues

As described in Section 1.1, there are research issues in multi-receiver data deliv-

ery for IoT applications. In this section, we describe two research issues that are

tackled in this thesis.

1.3.1 Data Loss Issue

Data loss is one of the important issues in multi-receiver data delivery for IoT ap-

plications. Receivers encounter data loss for the following reasons. The first one

is the reason caused by loss of network connection. In mobile communication,

when the receivers enter into underground or suburbs, they cannot receive electro-

magnetic waves and lose the network connections. The receivers that lose network

connections cannot receive data and lose the data. In IoT environments, different
2https://www. cse. wustl. edu/ jain/cse574-14/ftp/coap
3http://www.amqp.org
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from general problems in UDP, data loss occurs due to the reasons caused by un-

expected power on/off of the sender/receiver devices, and some other reasons such

as limited device capacities. When the receivers’ devices run many softwares, the

computation and communication loads become full up, resulting in failure to re-

ceive data on their network devices. By ensuring reliabilities, that is recovering

the lost data, reliable data analysis can be performed. One of the basic mech-

anisms to ensure the reliabilities is data retransmission. In this mechanism, the

sender has to retransmit the lost data to achieve reliable data delivery. Because

the sender has to generate new recovery streams consisting of the lost data for all

receivers who request the lost data, retransmission leads to overhead in bandwidth

on the sender. Therefore, the sender’s load is directly proportional to the number

of recovery streams in solving the data loss problem.

A large number of existing works have focused on stream merging schemes to

reduce the number of recovery streams [48, 49, 53, 54, 55]. However, these works

mainly focus on video-on-demand applications where the jitter or the data deliv-

ery interval needs to be small to provide smooth video playback. The jitter then

becomes the critical factor that limits the number of recovery streams that can be

merged with other recovery streams. To compensate for the jitter, in some exist-

ing works [53, 54, 55], the receivers have to receive more than one data stream

at the same time. To merge the streams faster, some existing works apply the

receive-two models that allows the receivers to receive two streams at the same

time; one for viewing purpose and another one for future use [53, 54, 55]. There-

fore, the receivers need to have a large buffer storage. However, a large storage

cannot be expected in IoT devices. In other words, the receivers may not have

an enough buffer storage. Therefore, the existing works are inappropriate for IoT

environments.

1.3.2 Data Leakage and Security Issues

Another issue in multi-receiver data delivery is data leakage. The leakage of IoT

sensor data to unauthorized receivers is the biggest risk when the data are personal

or sensitive. For example, in healthcare application, the information gathered from

the wearable devices could be used to physically attack the person. To obtain the
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unauthorized data access or change the data in some way, the attackers will make

several attempts. The attackers will try to discover the sensitive data, modify the

data in transit, impersonate as the valid sender or receiver, and replay the valid

data transmission. To prevent sensitive data leakage and solve the security issues,

security properties such as confidentiality, message authentication, and replay at-

tack prevention are very important. Therefore, security is the basic requirement in

the provision of IoT applications.

To preserve confidentiality and message integrity, several certificate-based

and certificate-less multi-receiver encryption schemes have been proposed [78,

83, 84, 85]. However, these schemes do not avoid computation expensive op-

erations and some of these schemes lack some security properties such as re-

play attack prevention, source authentication, and implicit user authentication.

Moreover, IoT devices do not have enough storage and computing power. So,

heavy computational load is not a desirable property for IoT environments con-

sisting of highly constrained interconnected devices. NIST provides good survey

about lightweight cryptography for resource constrained devices. In [61], NIST-

approved cryptographic standards for authenticated encryption such as Counter

with Cipher Block Chaining-Message Authentication (CCM) and Galois/Counter

Mode (GCM) block cipher modes are introduced. However, CCM is not designed

for stream processing. Both CCM and GCM are modes of operation of the sym-

metric key block cipher. GCM is a mode of operation of the AES algorithm and it

can provide only data confidentiality and data authenticity. Since there is scalabil-

ity problem in symmetric key algorithms, they are suitable for small scale IoT ap-

plications. Lightweight cryptography standards also include elliptic curve based

authentication scheme. The elliptic curve cryptography is the optimal solution for

real time embedded systems in IoT networks [62]. In large IoT applications such

as healthcare application, poor scalability is not suitable for applications. More-

over, source authentication and replay attack prevention are important. Therefore,

the existing works are not enough. In this thesis, we will use elliptic curve cryp-

tography to achieve necessary security requirements.
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1.4 Research Objectives

The goal of this thesis is to solve the problems caused by the above two issues in

multi-receiver data delivery for IoT. The research objectives are as follow.

1. Recovery Data Stream Reduction for Reliable Data Delivery

We assume that the receivers who encountered data loss request the recovery

streams. the number of recovery streams is proportional to the number of re-

covery requests. Generally, the number of recovery requests increases when the

number of receivers increases and thus, the sender’s load for delivering the recov-

ery data streams increases. A larger number of recovery data streams causes more

loads. Therefore, the research objective for reliable data delivery is reduction of

the number of recovery streams.

2. Lightweight Computations for Secure Data Delivery

For secure data delivery, encryption takes an important role. Depending on the

number of receivers, the sender’s load for encryption differs. The sender’s load

for encryption increases as the number of receivers increases. For multi-receiver

data delivery, encryption time increases. In order to be adaptable for IoT envi-

ronment, we have to propose a lightweight and secure multi-receiver encryption

scheme. In the proposed scheme, computation expensive operations should be

reduced to achieve lightweight computational cost. And the necessary security re-

quirements such as confidentiality, message integrity, source authentication, user

authentication, and replay attack prevention should be fulfilled. So, the research

objective focusing on this thesis is a lightweight multi-receiver encryption scheme

for secure data delivery.

3. Key Renewal Cost Reduction for Reliable and Secure Multi-receiver Data

Delivery

To avoid data leakage, the sender needs to renew the key whenever any one of

the receivers leaves. This is because the disjoined receiver knows the old key.

The sender has to deliver the renewed key to the remaining receivers in secure

ways. The key renewal cost increases when the number of receivers increases. In

the case of high key renewal cost, the sender needs to use more CPU power. So
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the research objective for reliable and secure multi-receiver data delivery is key

renewal cost reduction.

Each of these three objectives corresponds to each topic of the chapters in the

thesis.

1.5 Organization of Thesis

This thesis consists of five chapters, and the rest of this thesis is organized as

follows.

In the next section, we introduce a synchronized recovery stream merging

(SRSM) scheme and describe the previous works related to the recovery streams

reduction. Then, an assumed system model for data stream delivery is explained

in detail. In our proposed scheme, we adopt two methods of synchronized recov-

ery stream merging scheme, latency-aware synchronized recovery stream merg-

ing (SRSM-L) method and bandwidth-dependent synchronized recovery stream

merging (SRSM-B) method. In the SRSM-L method, the sender merges the

streams according to the receivers’ constraints such as acceptable latency and skip

rate. In the SRSM-B method, the sender has limited bandwidth for data delivery.

Depending on the available bandwidth of the sender, the SRSM-B method merges

the recovery streams. We also conduct the simulation experiments to verify that

our proposed methods reduce the number of recovery streams.

In Chapter 3, we explain the security issues and propose a certificate-less

multi-receiver encryption scheme with authentication (CLAME) based on ellip-

tic curve cryptography. We firstly introduce the preliminaries of our proposed

scheme including the definition of elliptic curve cryptography, the framework of

the proposed scheme, chosen ciphertext attacks and security model. Then, the

details of the proposed scheme are discussed. In addition to experimental results,

security proofs are also shown in this chapter.

In Chapter 4, we propose the design and implementation of reliable and secure

multi-receiver data delivery for IoT. Firstly, we discuss the related work and issue

in this topic. Then, we explain the proposed system model and a method called

the synchronized recovery stream merging with a limited number of receivers
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(SRSM-R) method. The SRSM-R method is proposed to reduce the load of shared

secret renewal time cost. For secure data delivery, data is encrypted by using

certificate-less multi-receiver encryption (CLAME) proposed in Chapter 3. Our

proposed method has advantages over other methods in terms of the key renewal

time cost. The experiments are conducted to examine the benefits of the proposed

method.

Finally, we summarize our work and present future works in Chapter 5.





Chapter 2

A Lost Data Recovery Scheme
for Sensor Data Stream Multicasting

2.1 Introduction

As described in Chapter 1, in some IoT applications, multiple receivers receive

sensor data stream generated continuously by sensors and utilize it for various

objectives. For example, a sensor data stream obtained by the body sensors of a

patient can be used for patient monitoring, health insurance approval, healthcare

data sharing, and patient activities estimation, and so on. In the edge comput-

ing environment [38], where many computers run on the network edges to realize

quick-response on IoT applications, a large number of edge computer devices

must receive the sensor data stream. To deliver the data stream to multiple re-

ceivers efficiently, we assume that the network has an ability of multicast, such

as the ad-hoc sensor networks [40, 41], IP multicast [42], and application layer

multicast like pub/sub messaging [43]. The pub/sub messaging is already widely

utilized by many IoT applications [44]. Some existing works implement pub-

lish/subscribe messaging on distributed application layer multicast [45, 46].

In IoT applications, the data losses can occur because of the unstable network,

unexpected power on/off of the sender/receiver devices, electricity black-offs, and

some other reasons. In healthcare data analysis, the data must be clean and loss-

less to improve care and save life. In other words, reliable data is important.

11
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Typically, the sender waits for recovery request and retransmits the lost data to

each loss-encountered receiver. Since the data loss occurs at different timings for

different receivers, the number of recovery streams grows and consumes network

bandwidth. In the edge computing environment, the sender does not have plenty

of CPU power nor network ability. That means the network of the sender is lim-

ited in bandwidth. Therefore, it is important to reduce the number of streams for

recovery to ease the network bandwidth.

To reduce the number of streams and alleviate network bandwidth usage on

the sender, stream merging schemes ([48]-[59]) are proposed. Stream merging

means merging the recovery streams occurred at the close timing. Obviously,

stream merging reduces the number of streams delivered by the sender and reduces

network bandwidth usage. Because these existing schemes assume mainly Video-

on-Demand (VoD) applications, they need to keep the jitter of data stream delivery

as small as possible for smooth video playback. However, the jitter is not critical

in IoT applications that analyze the data in order of arrival. In addition, to obtain

the real-time information of the real world, the arrival order of data is important

because the analysis process has its own context, which means the transitions of

the status in the analysis are decided based on the previous status. For example,

in the case of patient monitoring, healthcare data analysis is performed by using

the current body sensor data and its historical ones. In the case of checking pulse,

if the sensed data from heartbeat sensor are lost for 10 sec, the irregular pulse can

be missed. The body sensor data are sent through data streaming to caregivers. In

such case, data loss is a problem for providing care and services. If the receiver

has a plenty of buffers to store received data, he or she can adjust the order of

the data according to the timestamp of the data even when the arrival order of

data is not preserved. Besides, most of the existing schemes assume that there is

a large size buffer on the receiver. We cannot expect such a large size buffer on

IoT applications that are often deployed as embedded systems in edge computing

environment. In IoT healthcare application, caregivers use smartphones to provide

point-of-care. Since a caregiver has to handle multiple patients at the same time

and the device may encounter unexpected power on/off, recovery stream delivery

needs to consider a solution for efficient scheduling of available resources such as

buffer size of the caregiver’s device.
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In this chapter, we propose a new multicast delivery scheme called synchro-

nized recovery stream merging (SRSM) scheme focusing on the data loss issue

in IoT. To avoid data loss issue while considering the limitations of data stream-

ing among resource-constrained devices, we propose two synchronized recovery

stream merging methods which keep the data of arrival for IoT applications as

much as possible. The first one is “Latency-aware synchronized recovery stream

merging (SRSM-L)” method for IoT applications where the receivers can tolerate

the sender’s data delivery latency as long as the delivery latency is in the range of

their acceptable latencies, and the other is “Bandwidth-dependent synchronized

recovery stream merging (SRSM-B)” method for the cases where the network

bandwidth for the sender is limited. According to the simulation results, we also

confirm that our proposed sensor data recovery methods can reduce the number

of streams in the different failure scenarios.

The remainder of this chapter is organized as follows. In Section 2.2, we in-

troduce the related work. Section 2.3 describes the basic description in the stream

merging scheme. In Section 2.4, the synchronized recovery stream merging, the

two methods of the proposed scheme and the detailed algorithms of the two meth-

ods are explained in detail. We show the evaluation by simulations in Section 2.5.

Finally, we conclude this chapter in Section 2.6.

2.2 Related Work

To reduce the number of streams, some data stream merging schemes have been

proposed such as Batching [48], Piggybacking [49], Tapping [53], Patching [54],

and Dynamic skyscraper [55]. These are originally proposed for Video-on-Demand

applications.

In the Batching technique, the sender’s bandwidth required for delivering

video data is reduced by delaying the start of the delivery. The senders define

a specific time interval and deliver the stream at the end of each time interval.

However, the Batching introduces delay on the receivers. To merge the streams

faster, the speeds of the stream deliveries are dynamically adjusted in the Pig-

gybacking. In the Piggybacking, the receivers do not need to have large buffer
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storage. In the Tapping and the Patching, the receivers receive the stream data

delivered for other receivers and store the data in a short time until they use the

data. In the Dynamic skyscraper, the sender’s bandwidth is reduced by allowing

the receivers to receive more than one stream at the same time.

In [58], efficient dyadic stream merging algorithm that allows the receivers

to receive up to two streams at any time was proposed. The Dyadic Tree is con-

structed by assuming the original stream as a root (parent) and the earliest receiver

who arrived within a designated interval as the children. The streams for the chil-

dren are merged with the stream for the parent. Moreover, the streams for the

receivers who arrived later and the receivers who arrived within the same time

interval are merged again. In this way, the number of streams that the sender

delivers is reduced. However, the receivers need to have the buffers to simultane-

ously accept two streams at any time.

Bar-Noy et. al compare five stream merging algorithms for media-on-demand

in [59]. Considering distributions for the request patterns of the receivers, they

present empirical study results for the dynamic Fibonacci, dyadic and earliest

reachable merge target (ERMT). Simulation results are shown for various perfor-

mance metrics. Most of them use the buffer on the receiver.

Because the application targets of the above existing schemes are VoD appli-

cations, they assume that the data delivery intervals are almost the same. In other

words, the jitters of data delivery interval are small so that a person cannot no-

tice the jitters for the smooth video playback. By this assumption, the number of

streams that the sender can reduce is limited. However, the jitter is not critical in

IoT applications. In this chapter, we assume that the receivers do not have such

large buffer to store data because IoT applications can run on small devices such

as smartphones. Therefore, the receivers are assumed to receive only one stream

at a time. In this chapter, we propose a new stream merging method assuming that

the device has no large buffer and can receive single stream at a time.
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Figure 2.1: Assumed System Model

2.3 Basic Description in Stream Merging Scheme

Fig. 2.1 shows our assumed system model. The data stream sender consists of sen-

sor data obtainer, sensor database, and sensor data stream generator. We assume

that the sender components typically run on the gateways of the sensor network,

which have larger computation and storage capabilities.

2.3.1 Principle Components of the Data Stream Sender

The sensor data obtainer obtains the sensed data from the sensors periodically and

continuously. All obtained data are stored into the sensor database. Normally,

the receivers request the sensor data stream that delivers sensor data immediately

after the data is obtained by the sensor data obtainer. Hereafter, we call it as the

original stream. The request is issued only once from the network, because we

assume that the data stream is delivered by multicast. The receivers of the original

stream subscribe to the multicast group which the original stream corresponds

to. Once the request for the original stream is accepted, the sensor data stream

generator generates an original stream and starts delivery to the network.
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2.3.2 Skipped Data Delivery

When a receiver encountered a failure, which means a receiver encountered a data

loss, a new data stream request is issued so that the loss-encountered receiver can

obtain data which are delivered by the original stream during the failure. The

new data stream requested by the loss-encountered receiver is called the recovery

stream. As a response to the request, the sender sends the identifier that corre-

sponds to the recovery stream. The receiver joins to the multicast group which

corresponds to the identifier. The recovery stream can be either a larger band-

width data stream, which includes more data per unit time than the original stream

or a skipped data stream, which drops some data from the original stream. The

skipped data stream is only applicable when the application allows a low temporal

resolution. For example, the location log of a patient is important in estimating

the patient’s activities. However, the location logging consumes heavy battery

power. To save the battery life, an option is location logging with lower logging

rate. And this case is similar to skipping sensor data such as skipping location

log for some time. Therefore, in the proposed scheme, skipping alternate frames

or some amount of frames is allowed. Unlike other frame skipping methods, the

proposed scheme does not consider the skipping scheme. In simplicity, the pro-

posed scheme skips one frame after choosing one frame for retransmission if the

skip rate is 2.0.

In the following, we define a unit time is equal to the time needed to deliver

single unit data in the original transfer rate. Bandwidth that is required for sending

an original unit data in the unit time is defined as 1. The sender delivers the

recovery stream according to the receiver’s request. For the recovery stream with

skipped data, we define a skip rate that determines how much data are skipped

within a unit time. The number of data units skipped within a unit time is equal

to (skip rate-1)×(original data units within a unit time). The original stream’s

skip rate is 1.0. For recovery streams, defined skip rate value must be equal to or

greater than 1.0. The bandwidth is the data amount that the sender sends within

a unit time. For example, if the skip rate is 2.0 and bandwidth is 1.0, the sender

skips one data within a unit time.

In Fig. 2.2, we assume that the sender delivers the original data stream with
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Figure 2.2: An example of skipped data delivery

bandwidth=1.0. Fig. 2.2 shows the situation in which the receiver-2 sets skip

rate as 2.0 and bandwidth as 1.0 while the receiver-3 sets skip rate as 1.0 and

bandwidth as 2.0 for lost sensor data recovery where data transfer rate is double.

As the receiver-2 sets skip rate as 2.0, the sender skips one data before sending

one recovery data. The quantity of data the sender eliminates from the recovery

stream is a parameter and can be adjusted depending on the data importance level

specified by the requested receiver. As the eliminated data increases, the recovery

stream can faster catch up with the original stream. In Fig. 2.2, at time 6, the

sender uses total bandwidth 2.0 for the original stream and the recovery stream.

At time 7, the sender has to use total bandwidth 4.0 as the number of recovery

stream increases. Therefore, the bandwidth of the sender is proportional to the

number of recovery streams. If there are multiple recovery requests for different

failure situations, the sender may exhaust maximum bandwidth. Therefore, not

only the receiver but also the sender should be considered in the lost data recovery

scheme.

2.3.3 Basic Behavior of the Recovery Stream Delivery

Fig. 2.3 illustrates the basic behavior of the recovery stream delivery. The x-axis

represents the elapsed time and y-axis corresponds to the delivered data amount,

that is the delivered sequence number. In Fig. 2.3, a receiver starts to recover
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Figure 2.3: Recovery Stream Delivery

from the failure at time (t1) and the sender needs to generate a new stream by

using the receiver’s desired skip rate if there is no existing recovery stream. When

another receiver with different failure condition requests for recovery at time (t2),

the sender has to set a new recovery stream. This time, the sender chooses faster

recovery rate. A recovery stream with larger skip rate or larger bandwidth faster

catches up with the original stream.

Although the recovery stream can faster catch up with the original stream, the

number of received data on the receiver may decrease. When the recovery streams

catch up with the original stream, the sender can deliver the same original stream

to the receivers that have already received the lost sensor data. Therefore, the

sender does not need to generate the recovery stream and the number of streams

is reduced.

The critical problem in such data delivery is how to alleviate the network band-

width usage of the sender. When more loss-encountered receivers with different

failure situations are involved in recovery, the sender’s load such as the compu-

tational power, memory usage, communication traffic, etc. increases. In other

words, the sender’s load is proportional to the number of recovery streams.
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2.4 Proposed Scheme

In this section, we propose a new stream recovery scheme called the synchronized

recovery stream merging (SRSM) firstly. Then, as the extensions of the proposed

scheme, two stream data recovery methods called “Latency-aware synchronized

recovery stream merging (SRSM-L)” and “Bandwidth-dependent synchronized

recovery stream merging (SRSM-B)” are explained in detail.

2.4.1 Synchronized Recovery Stream Merging (SRSM)

In our proposed SRSM scheme, we assume that each receiver has a time restric-

tion, which we call the acceptable latency. The acceptable latency means tolera-

ble latency from the time when the original data was generated. The acceptable

latency is specified according to IoT application demands. Example scenarios are:

• For getting healthcare insurance approval, the past data of a patient is im-

portant. Therefore, logging healthcare data is important. Before healthcare

insurance application does not happen, logging application can tolerate la-

tency. In this case, the receiver may wait lost data for a half day if the

insurance application will be done after two days. Therefore, the acceptable

latency is equal to a half day.

• For getting healthcare advice, real-time data analysis is preferable to im-

prove care or save life. In this case, lower acceptable latency value is a

requirement.

The acceptable latency may depend on the receivers. Different receivers may have

different latency tolerances and different specifications of data importance on the

same data. Using the nature of different applications, the proposed scheme tries

to save the network bandwidth usage of the data sender.

In our proposed scheme, stream merging occurs when the recovery stream

catches up with the original stream and it is also performed among recovery

streams. Recovery streams are merged when they had received the same data

amount. The notations that are used as the parameters of the receiver-i for the

recovery are shown in Table 2.1.
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Table 2.1: Recovery parameters of the receiver-i
Parameter Description

ri the acceptable skip rate of the receiver- i
bi the acceptable bandwidth of the receiver-i
ti the recovery time of the receiver- i
Ai the total data amount the receiver-i possesses before ti

di the last time of the receiver-i that received Ai

Di the total data amount the receiver-i will possess after ti

li the acceptable latency of the receiver-i

Table 2.2: Parameters of the recovery stream
Parameter Description

Rs the skip rate of the recovery stream s
Bs the bandwidth of the recovery stream s
As the total data amount that s has delivered before ti

ds the last time of s that delivered As

Ds the total data amount that s will possess after ti

Gs the set of members of the multicast group in s

In the SRSM scheme, the sender does not send some lost sensor data as de-

scribed in subsection 2.3.2. In this way, the data amount received by the recovery

stream quickly catches up with that delivered by the original stream. If there is

no existing recovery stream when the receiver-i recovered from the failure, the

proposed scheme creates new recovery stream (s) with the parameters described

in Table 2.2.

Then, it adds the receiver-i into Gs. Any receivers whose received data amount

is equal to that of the group of receivers of s are added as a group member without

creating a new recovery stream. Otherwise, whether the receiver-i can be added

to the group or not is determined according to the recovery parameters described

in Table 2.1, expected catchup time, and related latency.

If the amount of data already received by the receiver-i is more than that of

the existing recovery stream (s), the expected catch up time of stream (s) to the
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receiver-i (Cs,i) and the related latency (Li,s) can be calculated as follows:

Cs,i =
(Di − Ds)
Rs × Bs

+ ti if Ai > As

Li,s = Cs,i − (di + 1) if Ai > As

where

Di = Ai + ri × bi

Ds = As + Rs × Bs

The related latency (Li,s) is the latency of the receiver-i to merge into the exist-

ing recovery stream (s). Although the receiver-i’s received data amount exceeds

that of the existing recovery stream (s), the receiver-i has to wait until the existing

recovery stream has delivered the same data amount that it has already received.

In other words, the related latency is the waiting time of the receiver-i to get the

data of the existing recovery stream.

When the data amount already delivered by the existing recovery stream (s)

exceeds that of the receiver-i, the calculations of the expected catch up time for the

receiver-i and related latency of the existing recovery stream (Ls,i) are as follows:

Ci,s =
(Ds − Di)

ri × bi
+ ti if As > Ai

Ls,i = Ci,s − (ds + 1) if As > Ai

For stream merging among the receivers who received different data amount,

we need to consider two cases.

The first case is to continue delivering the existing recovery stream (s), which

exists before new recovery request, and the sender adds new recovery requested

receiver (receiver-i) into the group of s. Two requirements exist for the first case.

The first requirement is that the data amount delivered by s must be less than

that of the receiver-i. Since the sender adds the receiver-i into the group of s,

the receiver-i has to wait until the receivers of s receive the same data amount of

the receiver-i. Therefore, the second requirement is that the related latency must

be less than or equal to the acceptable latency of the receiver-i. In summary, the
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requirements for the first case can be described as follows:

Li,s ≤ li when Ai > As

And the second case is to create a new recovery stream for the new recovery

requested receiver (receiver-i). The sender drops the existing recovery stream (s)

and adds the receivers of s into the group of new recovery stream. In the second

case, the data amount received by the receiver-i must be less than that of s. Since

the receivers of s are added to a new recovery stream, the minimum acceptable

latency of the receivers of s needs to be considered. If the related latency is less

than or equal to the minimum acceptable latency of the receivers of s, stream

merging is performed. The requirements for this case can be described as follows:

Ls,i ≤ Lmin:s when As > Ai

Lmin:s is the minimum acceptable latency among the receivers of the existing re-

covery stream (s).

In both cases, the sender decides to start delivery of the data stream for the re-

ceivers who received smaller data amount so that other receivers will not lose any

more data. For example, at time t1, the sender delivers one recovery stream. Sup-

pose that the recovery stream delivered at time t1 is an existing recovery stream

(s). At time t2 where (t2 > t1), there is another recovery request. At time t2,

the existing recovery stream has received 60 data frames. However, the receiver

who requests the recovery has received only 40 data frames. In this scenario, the

receiver who requests the recovery will lose 20 data frames if the sender chooses

the first case stream merging without considering the requirements. The scenario

meets the first requirement of the second case merging. If the sender decides to

create a recovery stream for a new recovery request and drops s, the receivers of

s have to wait until the new recovery stream’s receivers received 60 data frames.

If the second requirement is fulfilled, any receivers will not lose more data.

In summary, if there is one or more recovery streams, the proposed scheme

merges the recovery streams for the following three cases.

1. Case-I: A merge-able stream exists but not reached to Di



2.4. PROPOSED SCHEME 23

R2 

R1 

t1 t2 

Loss Start Time 

Recovery Start Time 

Elapsed time  

D
at

a 
A

m
ou

nt
 

Original Stream 

Recovery 
Streams 

L2,s 
Cs,2 

l2 

R2 

R1 

t1 t2 

Loss Start Time 

Recovery Start Time 

Elapsed time  

D
at

a 
A

m
ou

nt
 

Ds=D2 

Figure 2.4: Case I: Before merging vs After merging

In the first case, the proposed scheme adds the receiver-i recovered from the failure

to the existing recovery stream (s) if the following conditions are satisfied.

scontains(Rs, ri, Bs, bi) (2.1)

Ds < Di (2.2)

Cs,i − (di + 1) ≤ li (2.3)

The function scontains() checks whether the skip rate and the bandwidth of

the existing recovery stream s is acceptable for the receiver-i. The second state-

ment means the existing recovery stream has not received the data di already re-

ceived by the receiver-i. Eq. (2.3) checks whether the related latency satisfies the

acceptable latency of the receiver-i.

An example of Case I stream merging is shown in Fig. 2.4. In Fig. 2.4, we

denote R1 and R2 as two receivers. Starting at (t1), there is one existing recovery

stream (s) for the receiver-1. At the recovery request time (t2) of the receiver-2, the

recovery data count status is (D2 > Ds). We assume that the receiver-2 can accept

the skip rate and bandwidth of the existing recovery stream (s) and tolerate the

waiting time to get recovery data from stream (s). In other words, the conditions

meet the requirements for Case I merging. Therefore, the receiver-2 is added to

the existing recovery stream without creating new recovery stream.
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Figure 2.5: Case II: Before merging vs. After merging

2. Case II: A merge-able stream exists and already delivered Di

Whether the new recovery stream should be generated is checked using the fol-

lowing three conditions.

scontains(Rs, ri, Bs, bi) (2.4)

Ds > Di (2.5)

Ci,s − (ds + 1) ≤ Lmin:s (2.6)

The first condition checks whether the skip rate and bandwidth usage of the

receiver-i is acceptable for the existing recovery stream (s). The second condition

means that the existing recovery stream has already delivered more data than that

required by the receiver-i. The final condition checks whether the related latency

satisfies the acceptable latencies of all receivers in the existing recovery stream

so that all receivers of the existing recovery stream can wait until new recovery

stream delivers Ds.

Fig. 2.5 shows the second situation in which the recovery requested by the

receiver-2 has less recovery start data count than that of the existing recovery

stream. When the receiver-2 starts its recovery at t2, there is already one existing

recovery stream (s) for the receiver-1 and recovery data count status is (Ds > D2).

We assume that the first conditional statement and the final conditional statement

for latency are also satisfied. Therefore, the receivers in the existing recovery

stream are added as the receivers of new recovery stream before eliminating the



2.4. PROPOSED SCHEME 25

existing recovery stream. Finally, there is only one recovery stream.

3. Case III: A coincidental merge-able stream exists

When the receiver and the existing recovery stream (s) have the same recovery

data to be delivered, and the skip rate and bandwidth usage of s are acceptable for

the receiver-i, the receiver is added to the group of the existing recovery stream.

The following conditional statements check whether the coincidental merge-able

stream exists.

scontains(Rs, ri, Bs, bi) (2.7)

Ds = Di (2.8)

2.4.2 Latency-aware Synchronized Recovery Stream Merging
(SRSM-L)

We propose the “Latency-aware synchronized recovery stream merging (SRSM-

L)” method on the basis of the SRSM scheme. We assume the latency-aware

environment for the SRSM-L method in which the receivers specify the acceptable

latency to merge the streams. In the SRSM-L method, the sender does not create

a new stream as long as the existing recovery stream can satisfy the receiver’s

constraints. Once the sender receives the request, the sender decides whether to

generate a new recovery stream or add the requested receiver as a receiver of one

of the existing recovery streams.

The algorithm for the SRSM-L method is shown in Algorithm 1 where streams

represents the streams to be delivered at time t and the latency of each receiver-i

of streams does not exceed corresponding acceptable latency.

Firstly, the proposed scheme checks whether there is coincidental merge-able

stream. If the recovery requested receiver-i and one of the existing streams have

the same data recovery start data amount and the skip rate and bandwidth are

acceptable for the receiver-i, the receiver is added to the group of the existing re-

covery stream. Among the acceptable latencies of all receivers who are members

of the existing recovery stream, the minimum acceptable latency is set as the ac-

ceptable latency of the existing recovery stream. Conditional statements from line
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Algorithm 1: Algorithm for the SRSM-L method
1 procedure SUBSCRIBE
2 Input: t, i, ri, bi, di, li

3 Initialize empty stream array z
4 Di ← Ai + ri × bi

5 foreach s ∈ streams do
6 Ds ← As + Rs × Bs

7 if (Ds = Di) and (scontains(Rs, ri, Bs, bi)) then
8 li ← li − (t − (di + 1))
9 wi ← (t − (di + 1))

10 s.addReceiver(i)
11 Ls ← Lmin:s

12 return
end

13 if (Ds < Di) and (Li,s ≤ li) and (scontains(Rs, ri, Bs, bi)) then
14 li ← li − (Cs,i − (di + 1))
15 wi ← (Cs,i − (di + 1))
16 s.addReceiver(i)
17 Ls ← Lmin:s

18 return
end

19 if (Rs! = 1.0) and (Ds > Di) and (Ls,i ≤ Ls) and
(scontains(Rs, ri, Bs, bi)) then

20 z.addStream(s)
end

end
21 Create new stream ns
22 li ← li − (t − (di + 1))
23 wi ← (t − (di + 1))
24 ns.addReceiver(i)
25 foreach s in z do
26 foreach u in s.receivers do
27 wu ← (Ci,s − (ds + 1))
28 lu ← lu − (Ci,s − (ds + 1))
29 ns.addReceiver(u)

end
30 z.deleteStream(s)

end
31 Lns ← Lmin:ns

32 streams.addStream(ns)
33 end procedure
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number (7) to line number (12) check the situation for Case III merging. If the

condition is true, stream merging is performed.

Although the receiver and the recovery stream have different recovery start

data amount, stream merging may occur depending on the acceptable latency of

the receiver-i or the recovery stream. The proposed method always delivers the

recovery stream with the smaller data amount. If the existing recovery stream has

delivered smaller recovery start data amount than that required by the recovery

requested receiver-i, the proposed method continues it without generating new

recovery stream for the recovery requested receiver-i. The acceptable latency of

the receiver-i with larger data amount is considered because it has to wait until

the existing recovery stream (s) delivers its recovery start data amount. Therefore,

the related latency (Li,s) must be less than or equal to the acceptable latency (li) so

that the receiver-i can be added to the existing recovery stream (s). The acceptable

latency (li) of recovery requested receiver-i is updated for time (t) so that the

sender considers the remaining latency of the receiver-i in merging with other

streams or other receivers at the same time (t). Therefore, the acceptable latency of

the recovery stream (Ls) is modified with the minimum acceptable latency among

the receivers of the recovery stream (Lmin:s) whenever a receiver is added to the

existing recovery stream. Moreover, the latency (wi) of receiver-i is needed to be

updated to find its maximum latency throughout its processing time. Conditional

statements from line number (13) to line number (18) are grouping receivers for

the existing recovery stream. These statements are the requirements for Case I

merging. The summary of this case can be described like this:

Gs = Gs ∪ {i} when Li,s ≤ li and Ai > As

In case of the existing recovery stream with more recovery start data count

(Ds > Di), the proposed scheme generates new recovery stream for the recovery

requested receiver and eliminate the existing recovery stream. The acceptable

latency of the receivers from the existing recovery stream needs to be considered.

In checking the acceptable latency, the related latency (Ls,i) must be less than or

equal to the acceptable latency (Ls) so that new recovery stream will be generated

by dropping the existing recovery stream. Conditional statements starting from
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line number (19) to line number (20) describe the above situation. In other words,

the statements are the conditional statements for Case II merging. The summary

of this case is

Gns = Gs ∪ {i} when Ls,i ≤ Ls and As > Ai

delete Gs

where Gns is the group of receivers in new recovery stream.

The receiver-i and the receivers of the existing recovery stream are added to

new recovery stream (ns) before dropping the existing recovery stream. Then,

the existing recovery stream is removed and the acceptable latency of new re-

covery stream (Lns) is assigned with the minimum acceptable latency among its

receivers (Lmin:ns). The conditional statements described from line number (21) to

line number (32) correspond to new stream generation and latency assignment of

new stream and its receivers.

2.4.3 Bandwidth-dependent Synchronized Recovery Stream
Merging (SRSM-B)

We also propose the “Bandwidth-dependent synchronized recovery stream merg-

ing (SRSM-B)” method on the basis of the SRSM scheme. In the real scenario,

the available bandwidth of the sender may dynamically change time by time. In-

stead of satisfying the receiver requirements, the SRSM-B method prioritizes the

sender’s one.

In the SRSM-B method, the sender considers the receivers’ latencies as much

as possible in merging streams while considering its available bandwidth. Firstly,

it performs streams merging by considering the receivers’ acceptable latencies.

Then, it checks the required bandwidth and the sender’s available bandwidth. In

case of the bandwidth requirement exceeds the available one, it again merges some

streams until the necessary bandwidth fits into the sender’s available bandwidth.

As a result, some the receivers may exceed the acceptable latencies. However,

SRSM-B merges the streams with the least latency difference to make excess la-

tency value as small as possible. The sender needs to have the following parameter
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Algorithm 2: Algorithm for the SRSM-B method
1 procedure MERGE
2 Performs subscribe procedure of SRSM-L for all recovery requested

receivers at time t
3 if (nt ≤ at) then
4 break

end
5 else
6 s1 ← streamt(ori)

7 s2 ← streamt(ori)

8 st.deleteStream(s2)
9 q = nt − 1

10 m =
q

at−1

11 foreach (i = 1 to q) do
12 s3 ← streamt(min)

13 foreach s in mergestream do
14 if (scount < m) then
15 add all receivers of s3 to s
16 if (Rs > Rs3) then
17 Rs = Rs3

end
18 if (Bs > Bs3) then
19 Bs = Bs3

end
20 foreach u in s3.receivers do
21 wu ← (Cs,s3 − (ds3 + 1))
22 lu ← lu − (Cs,s3 − (ds3 + 1))

end
23 st.deleteStream(s3)
24 increment scount by 1
25 return

end
end

26 mergestream.addStream(s3)
27 s3count = 1
28 st.deleteStream(s3)
29 increment i by 1

end
30 mergestream.addStream(s1)

end
31 end procedure
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values for bandwidth-dependent recovery stream delivery.

nt : the number of streams to be delivered at time t

st : the streams to be delivered at time t

at : the number of streams allowed for available bandwidth

Here, (st, nt) can be determined after performing subscribe procedure of SRSM-

L for all recovery requested receivers at time t.

The algorithm for the SRSM-B method is shown in Algorithm 2. Depending

on the time-variant number of streams (at) allowed by the sender and the required

number of streams (nt), the proposed method decides whether stream merging

should be performed or not. If the bandwidth requirement for the recovery stream

delivery fits into the limit of the sender’s available bandwidth, no further stream

merging is necessary. This situation is described in line number (3) and (4). Here,

we assume that the sender’s allowed number of streams is always greater than 1.

For the situation where the bandwidth requirement is beyond the sender’s

limit, more than one stream from the (st) are merged into the new stream. Here,

the new stream is denoted as the merged stream (mergestream). Stream merg-

ing is performed among the streams except the original stream (streamt(ori)). For

merging other streams except the original stream, both the required number of

streams and allowed number of streams are reduced by one because we assume

that the original stream is a merged stream. Then, the number of streams to be

merged into a merged stream (m) is decided by dividing the reduced number of

streams (q) by the reduced allowed number of stream (at − 1). The conditional

statements are described from line number (7) to line number (10).

Other streams to be merged are chosen according to the amount of the data al-

ready received. In general, a stream which has minimum amount of data received

is merged so that the latency of receivers is not much larger than their acceptable

latencies. We refer the stream with minimum amount of data already received at

time t as streamt(min). To achieve the safe delivery, the skip rate and bandwidth of

the merged stream is set using the minimum skip rate and minimum bandwidth

among all the streams to be merged, respectively. Then, the scheme modifies the

latency of receivers from the streams to be merged into a merged stream. The
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Table 2.3: Common Simulation Setup
Parameter Value

Simulation time 1000 (unit time)
Number of receivers 100

Acceptable skip rate of the receiver-p (rp) 2.0
Acceptable bandwidth of the receiver-p (bp) 1.0

Acceptable latency of the receiver-p (lp) 200 (unit time)
Number of streams allowed by the sender (at) 2

Number of trials 1000

modification of the latency is described in line number (22). The line numbers

from (11) to (29) shows conditional statements for merging multiple streams. In

Algorithm 2, the initialization of a merged stream is described from line num-

ber (26) to (29). Finally, the original stream is added as a merged stream at line

number (30).

2.5 Evaluation by Simulations

We conducted the simulation evaluations for our proposed methods. We evaluated

the number of streams, the average number of streams, the number of receivers

that exceed acceptable latency and average of maximum latency for two different

failure/recovery patterns.

We evaluated the methods for two failure/recovery simulation scenarios: 1)

Poisson scenario and 2) Gaussian scenario. Poisson scenario corresponds to a

random failure situation and Gaussian scenario corresponds to a burst failure sit-

uation. We selected these scenarios because they are typical failure situations.

For example, the errors of smartphones (e.g. starting/stopping an application) in

a wide area may follow the Poisson scenario and the errors when the receivers in

a train that goes into tunnel sometime may follow the Gaussian scenario.

2.5.1 Simulation Setup

The common simulation setup is shown in Table 2.3, where p is a receiver in the

simulation.
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Figure 2.6: Loss and Recovery Model of the Second Trial (Poisson)

We used a notion of virtual ‘unit time’, which can correspond to one data block

transmission time in the simulations. The acceptable bandwidth (bp = 2) is se-

lected because we assume IoT applications, in which plenty of network bandwidth

is not available. The simulation time (= 1000 unit time) is decided as an enough

duration for the stable simulation. The number of receivers (= 100) is an enough

number that we can reproduce the congested situation. rp = 2 and lp = 200 are

selected as typical parameters to see the basic behavior. Same as the unit time,

both rp and lp can be translated for various situations. If we want to translate 50

milliseconds as 1 unit time, then the acceptable latency lp (= 200 unit time) is

equal to 10 seconds. To see the basic performance, we assume all receivers have

the same requirements for the recovery.

In the Poisson scenario, a receiver encounters failure multiple times within the

simulation time because the number of receivers is limited in the simulation. The

average number of failure occurred within a unit time is set as 8. Fig. 2.6 shows

the failure/recovery pattern of the second trial for the Poisson scenario. The x-

axis represents the elapsed time and y-axis represents the number of failure or

recovery.

In the Gaussian scenario, a receiver can encounter a failure at most one time

within the simulation time. In all trials, we assume half of the receivers encounter

failure around 500 unit time following the Gaussian distribution. The standard

deviation of the Gaussian distribution is set as 50. The failure interval also follows
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Figure 2.7: Loss and Recovery Model of the Second Trial (Gaussian)

the Gaussian distribution. The average failure interval ( f i) is set from f i=100 to

200 by the increment of 10. The standard deviation of the average failure interval

is set as 10. Fig. 2.7 describes the assumed loss and recovery model of the second

trial for the Gaussian scenario.

2.5.2 Comparison methods

The same notations shown in Table 2.1 and Table 2.2 are used to describe the pa-

rameters of the comparison methods. In the Piggybacking, a slow stream is gen-

erated when no slow stream exists within a time window W measured in frames.

Otherwise, a fast stream is generated. The slow stream means the stream that

are delivered at a lower rate while the fast stream is the one delivered at a faster

rate. The idea is that the fast stream will eventually catch up with the slow stream.

As the slow streams are generated for each time window W, the senders have to

use more bandwidth. However, the receivers do not need to have large buffer stor-

age. Therefore, the simple Piggybacking scheme can be used for IoT applications.

And we consider the Piggybacking as a method to be compared with the proposed

methods. For simulation, we assume that the slow stream has Rs =1.0 and Bs =1.0

while the fast stream delivers with Rs =2.0 and Bs =1.0. The window size W is set

as 40. Another comparison method is Coincidental merging in which the receiver

joins the existing stream when it has exactly same parameter values of the existing

stream.
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Figure 2.8: Number of streams in the
Second Trial (Poisson)
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Figure 2.9: Average number of streams
(Poisson)
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Figure 2.10: Number of receivers that
exceed acceptable latency (Poisson)
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Figure 2.11: Average of the maximum
latency (Poisson)

2.5.3 Simulation Results in the Poisson Scenario

Figs. 2.8-2.11 shows the simulation results for the Poisson scenario. We denote λ

as the average number of failures occurs within a unit time and µ as the average

number of recoveries within a unit time. For the Poisson scenario, we set (λ = 1
8 )

and (µ = 1
h ) to define the average number of failure and recovery respectively. The

value of (h) is set from 0.5 to 7.5 with the incrementing value 0.5. The comparison

of the number of streams resulted from the second trial is shown in Fig. 2.8. The

parameters for the second trial are (λ = 1
8 ) and (µ = 1

7.5 ). Fig. 2.9 shows the

average number of streams by changing the average interval between recoveries,

which corresponds to 1
µ
. Fig. 2.10 shows the number of receivers that exceeds the

acceptable latency and Fig. 2.11 shows the average of the maximum latency for

all simulation trial.
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According to these results in Poisson scenario, the SRSM-L method showed

good performance than the Piggybacking and Coincidental merging, when the av-

erage interval between recoveries is large, which means the number of receivers

in simultaneous failure is large, in terms of the number of streams. The perfor-

mance of the Piggybacking is worse around the average interval value between 4

and 8. That is because more stream generation occurs in the Piggybacking and the

random failure gives disadvantage for it. The average number of streams (i.e. net-

work bandwidth used by the sender) in the SRSM-L method is reduced about 52%

compared with the Piggybacking and Coincidental merging when the average in-

terval between recoveries is 7.5. On the other hand, as expected, the number of

streams of the SRSM-B method did not exceed 2. However, as shown in Fig. 2.10,

the number of receivers which exceeded the acceptable latency increases. As the

Fig. 2.11 shows, the average latency increases to around 250 when the loss start

interval = 7.5.

As a summary, in the Poisson scenario, we can say the SRSM-L method can

keep good performance even when there are frequent failures and recoveries. The

SRSM-L method showed balanced results which keep the bandwidth usage and

the delivery latency small. About the SRSM-B method, we confirmed that the

method could keep the number of streams constant, but increased delivery latency.

Therefore, the SRSM-B method is suitable only when the application does not

need to limit the latency in the Poisson scenario.

2.5.4 Simulation Results in the Gaussian Scenario

Figs. 2.12-2.15 shows the simulation results for the Gaussian scenario. For the

Gaussian scenario, the simulation is performed using different average failure in-

terval ( f i) where ( f i = 100 to 200) (unit time) with standard deviation 10.

Fig. 2.12 shows the result of stream count for the second trial. The parameters

for the second trial are mean failure start time (500) with standard deviation (10),

and average failure interval (200) with standard deviation (10). Depending on the

average length of the failure interval, the recovery start time for the receivers is

slightly different. As a result, more recovery stream generation occurs nearly at

the same time. The comparison of all methods in terms of the average number of
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Figure 2.12: Number of streams in Sec-
ond Trial (Gaussian)
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Figure 2.13: Average number of streams
(Gaussian)
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Figure 2.14: Number of receivers that
exceed acceptable latency (Gaussian)
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Figure 2.15: Average of the maximum
latency (Gaussian)

streams is illustrated in Fig. 2.13. Fig. 2.14 shows the number of receivers that

exceeds the acceptable latency and Fig. 2.15 shows the average of the maximum

latency for all simulation trials.

According to the experimental results described in Fig. 2.12, the Coinciden-

tal merging showed worst performance in terms of the number of streams. The

Piggybacking showed better performance than Coincidental merging. It showed

similar performance with the SRSM-L method because simultaneous errors can

be accommodated to the merging stream in the Gaussian scenario. the number of

streams increases in the SRSM-L method as the average length of the failure in-

terval increases. That is because the number of long failure receivers, in which the

failure interval exceeds 200, increases as shown in Fig. 2.14. The average num-

ber of streams in the SRSM-L method is nearly equal to that of the Piggybacking

when the difference is from 40 to 80.



2.6. CONCLUSION 37

As expected, the SRSM-B method could keep the number of streams no more

than 2 during the simulation time. The average number of receivers that exceed

the acceptable latency and the average max latency becomes larger when the f i

becomes larger in the all methods. As shown in the Fig. 2.14 and Fig. 2.15, the

SRSM-B method showed larger latency than other methods. However, the in-

crease in the latency was small.

As a summary, in the Gaussian scenario, we can say the SRSM-B method

could keep good performance. The SRSM-B method could keep the max band-

width usage constant and the delivery latency overhead small. SRSM-L, could

not keep the number of streams small, when the difference is large, that means the

failure duration is longer than the threshold lp.

2.6 Conclusion

Aiming at the bandwidth reduction, we proposed efficient lost sensor data de-

livery methods for sensor data multicasting called “Latency-aware synchronized

recovery stream merging (SRSM-L)” and “Bandwidth-dependent synchronized

recovery stream merging (SRSM-B)”, which are suitable for IoT applications.

We evaluated the performance in two simulation scenarios that correspond to the

random failures and the burst failures. Simulation results are shown in terms of

the number of streams, the average number of streams, the number of receivers

that exceeds the acceptable latency and the average of the maximum latency.

According to the evaluation results, we found that the performance of the

SRSM-L method can save about 52% network bandwidth on the sender in the

frequent random failure situation, comparing with existing schemes, keeping the

acceptable latency. We also found that in the burst failure situation, the SRSM-

B method shows the best performance even when the failure duration is long.

It could keep the maximum number of streams constant and the latency over-

heads small. In the future work, we will do more detailed evaluations to confirm

whether our scheme is applicable for more applications or situations. Then we

will implement the proposal method on an actual pub/sub multicasting platform

for reliable IoT applications. In addition, further improvement of delivery load
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reduction mechanism, the recovery stream generation scheme using distributed

caches on the network, dynamically applying the appropriate method (SRSM-L

or SRSM-B) according to the observations and feedback, also form part of our

future work.



Chapter 3

Certificate-less Multi-receiver
Encryption with Authentication
based on ECC

3.1 Introduction

In some IoT applications related to healthcare, smart homes and group communi-

cations, sensitive data is exchanged among multiple users. For example, pedestri-

ans who feel concerns of their health around a station send vital data, which are

generated by body sensors attached to smartphones, to nearby doctors or nurses

for the purpose of improving experience, getting advice or healthcare service. In

such applications, for quick response to the patient, the edge computing is attrac-

tive architecture. In the edge computing, the sensor data are sent to the smart-

phone, and data processing is done on the edge computer or the smartphone of

the doctor. Therefore, the smartphones need to support lightweight algorithms in

order to interoperate with the resource-constrainted sensors. And a lightweight

multi-receiver encryption scheme to ensure confidentiality, integrity, and authen-

ticity is necessary to provide not only security but also efficiency.

To securely exchange information with fast computing speed, symmetric en-

cryption scheme can be used. However, it introduces security requirements such

as authentication of parties in key agreement protocol or secure and integrity-

39
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assured key distribution to prevent man-in-the-middle attacks and other attacks.

Without the use of public-key cryptography, symmetric key scheme is not suf-

ficient to get secure communication features such as confidentiality, authentica-

tion, integrity, and non-repudiation. Although the conventional public key infras-

tructure (PKI) is widely used in the current ICT systems, it is not suitable for

resource-constrained devices due to its certificate management problem [63]. To

avoid the certificate management problem of public key infrastructure, in identity-

based cryptography introduced by Shamir [64], unique strings such as identities

are used as public keys. However, a party called private key generator (PKG)

exists to generate system parameters and private keys for all users. As a result,

private key generator knows all users’ private keys. This problem is called key es-

crow problem. Key escrow problem introduces some serious disadvantages such

as communication information exposure.

To simplify the certificate management of traditional public key cryptography

and key escrow problem of identity-based public key encryption, the concept of

certificate-less public key cryptography has been proposed by Al-Riyami and Pa-

terson [65]. In certificateless public key cryptography (CL-PKE), key generation

process is split between PKG and the users. Key Generation Center (KGC) issues

the partial private key and the user generates own public key and private key pair.

In encryption, the sender uses the public system parameters of KGC, the public

keys of the receivers, and the plaintext message. To decrypt the ciphertext, the

receivers require both partial private key and private key. If we assume that KGC

is honest but curious, KGC cannot decrypt exchanged messages by knowing only

the partial private key. In this chapter, we define semi-trusted third party to rep-

resent an honest but curious KGC. In other words, KGC knows the master secret

key to generate partial private keys and it may misbehave. However, it is not al-

lowed to replace any public keys. In this way, key escrow problem is avoided.

Moreover, certificateless public key encryption eliminates the use of certificate as

public key of user is generated using the parameters given by KGC. The overview

of certificate-less public key encryption is shown in Fig. 3.1.

In devices with sensitive personal data, no trust exists on others. Full control

is in the hand of device owner. In sharing sensitive data among own controlled

devices, it is necessary to ensure trustworthiness of users. Although third party
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Figure 3.1: Overview of certificateless public key encryption

involvement may exist to prove valid users, the key escrow problem should be

avoided so that users can control data access directly. To be able to share the sen-

sitive data among own controlled devices, certificate-less public key encryption

is an optimal solution. Therefore, we adopt certificate-less public key encryp-

tion into our multi-receiver environment. However, for this, we should reduce the

computational load for both the sender and the receiver and provide the necessary

security properties.

In this chapter, we propose a certificate-less multi-receiver encryption scheme

using elliptic curve cryptography. To ensure authentication, the proposed scheme

provides implicit user authentication and source authentication. Moreover, the

proposed scheme offers message integrity and replay attack prevention as the nec-

essary security properties for secure data exchange. In addition, pairing operations

that are computationally expensive are eliminated to achieve lower latency of en-

cryption and decryption. The latency of encryption is the time between the initial

request and the reply of the corresponding ciphertext. In a similar fashion, the

latency of decryption is the time for decrypting the ciphertext. In this chapter, we

provide security proof for the proposed scheme based on the intractability of the

Elliptic Curve Discrete Logarithm problem (ECDLP). According to the compu-

tational cost comparison and experimental results, we confirm that the proposed

scheme achieves multi-receiver encryption scheme with better efficiency and more

security properties compared with existing schemes.
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The remainder of this chapter is organized as follows. In Section 3.2, we in-

troduce the related work. Preliminaries are introduced in Section 3.3. We present

our proposed scheme in Section 3.4. In Section 3.5, we show the results of the ex-

periments, and in Section 3.6, we give the security proofs of our proposed scheme.

Finally, in Section 3.7, we summarize this chapter.

3.2 Related Work

For multi-receiver setting, several identity-based encryption schemes and certificate-

less encryption schemes have been proposed.

Although identity-based encryption schemes have key escrow problem, some

identity-based encryption schemes try to avoid key escrow problem. In identity-

based multi-receiver encryption schemes ([66]-[77]), key escrow problem exists.

In [77], key escrow problem exists although source authentication property is pro-

vided for multi-receiver setting. In [78], no key escrow problem exists as users

generate own key pair. Although key generation introduces some load on the

sender, it can avoid key escrow problem. In terms of computational cost, the

scheme [78] achieves better efficiency than identity-based multi-receiver encryp-

tion scheme proposed in [66] because it reduces one pairing operation not only

for encryption but also for decryption. However, in [78], the sender uses only the

public keys of the receivers for encryption. As a result, the adversary can easily

impersonate as the authorized receiver in communication of unknown devices in

large and highly dynamic environment. There are two options for public key vali-

dation: using central public key directory service or explicit key validation. In the

former case, communication overhead exists. Computational overhead about two

pairing operations will be required in the latter case. Moreover, the scheme does

not consider source authentication and replay attack prevention.

Certificateless public key scheme has been proposed to avoid key escrow prob-

lem. However, most of the certificateless public key schemes use computation

expensive bilinear pairing operations [65, 79]. For better performance, certificate-

less public key encryption schemes without pairing have been proposed in [80]

and [81]. To achieve stronger security model than that of [80], [81] has been
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proposed. In [81], a pair of ciphertext is required for a single receiver. As a re-

sult, the ciphertext length will increase as the number of receivers becomes larger.

Moreover, source authentication and replay attack prevention are not considered

in both schemes. To achieve certificateless multi-receiver encryption with source

authentication, [79] and [83] have been presented. In [79], expensive pairing op-

erations are required for encryption and decryption. And the number of pairing

operation is directly proportional to the number of receivers in multi-receiver set-

ting. Although [83] avoids pairing operation in encryption, it requires two pairing

operations for decryption and source authentication. Moreover, its ciphertext size

is twice the ciphertext size of identity-based signcryption scheme [77]. To resist

Type-I adversary attack in [83], an enhanced scheme is proposed in [84]. In [84],

the security weakness in [83] is solved by eliminating randomness reuse in the

computation of a parameter for all receivers. As a result, more pairing exponen-

tiation are required for encryption. Moreover, decryption needs one more pairing

operation and replay attack prevention is not considered. Existing certificate-less

multi-receiver encryption scheme has been presented in [85]. In [85], computa-

tion expensive pairing operations are used in both encryption and decryption. In

addition, the scheme does not consider source authentication and replay attack

prevention. Therefore, in this chapter, we propose a multi-receiver encryption

scheme that considers source authentication, replay attack prevention, and mes-

sage integrity. In addition, the proposed scheme does not require certificates, and

pairing operations.

3.3 Preliminaries

In this section, we describe elliptic curve cryptography, bilinear pairing, Schnorr

signature scheme, security requirements for group communication, and the frame-

work of the proposed scheme,.

3.3.1 Elliptic Curve Cryptography

Elliptic curve cryptography (ECC) is an approach to public-key cryptography

based on the elliptic curves over finite fields. ECC was proposed by Victor S.Miller
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Table 3.1: Key Size (bits) Comparison for equivalent security level
Symmetric RSA and Diffie Hellman Elliptic Curve

80 1024 160
112 2048 224
128 3072 256
192 7680 384
256 15360 521

[86] in 1986 and by Neal Koblitz in 1987. An elliptic curve E over Fp is defined

by an equation of the form y2 = x3 + ax + b where a, b ∈ Fp, p is a large prime,

and Fp is a finite field containing p elements. Elliptic curves are widely used in

cryptography due to its smaller key size and faster scalar multiplication. For ex-

ample, a 160-bit elliptic curve key provides the same security level while RSA

uses 1024-bit [89]. By using ECC, the system can save the power, bandwidth and

storage. The comparison of key size is shown in Table 3.1.

i) Scalar Multiplication

Let P be the point on E. Then, the scalar multiplication sP means adding P

for s-times.

ii) Elliptic Curve Discrete Logarithm Problem

Let P and Q = xP be two points on elliptic curve E. Given P and Q, the el-

liptic curve discrete logarithm problem (ECDLP) is to find x. Elliptic curve

parameters such as underlying field or group determine the difficulty of the

problem. ECDLP is assumed to be intractable for certain elliptic curve pa-

rameters. The security of elliptic curve cryptography is based on the in-

tractable level of the elliptic curve discrete logarithm problem (ECDLP).

3.3.2 Bilinear Pairing

A pairing is a map e : G1×G2→ GT where G1,G2 are cyclic group of the same

prime order. G1 and G2 are additive groups and GT is a multiplicative group. In

symmetric pairing, G1 and G2 are equal. When G1 , G2, the pairing is said to

be asymmetric. Let P ∈ G1,Q ∈ G2 be generators of G1 and G2 respectively. A

pairing satisfies the following conditions.
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i) Bilinearity: ∀a, b ∈ Z : e(aP, bQ) = e(P,Q)ab

ii) Non-degeneracy: e(P,Q) , 1

iii) Computability: e has to be computable in an efficient manner

Pairing-based cryptography uses the bilinear pairings [88]. And the pairing

operation is the time and power inefficient one for resource-constrained devices.

For example, in the testbed 3 using HTC A9191 with android version 2.2, average

time for scalar multiplication is 265.6 (ms) while the bilinear pairing requires

491.2 (ms) for type-a pairing in super-singular elliptic curve group [94]. If the

number of pairing operations becomes fewer, the scheme becomes more efficient.

The security of the pairing-based cryptography depends on the intractable level of

the elliptic curve discrete logarithm problem.

3.3.3 Schnorr Signature Scheme

For efficient identification and signature, Claus-Peter Schnorr proposed the Schnorr

signature scheme in [90]. The Schnorr signature scheme uses a group G in which

the discrete logarithm problem is hard. Let G be a group of prime order q, P

be generator, and H : {0, 1}∗ ∈ Zq be one-way hash function. It consists of the

following algorithms.

• Key generation: Generate public key pk = (P,Q = sP) by choosing private

key s ∈ Zq.

• Signing: For signing message M ∈ {0, 1}∗, choose r ← Zq randomly. Then,

compute R = rP, e = H(M||R) and t = r + se mod q. The signature is (R, t).

• Verifying: Compute e(M||R). If tP = R + eQ, the signature is verified.

The security of Schnorr signature scheme is based on intractable one-way hash

function and discrete logarithm problem.
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Figure 3.2: Security Requirements in Group

3.3.4 Security Requirements for Group Communication

For the group communication, there are basic security requirements. For example,

as shown in Fig. 3.2, there are attackers who try to modify the message, replay the

valid message, reveal the sensitive data, and pretend as a valid sender. Therefore,

confidentiality, message authentication, and replay attack prevention are required.

• Confidentiality: Confidentiality is the process that prevents sensitive infor-

mation from unauthorized receivers. Only authorized receivers can reveal

the information.

• Message Authentication: Source authentication is the process that the re-

ceivers can verify the source of the message. Message integrity is the as-

surance that the message has not been altered in transit. Message authenti-

cation is a property that can prove both source authentication and message

integrity.

• Replay Attack Prevention: A replay attack is a kind of attack in that the at-

tacker eavesdrops valid message and sends that message repeatedly to make

requester in busy mode. It can be prevented by adding session identifiers to

the broadcasted message.

3.3.5 Framework of the proposed scheme

A proposed scheme consists of five polynomial time algorithms.
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• Setup: Semi-trusted third party runs this algorithm to generate public sys-

tem parameters params and its master secret key s.

• Set-Key-Pair: For key escrow problem avoidance, all users (senders and

receivers) run this algorithm to generate public key and private key.

• Partial-Private-Key-Extract: Semi-trusted third party generates identity-based

partial private keys for all users based on Schnorr signature scheme.

• Encrypt: Sender runs this algorithm to encrypt the message M by using

params, public key of semi-trusted third party and target receivers’ pub-

lic keys. To maintain message authentication and replay attack prevention

properties, the sender generates signature using its own private key and par-

tial private key. Finally, ciphertext C is given as output.

• Decrypt: Receiver runs this algorithm that takes C, params, partial private

key and private key as input to get back plaintext message M.

3.3.6 Indistinguishability under adaptive chosen ciphertext at-
tack (IND-CCA2)

To prove the strength of the cryptosystem, we have to assume some class of capa-

bility of the attacker (the adversary) and how does the attacker break the system.

For the formal definitions of security of the cryptosystem, Indistinguishability has

been introduced and a game between the adversary and the cryptosystem is de-

fined [100]. Indistinguishability of encryptions means that an adversary cannot

distinguish pairs of ciphertexts given an encryption of a message randomly cho-

sen from a two-element message space determined by the adversary. Instead of

randomly guessing message choice, a game allows the adversary to learn some

information except challenged ciphertext. The adversaryA is considered to have

an advantage ifA can distinguish the chosen ciphertext with a probability signif-

icantly greater than that of random guessing 1
2 . The scheme is considered secure

if no adversary has a non-negligible advantage in winning the game.

We assume that the proposed scheme uses elliptic curve parameters that are

strong enough for discrete logarithm problem. For the class of the capabilities of
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the adversary, Ciphertext Plaintext Attack (CPA), Chosen Ciphertext Attack (non-

adaptive) (CCA1), and Chosen Ciphertext Attack (adaptive) (CCA2) are com-

monly considered. In the game for CPA attack, the adversary is not allowed to

query Decrypt oracle. The CCA1 adversary can query Decrypt oracle only up

until it receives the challenge ciphertext. Among these, CCA2 is considered the

stronged one. Therefore, we will consider only CCA2 for further discussion. A

proposed scheme is “Indistinguishability of encryptions under the adaptive chosen

ciphertext attack” (IND-CCA2) secure if no polynomial-time adversary A has a

non-negligible advantage in the following game played against the challenger C

under hard ECDLP assumption.

• Setup: The challenger C runs the Setup algorithm to generate public system

parameters params and master secret key s. It gives public system parame-

ters params to adversaryA. Master secret key is kept secret if adversaryA

is Type-I adversary. In the case of Type-II adversary A, master secret key

is given toA.

• Phase 1: Challenger C chooses target identities ID∗i = {ID∗1, ID∗2, ..., ID∗n},

target sender IDu and sends them toA.

• Phase 2: A can access the following queries for q1, q2, .., qde where qde is

one of

– Hash queries: The challenger C returns the results of hashed opera-

tions for inputs given byA.

– Oracles: The adversaryA can issue requests to corresponding oracles

with the restricted adversary behavior.

• Challenge: Adversary A chooses two plaintext messages (M0,M1) and

sends them to challenger C, with restriction that M0,M1 are two distinct

messages of the same length. A is allowed for all the queries in Phase 2. C

then randomly selects α ∈ {0, 1} and ciphertext C∗ is generated using ID∗i ,

IDu and Mα.

• Phase 3: A can make the same queries in Phase 2, except Decrypt oracle

with C∗ = C and IDi ∈ ID∗i .
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• Guess: Finally, A outputs α
′

∈ {0, 1} and wins the game if α
′

= α. The

adversaryA is defined as IND −CCA2 adversary.

The advantage ofA to win the game is

AdvIND−CCA2(A) = |Pr[α
′

= α] −
1
2
|

Adversary A breaks IND-CCA2 with (ti, qde, ε) if adversary A’s advantage ε

is non-negligible after qde queries within running time ti. If no adversary breaks

the scheme with (ti, qde, ε), then the scheme is (ti, qde, ε)-IND-CCA2 secure.

In the above game, the adversary is allowed to perform a polynomially bounded

number of encryptions, decryptions and other operations. Then, the adversary

submits two distinct chosen plaintexts (M0,M1) to the challenger. The challenger

selects a bit α ∈ {0, 1} uniformly at random and sends the ciphertext C = EK(Mα)

to the adversary where EK(Mα) is the encryption of message Mα under the key

K. The adversary may perform any additional encryptions or other operations.

The adversary is allowed to perform Decrypt oracle based on the previous chosen

ciphertext queries even after it has received a challenge ciphertext. Finally, the

adversary must output a guess for the value of α within a polynomial number of

time steps. The scheme is IND-CCA2 secure if no adversary has a non-negligible

advantage in winning the game.

3.3.7 Security Model

In certificateless cryptography, it is necessary to model the attackers or the ad-

versaries who can replace public keys and/or who know master secret because

attacks may come from outside adversaries and semi-trusted third party defined in

subsection 3.1. In this section, we describe two types of adversaries that need to

be considered in any certificateless encryption scheme, the oracles that they can

access, and the restricted behavior for them.

3.3.7.1 Common Oracles

To ensure the security of the proposed scheme, a game is played between an ad-

versaryA and a challenger C. In the game, the adversary can access the following
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oracles.

• CreateUser: The oracle accepts identity as input and returns the correspond-

ing public key. If the public key for the identity does not exist in the user

list, it runs Set-Key-Pair and Partial-Private-key-Extract algorithms to gen-

erate public key, private key and partial private key. And then, it returns the

public key.

• Request-Public-Key : The oracle accepts identity as input. It returns the

corresponding public key.

• Extract-Private-Key: This oracle accepts an identity as input and outputs the

corresponding private key. The restriction of the oracle is that the adversary

cannot request Extract-Private-Key if he or she has already replaced the

public key for identity.

• Extract-Partial-Private-Key: This oracle takes an identity as input and re-

turns the corresponding partial private key. The restriction of the oracle is

that the adversary cannot request Extract-Partial-Private-Key if he or she

has already replaced the public key for identity.

• Decrypt: The oracle accepts an identity and a ciphertext as input. Using

private key and partial private key corresponding to the given identity, the

oracle decrypts the ciphertext and outputs the corresponding plaintext.

3.3.7.2 Type-I Adversary

Type-I adversary models the attacks by anyone except the legitimate receivers or

the KGC. Therefore, the adversary does not possess the master secret key. The

adversary can access all of the common oracles described in subsection 3.3.7.1.

Moreover, the adversary is allowed to replace public key. Therefore, Type-I ad-

versary can also access the following oracle.

• Replace-Public-Key: This oracle allows the adversary to replace the public

key of identity with any valid values of its own choice.

The following restrictions exist for Type-I adversary.
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• Adversary cannot access Extract-Partial-Private-Key oracle for the target

identities and target sender at any point.

• Adversary cannot access Extract-Private-Key oracle for the target identities

and target sender at any point.

3.3.7.3 Type-II Adversary

Type-II adversary models the attacks to break the confidentiality of the scheme.

An honest but curious KGC who knows master secret key represents Type-II ad-

versary. The adversary is not allowed to replace any public key. Type-II adversary

can access the common oracles described in subsection 3.3.7.1.

The following restrictions exist for Type-II adversary.

• Adversary cannot access Extract-Private-Key oracle for the target identities

and target sender at any point.

3.4 Proposed Scheme

In this section, we will present the proposed scheme with security notations in

detail. The security notations and their descriptions are shown in Table 3.2.

3.4.1 Overview of CLAME

Our proposed scheme is denoted as CLAME (Certificate-less Multi-receiver En-

cryption with Authentication). In CLAME, semi-trusted third party has to gen-

erate the public system parameters to be shared by all users. In addition, semi-

trusted third party acts as an authority who issues the proof for the validity of

the users by generating the partial private key. All users need to keep the partial

private key secret. Besides, all users have to generate own public key and private

key. When the data or the message is encrypted, the sender uses the public system

parameters, public keys of the receivers, own partial private key and private key.

Then, the receivers try to decrypt the ciphertext. In the decryption, the receiver

needs to use own private key and partial private key. CLAME avoids pairing op-

erations in both encryption and decryption.
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Table 3.2: Notations and Descriptions
Notation Description

p, q Large primes
E Elliptic curve with domain parameters over Fp

P Point of order q on E
G1 Cyclic group generated by P

Pubs Public Key of semi-trusted third party
s Master Private Key of semi-trusted third party

params Public system parameters
pki Public key of i-th user
ski Private key of i-th user

Xi, di Partial private key for i-th user
u Symbol to represent the parameters of sender

H1,H2,H3,H4 Cryptographic one-way, collision-resistant hash
functions

EK Symmetric encryption using key K
DK Symmetric decryption using key K

M ∈ {0, 1}∗ Message
t ∈ {0, 1}∗ Current Time

k, k0 Bit lengths

3.4.2 Algorithms

Proposed scheme consists of the following algorithms.

• Setup: Semi-trusted third party runs this algorithm to generate public sys-

tem parameters params and master secret key (s ∈ Zq). Master secret key

is kept secret.

The public parameter params consists of {E, k0, k, P,H1,H2,H3,H4, Pubs =

sP} where H1 : {0, 1}∗ × G1 × G1 → Zq,H2 : G1 → {0, 1}k0,H3 : {0, 1}∗ →

Zq,H4 : {0, 1}k0 → {0, 1}k.

• Set-Key-Pair: Each user (i) runs this algorithm to generate key pair. Firstly,

user selects ski ∈ Zq randomly. To obtain partial private key, (IDi, Pi =

skiP, Pi1 = skiPubs) is sent to semi-trusted third party. After getting partial

private key from semi-trusted third party, user performs the following steps.

– Computes P
′

i = Pi + Xi and P
′′

i = h−1
i P

′

i where hi = H1(IDi, Pi, P
′

i).
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– Declares pki = (IDi, Pi, P
′

i, P
′′

i ).

• Partial-Private-Key-Extract: Semi-trusted third party generates partial pri-

vate key by performing the following steps.

1. Semi-trusted third party checks the validity of user’s public key by

checking whether Pi1 is equal to sPi or not. If not, semi-trusted third

party rejects for partial private key generation.

2. Additional verification process is done using user identity and other

additional verification proofs.

3. After the user has been successfully verified, semi-trusted third party

performs the following steps.

– Selects xi ∈ Zq uniformly at random.

– Computes Xi = xiP, CPi = Pi + Xi, and di = H1(IDi, Pi,CPi)s +

xi mod q.

Then, (Xi, di) is given to user via secure channel.

• Encrypt: To encrypt message M for n-receivers ( j = 1, 2, ...n), the sender

chooses r ∈ Zq and σ ∈ {0, 1}k randomly. Then, it computes

Y = rP

m = H3(M||σ||L||t||Y)

a = h−1
u du + msku + r mod q

Z = mP

h j = H1(ID j, P j, P
′

j)

U j = mh j(Pubs + P
′′

j )

V = σ ⊕ H2(Z)

K = H4(σ)

W = EK(M)

Then, ciphertext C = (a,U1,U2, ...,Un,V,W,Y, L, t) is sent to the receivers

where L is a label describing the association of each receiver and U j.
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• Decrypt: Each receiver performs the following steps to decrypt the cipher-

text C.

1. Find corresponding U j from label L.

2. Compute Z
′

= (d j + sk j)−1U j.

3. Compute σ
′

= V ⊕ H2(Z
′

).

4. Compute decryption key K
′

= H4(σ
′

).

5. Decrypt the ciphertext to get back the plaintext message M
′

= DK′ (W).

6. Compute m
′

= H3(M
′

||σ
′

||L||t||Y) and check whether Y is equal to aP−

((m
′

− h−1
u )Pu + P

′′

u + Pubs) or not. If not, return “reject”.

7. Check whether U j and m
′

h j(Pubs + P
′′

j ) are equal or not. If they are

not equal, reject the ciphertext. Otherwise, return M
′

as the plaintext.

3.4.3 Security Correctness

To get back the plaintext message, the authorized receivers can decrypt the cipher-

text by using own partial private key and private key. For example, the receiver- j

can check the correctness of the proposed scheme as follows:

Z
′

= (d j + sk j)−1U j

=
1

(d j + sk j)
U j

=
mh j(Pubs + P

′′

j )

(H1(ID j, P j,CP j)s + x j) + sk j

=
mH1(ID j, P j, P

′

j)(Pubs + P
′′

j )

(H1(ID j, P j,CP j)s + x j) + sk j

=
mH1(ID j, P j, P

′

j)(sP + h−1
j (sk j + x j)P)

H1(ID j, P j, P
′

j)s + x j + sk j

=
m(H1(ID j, P j, P

′

j)sP + (sk j + x j)P)

H1(ID j, P j, P
′

j)s + x j + sk j

=
m((H1(ID j, P j, P

′

j)s + sk j + x j)P)

H1(ID j, P j, P
′

j)s + x j + sk j
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= mP

σ
′

= V ⊕ H2(Z
′

)

= σ ⊕ H2(Z) ⊕ H2(Z
′

)

= σ ⊕ H2(mP) ⊕ H2(mP)

= σ

K
′

= H4(σ
′

)

= H4(σ) = K

If the recovered key K
′

and the encryption key K are the same, the receivers

can reveal the plaintext message. After recovering the key K
′

, the authorized

receivers can decrypt the ciphertext by performing the symmetric decryption using

key K
′

, DK′ (W).

The receivers can also check whether the ciphertext maintains the message

authentication and replay attack prevention properties. To check the correctness

of the message authentication and replay attack prevention, the receivers have to

compute aP and (m
′

− h−1
u )Pu + P

′′

u + Pubs. Then, the receivers compare the sub-

tracted value of these values with the Y value. If they are not equal, the receivers

can easily know that the attacker has modified the message or replayed the mes-

sage.

hu = H1(IDu, Pu, P
′

u)

aP = h−1
u duP + mskuP + rP

= h−1
u (husP + xuP) + mPu + rP

= sP + h−1
u xuP + mPu + rP

= Pubs + h−1
u xuP + mPu + rP

(m
′

−h−1
u )Pu + P

′′

u + Pubs

= (m
′

− h−1
u )Pu + h−1

u (Pu + xuP) + Pubs

= m
′

Pu + h−1
u xuP + Pubs

aP−[(m
′

− h−1
u )Pu + P

′′

u + Pubs]

= rP = Y
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Also, each user (i) can check the validity of semi-trusted third party generated

partial private key by checking whether diP is equal to hiPubs + Xi or not.

hiPubs + Xi

= hi(sP) + xiP

= (his + xi)

= diP

If they are not equal, then the partial private key is not valid. The partial private

key is generated based on Schnorr signature scheme proposed in [90]. There-

fore, partial private key generation scheme using G1 with hard DL assumption is

provably secure in the random oracle.

3.5 Evaluation

In this section, experimental performance evaluation is done to evaluate the effi-

ciency of the proposed scheme.

3.5.1 Experimental Setup

As an IoT device in the experiment, we used a smart phone (Samsung Galaxy

Nexus with android version 4.2.2 with 11.88 GB storage size) as an average per-

formance device because the smartphones are predicted to be a gateway of smart

things in the mobile environment. ([91]-[93]) assume a similar environment.

For the existing schemes [78, 84, 85], we use a super singular elliptic curve

over Fp having subgroup of order q where p = 512 bits, q = 160 bits, and

length of k0 = k = 192 bits. For pairing operation, symmetric bilinear pairing

e : G1 × G1 → G2 is used where G1 is an additive cyclic group of prime order q

and G2 is a multiplicative cyclic group of prime order q. Implementation is done

using android library 5.1.1 and jpbc 1.2.1 library [94]. We choose three existing

schemes for comparison, which are denoted as CME (Certificate-based Multi-

receiver Encryption) [78], CLMS (Certificate-based Multi-receiver Signcryption)

[84], and CLME (Certificate-less Multi-receiver Encryption) [85]. For the pro-
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Table 3.3: Notations and Descriptions for Point Operation
Notation Description

Tpair Time cost for Pairing operation

Tmul Time cost for Scalar multiplication

Tpow Time cost for Exponentiation in G1

Tadd Time cost for Addition in G1

Texpo Time cost for Exponentiation in G2

Tpdiv Time cost for Pairing division

posed scheme, to achieve the same security level, we use a non-singular elliptic

curve over Fp having group of order q where p = 160 bits and q = 160 bits. To

compare the computation cost, operation costs for elements in G1 and G2 are con-

sidered. Although the proposed scheme requires one more scalar multiplication

for the generation of a public key P
′′

i , it can be neglected as it is calculated just for

once. In the experiment, the message payload size is set as 170 bytes.

3.5.2 Computational Cost Comparison

To compare the computational cost, the notations and descriptions for point oper-

ations in elliptic curve cryptography are shown in Table 3.3.

3.5.2.1 Encryption Cost

In the existing scheme CME, the encryption cost of the sender for n−receivers

is n(2Tmul + Tadd) + Texpo. For n−receivers, encryption time cost of sender by

eliminating pre-computed pairing operation is n(Tmul + Texpo + Tpow) + 2Tmul and

n(2Tmul + Tadd) + 3Tmul for CLMS and CLME respectively. In CLMS, the encryp-

tion cost will be n(2Tmul + Texpo + Tpow + Tadd) + 2Tmul if the sender is not PKG

that knows the master secret key. In the proposed scheme, n(Tmul + Tadd) + 2Tmul

is required for n−receivers encryption. Computational cost for encryption is sum-

marized in Table 3.4.

Experimental comparison of encryption time is shown in Fig. 3.3. In Fig. 3.3,

the x-axis shows the number of receivers. For the corresponding receivers repre-
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Table 3.4: Encryption Cost Comparison
Encryption Cost for (n-receiver)

CME CLMS CLME CLAME (Proposal)

Tpair 0 0 (or) 1 0 (or) 1 0

Tmul 2n n+2 2n+3 n+2

Tpow 0 n 0 0

Tadd n 0 n n

Texpo 1 n 0 0
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Figure 3.3: Experimental comparison of encryption time

sented by the x-axis value, the y-axis shows the results of the encryption time in

milliseconds. Among existing schemes, CME requires less encryption time cost

than that of CLMS and CLME. That is because the computational cost is less than

that of CLMS and CLME. Although additional security properties are provided,

the proposed scheme achieves faster encryption time for multi-receivers than that

of all existing schemes because of less computational cost for encryption.

3.5.2.2 Decryption Cost

We consider decryption time cost for a receiver. CME requires Tpair + Texpo for

calculating σ
′

and 2Tmul +Tadd for checking message integrity and Ui consistency.
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Table 3.5: Decryption Cost Comparison
Decryption Cost for a receiver

CME CLMS CLME CLAME (Proposal)

Tpair 1 3 4 0

Tmul 2 2 0 4

Tadd 1 2 0 4

Texpo 1 1 0 0

Tpdiv 0 0 1 0
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Figure 3.4: Experimental comparison of decryption time

The scheme CLMS requires Tpair + Texpo for decryption and 2Tpair + 2Tmul + 2Tadd

for checking message authentication. In CLME, decryption cost is 4Tpair + Tpdiv.

In the proposed scheme, decryption time cost is Tmul for calculating σ
′

, Tmul for

Ui consistency, and 2Tmul + 4Tadd for checking message authentication and replay

attack. Computational cost for decryption is compared in Table 3.5.

Experimental comparison of decryption time is shown in Fig. 3.4. The y-

axis shows the result of decryption time on a receiver in milliseconds. Among

all schemes, decryption cost of CLMS is the highest as it uses more computa-

tion expensive pairing operations. The decryption cost of CME is less than that

of CLMS and CLME as it uses less pairing operation. The proposed scheme
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Table 3.6: Security Properties Comparison
CME CLMS CLME CLAME(Proposal)

Key Escrow Problem No No No No

Message Integrity Yes Yes Yes Yes

Source Authentication No Yes No Yes

Replay Attack Prevention No No No Yes

Implicit User Authentication No Yes Yes Yes

(CLAME) achieves the lowest decryption cost because it avoids computation ex-

pensive pairing operations in decryption.

3.5.3 Security Properties Comparison

From the perspective of security properties, the schemes are summarized in Ta-

ble 3.6. Although all schemes avoid key escrow problem, only proposed scheme

provides replay attack prevention. The scheme described in CLMS and proposed

scheme achieve source authentication. In the existing scheme CME, implicit user

authentication property fails as the sender uses the public keys of receivers in

encryption. Without checking the validity and authenticity of public keys, ad-

versaries can easily impersonate as authorized receivers. To authenticate the re-

ceivers, the scheme will require two pairing operations.

3.6 Security Proofs

In this section, we show the proposed scheme is IND-CCA2 secure with confiden-

tiality and provides authenticity, message integrity and replay attack prevention.

3.6.1 Confidentiality

For the confidentiality of the proposed scheme, security game is based on “In-

distinguishability of encryptions under adaptive chosen ciphertext attacks” (IND-

CCA2). The proposed scheme is (IND-CCA2) secure in the random oracle model
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if no polynomial time adversaryA (Type-I or Type-II) has a non-negligible advan-

tage in the following games played against the challenger C under hard ECDLP

assumption.

3.6.1.1 Security Game for Type-I adversary

Theorem 1: When a polynomial time adversaryA (Type-I adversary) can attack

the scheme with advantage ε with the help of Hi(1 ≤ i ≤ 4) random oracles, then

there is an algorithm B that can solve ECDLP with non-negligible advantage. Let

hi−list be the result of querying Hi random oracles respectively,where (1 ≤ i ≤ 4).

Proof: Suppose that B has (P, bP) as an instance of the ECDLP.

• Setup: B runs the setup algorithm to generate public system parameters

params where Pubs = bP and master secret key s← ⊥. B gives params to

adversaryA.

• Phase 1: B outputs target identities ID∗j = {ID∗1, ID∗2, ..., ID∗n}, target sender

IDu and send them to A. B randomly picks du, sku ∈ Zq randomly and

computes Xu = duP − huPubs, Pu = skuP, P
′

u = Pu + Xu and P
′′

u = h−1
u P

′

u

where hu = H1(IDu, Pu, P
′

u).

• Phase 2: B answers several queries with restricted adversary behavior A.

Assume Lp is the list of users that is initialized empty.

1. CreateUser: If (IDi, pki, ski,Di) exists in Lp, B returns pki. Otherwise,

it runs the following processes.

(a) If IDi = IDu, then the challenger B sets sku = ⊥ and Du =

(Xu, du = ⊥). It then returns pku = (IDu, Pu, P
′

u, P
′′

u) toA.

(b) If IDi ∈ ID∗j, B picks di, ski ∈ Zq randomly. Then, it computes

Xi = (di − hi)Pubs, Pi = skiPubs, P
′

i = Pi + Xi and P
′′

i = h−1
i P

′

i

where hi = H1(IDi, Pi, P
′

i). Then, it adds (IDi, pki, ski,Di) to Lp

where pki = (IDi, Pi, P
′

i, P
′′

i ) and Di = (Xi, di). Finally, it returns

pki to adversaryA.

(c) If IDi < ID∗j, B picks di, ski ∈ Zq randomly and computes Xi =

diP − hiPubs, Pi = skiP, P
′

i = Pi + Xi and P
′′

i = h−1
i P

′

i where



62 CHAPTER 3. AUTHENTICATED MULTI-RECEIVER ENCRYPTION

hi = H1(IDi, Pi, P
′

i). Then, it adds (IDi, pki, ski,Di) to Lp where

pki = (IDi, Pi, P
′

i, P
′′

i ) and Di = (Xi, di). Finally, it returns pki to

A.

2. Request-Public-Key: If (IDi, pki, ski,Di) exists in Lp, B returns the

public key pki toA. Otherwise, B makes CreateUser query.

3. Replace-Public-Key: If (IDi, pki, ski,Di) exists in Lp, B replaces the

public key and set ski = ⊥ and di = ⊥.

4. Extract-Private-Key: If (IDi, pki, ski,Di) exists in Lp, C outputs ski.

Otherwise, B runs CreateUser oracle. Then, it returns ski toA.

5. Extract-Partial-Private-Key: If (IDi, pki, ski,Di) exists in Lp,B outputs

Di. Otherwise, B runs CreateUser oracle. Then, it returns Di toA.

6. Decrypt: Accepts (C∗, IDi) as input where< C∗ = a∗,U1,U2, ..,Un,V∗,

W∗,Y∗, L∗, t∗ >. If (IDi ∈ ID∗j) or (IDi = IDu) or t∗ is not within rea-

sonable time range, return “reject”. Otherwise, the process is done as

follows:

(a) Perform Extract-Partial-Private-Key and Extract-Partial-Private or-

acles to get di, and ski.

(b) Compute Zi using Ui, di, and ski .

(c) If (Zi, h2i) exists in h2− list, then compute σ
′

i = V∗ ⊕ h2i. Other-

wise, return “reject”.

(d) If (σ
′

i, h4i) exists in h4−list, then decrypt message M
′

= Dh4i(W
∗).

Otherwise, return “reject”.

(e) If (IDi, Pi, P
′

i, h1i) exists in h1−list and (M
′

||σ
′

i ||L
∗||t∗||Y∗, h3i) in

h3−list, then

– check whether Y∗ is equal to a∗P− ((h3i−h−1
u )Pu + P

′′

u + Pubs)

or not. If it is equal, continue. Otherwise, return “reject”.

– check whether Ui and h3ih1i(Pubs + P
′′

i ) are equal. If they are

not equal, return “reject”. Otherwise, return M
′

as the output

plaintext.

• Challenge: A submits two plaintext messages (M0,M1) with the same length.

B does the encryption by randomly selecting α ∈ {0, 1}, r ∈ Zq and σ ∈
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{0, 1}k. It then computes < C = a,U1,U2, ..,Un,V,W,Y, L, t > by perform-

ing the following steps and using the hash oracles

Y = rP

a = h−1
u du + msku + r mod q

m = H3(Mα||σ||L||t||Y)

Z = mP

h j = H1(ID j, P j, P
′

j)

U j = mh j(Pubs + P
′′

j )

V = σ ⊕ H2(Z)

K = H4(σ)

W = EK(Mα)

Type-I adversary’s random oracles Hi(1 ≤ i ≤ 4) work as follows:

– H1−query: Accepts (IDi, Pi, P
′

i) as input. If (IDi, Pi, P
′

i, h1i) exists in

h1−list, then B returns h1i. Otherwise, do the following:

1. Pick h1i ∈ Zq randomly.

2. Put (IDi, Pi, P
′

i, h1i) in h1−list.

3. Return h1i.

– H2−query: Accepts (Zi) as input. If (Zi, h2i) exists in h2−list, then B

returns h2i. Otherwise, do the following:

1. Pick h2i ∈ {0, 1}k0 randomly.

2. Put (Zi, h2i) in h2−list.

3. Return h2i.

– H3−query: Accepts (Mi||σi||Li||ti||Yi) as input. If (Mi||σi||Li||ti||Yi, h3i)

exists in h3−list, then return h3i. Otherwise, do the following:

1. Pick h3i ∈ Zq randomly.

2. Put (Mi||σi||Li||ti||Yi, h3i) in h3−list.

3. Return h3i.
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– H4−query: Accepts (σi) as input. If (σi, h4i) exists in h4−list, then

return h4i. Otherwise, do the following:

1. Pick h4i ∈ {0, 1}k randomly.

2. Put (σi, h4i) in h4−list.

3. Return h4i.

• Guess: Finally, adversary A outputs α
′

∈ {0, 1}. If α
′

= α, challenger B

outputs 1 andA wins.

• Analysis: Type-I adversary A can break the IND-CCA2 security of the

proposed scheme when A can find mP by computing b−1(d j + sk j)−1U j

value. Therefore, B can solve ECDLP.

As discrete logarithm problem for finding b is computationally intractable in

polynomial time, the proposed scheme is IND-CCA2 secure under hard DL as-

sumption for the elliptic curve.

Suppose the Type-I adversary can guess the value of α with non-negligible

advantage ε. If H2 and H3 are modeled as random oracles, A has advantage only

if mP is the output of H2 oracle or m is an output of H3 oracle. The probability

that the adversary can correctly guess the output of H2 is 1
2k0 . For qde decryp-

tion queries, adversary has advantage ε − qde
2k0 . The probability that the adversary

can correctly guess the output of H3 is 1
2q . For qde decryption queries, adversary

has advantage ε − qde
2q . Therefore, we know that the challenger B can address the

ECDLP problem with non-negligible advantage ε − qde
2k0 or ε − qde

2q . As discrete log-

arithm problem is computationally intractable in polynomial time, the proposed

scheme is IND-CCA2 secure against Type-I adversaryA.

3.6.1.2 Security Game for Type-II adversary

Theorem 2: When a polynomial time adversaryA (Type-II adversary) can attack

the scheme with advantage ε with the help of Hi(1 ≤ i ≤ 4) random oracles, then

there is an algorithm B that can solve ECDLP with non-negligible advantage. Let

hi−list be the result of querying Hi random oracles respectively,where (1 ≤ i ≤ 4).

Proof: Suppose that B has (P, bP) as an instance of the ECDLP.
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• Setup: B runs the setup algorithm to generate public system parameters

params where Pubs = sP and master secret key s. B gives params to

adversaryA. Master secret key is also given toA.

• Phase 1: B outputs target identities ID∗j = {ID∗1, ID∗2, ..., ID∗n}, target sender

IDu and send them toA. B picks xu, sku ∈ Zq randomly and computes Xu =

xuP, Pu = skuP, P
′

u = Pu + Xu and P
′′

u = h−1
u P

′

u where hu = H1(IDu, Pu, P
′

u).

Then, it calculates du = hus + xu mod q.

• Phase 2: B answers several queries with restricted adversary behavior A.

Assume Lp is the list of users that is initialized empty.

1. CreateUser: If (IDi, pki, ski,Di) exists in Lp, B returns pki. Otherwise,

it runs the following processes.

(a) If IDi = IDu, then the challenger B sets sku = ⊥ and Du =

(Xu, du = ⊥). It then returns pku = (IDu, Pu, P
′

u, P
′′

u) toA.

(b) If IDi ∈ ID∗j, B picks di, ski ∈ Zq randomly. Then, it computes

Xi = di(bP), Pi = ski(bP), P
′

i = Pi + Xi and P
′′

i = h−1
i P

′

i − Pubs

where hi = H1(IDi, Pi, P
′

i). And, it adds (IDi, pki, ski,Di) to Lp

where pki = (IDi, Pi, P
′

i, P
′′

i ) and Di = (Xi, di). Finally, it returns

pki to adversaryA.

(c) If IDi < ID∗j, B picks xi, ski ∈ Zq randomly and computes Xi =

xiP, Pi = skiP, P
′

i = Pi+Xi and P
′′

i = h−1
i P

′

i where hi = H1(IDi, Pi, P
′

i).

Then, it calculates di = his + xi mod q and adds (IDi, pki, ski,Di)

to Lp where pki = (IDi, Pi, P
′

i, P
′′

i ) and Di = (Xi, di). Finally, it

returns pki toA.

2. Request-Public-Key: If (IDi, pki, ski,Di) exists in Lp, B returns the

public key pki toA. Otherwise, B makes CreateUser query.

3. Replace-Public-Key: If (IDi, pki, ski,Di) exists in Lp, B replaces the

public key and set ski = ⊥ and di = ⊥.

4. Extract-Private-Key: If (IDi, pki, ski,Di) exists in Lp, C outputs ski.

Otherwise, B runs CreateUser oracle. Then, it returns ski toA.
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5. Extract-Partial-Private-Key: If (IDi, pki, ski,Di) exists in Lp,B outputs

Di. Otherwise, B runs CreateUser oracle. Then, it returns Di toA.

6. Decrypt: Accepts (C∗, IDi) as input where< C∗ = a∗,U1,U2, ..,Un,V∗,

W∗,Y∗, L∗, t∗ >. If (IDi ∈ ID∗j) or (IDi = IDu)or t∗ is not within rea-

sonable time range, return “reject”. Otherwise, the process is done as

follows:

(a) Perform Extract-Partial-Private-Key and Extract-Partial-Private or-

acles to get di, and ski.

(b) Compute Zi using Ui, di, and ski .

(c) If (Zi, h2i) exists in h2− list, then compute σ
′

i = V∗ ⊕ h2i. Other-

wise, return “reject”.

(d) If (σ
′

i, h4i) exists in h4−list, then decrypt message M
′

= Dh4i(W
∗).

Otherwise, return “reject”.

(e) If (IDi, Pi, P
′

i, h1i) exists in h1−list and (M
′

||σ
′

i ||L
∗||t∗||Y∗, h3i) in

h3−list, then

– check whether Y∗ is equal to a∗P− ((h3i−h−1
u )Pu + P

′′

u + Pubs)

or not. If it is equal, continue. Otherwise, return “reject”.

– check whether Ui and h3ih1i(Pubs + P
′′

i ) are equal. If they are

not equal, return “reject”. Otherwise, return M
′

as the output

plaintext.

• Challenge: A submits two plaintext messages (M0,M1) with the same length.

B does the encryption by randomly selecting α ∈ {0, 1}, r ∈ Zq and σ ∈

{0, 1}k. It then computes < C = a,U1,U2, ..,Un,V,W,Y, L, t > by perform-

ing the following steps and using the hash oracles

Y = rP

a = h−1
u du + msku + r mod q

m = H3(Mα||σ||L||t||Y)

Z = mP

h j = H1(ID j, P j, P
′

j)
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U j = mh j(Pubs + P
′′

j )

V = σ ⊕ H2(Z)

K = H4(σ)

W = EK(Mα)

Type-II adversary’s random oracles Hi(1 ≤ i ≤ 4) work as follows:

– H1−query: Accepts (IDi, Pi, P
′

i) as input. If (IDi, Pi, P
′

i, h1i) exists in

h1−list, then B returns h1i. Otherwise, do the following:

1. Pick h1i ∈ Zq randomly.

2. Put (IDi, Pi, P
′

i, h1i) in h1−list.

3. Return h1i.

– H2−query: Accepts (Zi) as input. If (Zi, h2i) exists in h2−list, then B

returns h2i. Otherwise, do the following:

1. Pick h2i ∈ {0, 1}k0 randomly.

2. Put (Zi, h2i) in h2−list.

3. Return h2i.

– H3−query: Accepts (Mi||σi||Li||ti||Yi) as input. If (Mi||σi||Li||ti||Yi, h3i)

exists in h3−list, then return h3i. Otherwise, do the following:

1. Pick h3i ∈ Zq randomly.

2. Put (Mi||σi||Li||ti||Yi, h3i) in h3−list.

3. Return h3i.

– H4−query: Accepts (σi) as input. If (σi, h4i) exists in h4−list, then

return h4i. Otherwise, do the following:

1. Pick h4i ∈ {0, 1}k randomly.

2. Put (σi, h4i) in h4−list.

3. Return h4i.

• Guess: Finally, adversary A outputs α
′

∈ {0, 1}. If α
′

= α, challenger B

outputs 1 andA wins.
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• Analysis: Type-II adversary A can break the IND-CCA2 security of the

proposed scheme when A can find mP by computing b−1(d j + sk j)−1U j

value. Therefore, B can solve ECDLP.

As discrete logarithm problem for finding b is computationally intractable in

polynomial time, the proposed scheme is IND-CCA2 secure under hard DL as-

sumption for the elliptic curve.

Suppose the Type-II adversary can guess the value of α with non-negligible

advantage ε. If H2 and H3 are modeled as random oracles, A has advantage only

if mP is the output of H2 oracle or m is an output of H3 oracle. The probability

that the adversary can correctly guess the output of H2 is 1
2k0 . For qde decryp-

tion queries, adversary has advantage ε − qde
2k0 . The probability that the adversary

can correctly guess the output of H3 is 1
2q . For qde decryption queries, adversary

has advantage ε − qde
2q . Therefore, we know that the challenger B can address the

ECDLP problem with non-negligible advantage ε − qde
2k0 or ε − qde

2q . As discrete log-

arithm problem is computationally intractable in polynomial time, the proposed

scheme is IND-CCA2 secure against Type-II adversaryA.

3.6.2 Source Authentication

Theorem 3: Under hard discrete logarithm assumption, the signature (a) is exis-

tentially unforgeable in the random oracle model.

Proof: LetA be any probabilistic time adversary with running time tA, making

qs queries to signature oracle, and qH3 random oracle queries to H3 oracle. B acts

as a challenger and responds toA’s signature and H3 queries. Public key of third

party, public key of target sender (pku) and Xu are given to challenger B as the

signature public keys.

• Challenger B sends the signature public keys to A. B then chooses w ∈

[1, qH3] randomly. Assume that the adversaryA will forge the signature on

the w-th H3 query.

• signature oracle: For i-th signature query using message (Mi, σi, Li, ti), B

does the following
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1. Choose random ai,mi from Zq.

2. Set Yi = aiP − miPu − h−1
u (huPubs + Xu).

3. return Yi, ai.

4. Store mi as the value of H3(Mi||σi||Li||ti||Yi).

• For j-th H3 query on (M j||σ j||L j||t j||Y j), B does the following

1. If the value of H3 query already exists, return the value.

2. If j , w, choose m j ← Zq and set m j as the result of H3 query on

(M j||σ j||L j||t j||Y j).

3. If j = w, send Y j to valid receiver of target sender and obtain a chal-

lenge m∗ from that receiver. Then, hash value of H3(M j||σ j||L j||t j||Y j)

is set as m∗.

• On receiving a forgery attempt (M∗, σ∗, L∗, t∗,Y∗, a∗) from A, send a∗ to

valid receiver of target sender. If the j-th hash query is (M∗||σ∗||L∗||t∗||Y∗)

and a∗P = Y∗+m∗Pu−h−1
u (huPubs +Xu). Then, the signature forgery is valid

and the source authentication property of the proposed scheme is broken.

The probability that the j-th hash query gets valid input will be 1/(qH3). And

the probability that signature oracle issues duplicate Y value is (qH3 + qS + 1)/q.

Suppose the probability that adversary A can produce a valid signature forgery

is ε. Then, there is an algorithm B that can impersonate the valid sender with

probability at least ε/(qH3) − (qH3 + qS + 1)/q.

To forge the valid signature a, the third party needs to reveal the value of sku

from Pu. Suppose trusted third party calculates h−1
u du and a − h−1

u du. Then, the

result msku + r is same to the Schnorr signature scheme. Therefore, the security

of the source authentication lies on the ECDLP problem that is computationally

intractable in polynomial time. As a result, the signature a is existentially un-

forgeable in the random oracle model.

3.6.3 Implicit User Authentication

Theorem 4: According to the security model for adversaries and the discrete

logarithm assumption holds in the elliptic group, then it also provides implicit user
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authentication in the random oracle model with the restricted adversary behavior.

Proof: For implicit user authentication, the sender uses the public key of re-

ceivers and public key of trusted third party. Therefore, only receivers who have

corresponding private key and master secret key of third party can decrypt the

ciphertext. Receivers knows the master secret key of third party indirectly from

valid partial private key. Among the oracles for different adversaries, the follow-

ing two oracles also exist.

• Extract-Private-Key: This oracle accepts an identity as input and outputs the

corresponding private key. The restriction of the oracle is that the adversary

cannot request Extract-Private-Key if he or she has already replaced the

public key for identity.

• Extract-Partial-Private-Key: This oracle takes an identity as input and re-

turns the corresponding partial private key. The restriction of the oracle is

that the adversary cannot request Extract-Partial-Private-Key if he or she

has already replaced the public key for identity.

However, according to the security model, the Type-I adversary cannot access

Extract-Partial-Private-Key and Extract-Private-Key random oracles for the target

identities and target sender at any point. And the Type-II adversary cannot access

Extract-Private-Key oracle for the target identities and target sender at any point.

Therefore, finding the private key of receiver from its public key is the elliptic

curve discrete problem. Therefore, the proposed scheme implicitly achieves user

authentication.

3.6.4 Message Integrity

Theorem 5: For the message integrity, we consider the game played between

polynomial time adversary A and challenger B. The proposed scheme is secure

against ciphertext forgery in the random oracle model if no polynomially-bounded

adversary has a non-negligible advantage in the following game.

Proof:
Let hi−list be the result of querying Hi random oracles respectively,where (1 ≤

i ≤ 4). The same hash random oracles as described in previous sections are used.
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• Setup: B runs the setup algorithm to generate public system parameters

params where Pubs = sP and master secret key s. B gives params to

adversaryA.

• Phase 1: B outputs target identities ID∗j = {ID∗1, ID∗2, ..., ID∗n}, target sender

IDu and send them toA.

• Phase 2: B answers several queries with restricted adversary behavior A.

Assume Lp is the list of users that is initialized empty.

1. CreateUser: If (IDi, pki, ski,Di) exists in Lp, B returns pki. Otherwise,

it runs the following processes.

(a) If IDi = IDu or IDi ∈ ID∗j, B picks ski ∈ Zq randomly. Then,

it computes Xi = bP, Pi = skiP, P
′

i = Pi and P
′′

i = h−1
i P

′

i where

hi = H1(IDi, Pi, P
′

i). Then, it assigns ski = ⊥ and di = ⊥. Then,

it adds (IDi, pki, ski,Di) to Lp where pki = (IDi, Pi, P
′

i, P
′′

i ) and

Di = (Xi, di). Finally, it returns pki to adversaryA.

(b) If IDi < ID∗j, B picks xi, ski ∈ Zq randomly and computes Xi =

xiP, Pi = skiP, P
′

i = Pi+Xi and P
′′

i = h−1
i P

′

i where hi = H1(IDi, Pi, P
′

i).

Then, it performs di = his+xi mod q. Then, it adds (IDi, pki, ski,Di)

to Lp where pki = (IDi, Pi, P
′

i, P
′′

i ) and Di = (Xi, di). Finally, it re-

turns pki toA.

2. Request-Public-Key: If (IDi, pki, ski,Di) exists in Lp, B returns the

public key pki toA. Otherwise, B makes CreateUser query.

3. Replace-Public-Key: If (IDi, pki, ski,Di) exists in Lp, B replaces the

public key and set ski = ⊥ and di = ⊥.

4. Extract-Private-Key: If (IDi, pki, ski,Di) exists in Lp, C outputs ski.

Otherwise, B runs CreateUser oracle. Then, it returns ski toA.

5. Extract-Partial-Private-Key: If (IDi, pki, ski,Di) exists in Lp,B outputs

Di. Otherwise, B runs CreateUser oracle. Then, it returns Di toA.

6. Decrypt: Accepts (C∗, IDi) as input where< C∗ = a∗,U1,U2, ..,Un,V∗,

W∗,Y∗, L∗, t∗ >. If (IDi ∈ ID∗j) or (IDi = IDu) or t∗ is not within rea-
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sonable time range, return “reject”. Otherwise, the process is done as

follows:

(a) Perform Extract-Partial-Private-Key and Extract-Partial-Private or-

acles to get di, and ski.

(b) Compute Zi using Ui, di, and ski .

(c) If (Zi, h2i) exists in h2− list, then compute σ
′

i = V∗ ⊕ h2i. Other-

wise, return “reject”.

(d) If (σ
′

i, h4i) exists in h4−list, then decrypt message M
′

= Dh4i(W
∗).

Otherwise, return “reject”.

(e) If (IDi, Pi, P
′

i, h1i) exists in h1−list and (M
′

||σ
′

i ||L
∗||t∗||Y∗, h3i) in

h3−list, then

– check whether Y∗ is equal to a∗P− ((h3i−h−1
u )Pu + P

′′

u + Pubs)

or not. If it is equal, continue. Otherwise, return “reject”.

– check whether Ui and h3ih1i(Pubs + P
′′

i ) are equal. If they are

not equal, return “reject”. Otherwise, return M
′

as the output

plaintext.

• Challenge: Adversary A performs a number of queries described above to

output a valid ciphertext from IDu to ID∗j.

• Guess: Finally, adversary A outputs ciphertext from IDu to ID∗j. If the

ciphertext is valid, challenger B outputs 1 andA wins.

Suppose the adversary can forge the ciphertext with non-negligible advantage

ε. If H3 is modelled as random oracle, A has advantage only if m is an output

of H3 oracle. The probability that the adversary can correctly guess the output of

H3 is 1
2q . However, if signature unforgeability exists under hard discrete logarithm

assumption, the proposed scheme is secure against the ciphertext forgery in the

random oracle.

3.6.5 Replay attack prevention

In our proposed scheme, timestamp (t) is added in the calculation of m value.

Again, (m) is used to create signature (a). Although timestamp value is publicly
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declared, replay attack is prevented as the signature a is existentially unforgeable

in the random oracle model. Since it is secure against signature forgery in the

random oracle model if no polynomially bounded adversary has non-negligible

advantage, the proposed scheme is secure against replay attack in the random

oracle model. Using timestamp for preventing replay attacks, synchronization of

time is required. And the validity of timestamp should be restricted to a short

time period in order to tolerate data delivery latency or time inaccuracy. Time

synchronization can be done by using several time synchronization methods [101].

In the proposed scheme, we assume that semi-trusted party broadcasts time to

achieve centralized time synchronization.

To avoid time synchronization, there are other ways such as challenge-response.

Because both sender and receiver send nonce to each other for a unique value gen-

eration, challenge-response introduces more communication.

3.7 Conclusion

To reduce the computation load, we have proposed an efficient and secure multi-

receiver encryption scheme with lightweight nature for the device to device com-

munications of IoT applications. Our proposed scheme avoids the inherent key

escrow problem as existing certificate-based and certificate-less multi-receiver en-

cryption schemes do. Moreover, our proposed scheme achieves multi-receiver

encryption with better efficiency and more security properties. Under Discrete

Logarithm assumption, security proofs in the random oracles are also given for

the proposed scheme. According to the computational cost comparison and ex-

perimental results, the proposed scheme achieves faster encryption and decryption

time compared to existing schemes in multi-receiver environment.





Chapter 4

Design and Implementation of
Reliable and Secure Multi-receiver
Data Delivery System

4.1 Introduction

Another important issue in the multi-receiver data stream delivery is dynamic ac-

cess policy changes. The data access policy may change depending on the context

of the sender. Here, the data access policy means the policy defined by the data

owner that grants who can access the data. For example, a patient shares his data

with other patients having the same diseases or symptoms to get experiences and

recommendations. When one of the receivers is intentionally stopped the sub-

scription to the data stream delivery since the reputation of the receiver degrades

(e.g. the receiver turned out to be a malicious or infected user), data access pol-

icy should be changed to prevent from that receiver. Such access policy changes

often occur in IoT applications because of the feature of dynamicity and mobility.

However, the problem of access policy changes in the multi-receiver stream de-

livery has not been studied enough in the existing multi-receiver stream delivery

systems.

To solve the problem above and achieve reliable data analysis, we propose

a reliable multi-receiver stream delivery system with encryption. Our proposed

75
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system adopts a certificate-less multi-receiver encryption scheme called CLAME

(Certificate-Less Multi-receiver Encryption with Authentication) [97], which was

proposed in Chapter 3, as a secret key sharing scheme for stream data encryption.

In this chapter, we assume that data sharing is performed among the users. Data

owner defines its target receiver group. Therefore, data sender is not a semi-

trusted party, an honest but curious KGC. To achieve secure multi-receiver stream

delivery, secret key needs to be shared among all receivers. Hereafter, we call the

shared secret key as shared secret. The sender needs to run encrypt algorithm of

CLAME scheme and uses encryption key as shared secret for future data delivery.

Whenever the sender denies any one of its target receivers from data access, it is

necessary to run encrypt algorithm of CLAME scheme again for shared secret key

renewal. For reliable data delivery, our proposed system also adopts the SRSM

scheme (Synchronized Recovery Stream Merging) [60], which was proposed in

Chapter 2. However, directly adopting the SRSM scheme is inefficient because

the load of the shared secret key renewal is not reduced when dealing with the

access policy changes. Therefore, we propose an extension of the SRSM scheme

to reduce the load of shared secret renewal process.

In the rest of this chapter, we first introduce the related work in Section 4.2.

Then we present a system design that combines both the SRSM and CLAME

schemes for multi-receiver stream delivery in Section 4.3. In Section 4.4, we pro-

pose an extension of the SRSM scheme that can reduce the load of shared secret

renewal process, called the SRSM-R (Synchronized Recovery Stream Merging

with a limited number of receivers) method. In Section 4.5, we evaluated the per-

formance using a prototype implementation. Finally, we conclude this chapter in

Section 4.6.

4.2 Related Work

For secure stream data delivery, Secure Multipurpose Internet Mail Extensions

(S/MIME) provides necessary security properties. However, S/MIME is based on

the asymmetric encryption. So, it requires a certificate for exchanging the pub-

lic keys. Certificate-based multi-receiver encryption scheme has been proposed
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Figure 4.1: Proposal system model

in [78]. To avoid the overhead for certificate management, certificate-less multi-

receiver encryption schemes have been proposed [84, 85]. Also, we have proposed

a certificate-less multi-receiver encryption scheme with authentication (CLAME)

for the device to device communications of Internet of Things (IoT) applications

[97]. Proposed CLAME scheme avoids the inherent key escrow problem that ex-

isting certificate-based and certificate-less multi-receiver encryption schemes do.

In the CLAME scheme, the data owner or the sender shares a secret key with the

receivers. Using the shared secret key, the data are encrypted and delivered. And

there is a possibility for the data owner to change the access control policy. When

there are access right policy changes, shared secret renewal process is necessary

to deliver the stream data encrypted by using multi-receiver encryption scheme.

Because the renewing process of the shared secret is a kind of heavy computation

load process, frequent access right policy changes can be a burden for the data

stream sender.

To realize a reliable and secure multi-receiver stream delivery system, both re-

liable stream delivery scheme and encryption scheme need to be combined. How-

ever, such system design was not presented so far. In addition, the problem of

shared secret renewal computation load has not been studied enough.
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4.3 Proposal of the Multi-receiver Stream Delivery
System

In this section we describe our design of the reliable and secure multi-receiver

stream delivery system.

4.3.1 System model

Fig. 4.1 shows our proposed system model. The main difference from the system

model of the SRSM to this model is that the generated data streams are encrypted

ones. The stream generator includes stream encrypter, which encrypts the stream

by shared secret. The shared secret is generated for each stream multicast. The

same shared secret may be used by the multiple stream encrypters. If one of the

receivers has left or joined, this shared secret key has to be generated again and

distributed to all receivers. When the number of receivers becomes large, we have

to renew shared secret key often. For example, a patient allows a number of other

patients having the same diagnosis and symptoms to access his data. The patient

shares a secret key with the receivers. When any one of the receivers misbehaved,

then the patient renews the shared key to prevent the misbehaving receiver from

future data access. In the case of large number of receivers, the chance of misbe-

having receivers may increase. Since the proposed system allows the newly joined

receiver to view the past stream data, the shared secret key renewal is needed when

one of the receivers is stopped to get the data stream.

Therefore, to reduce the computation load in renewing shared secret, our pro-

posal system splits the receivers into multiple groups and uses different shared

secrets for them. By splitting the receivers into smaller groups, the shared secret

key renewal computation load becomes smaller. However, the sender needs to

provide multiple original streams or recovery streams for different groups. That

is, there is a trade-off between the shared secret renewal computation load and

the number of streams on the stream sender. Also, the system needs to manage

which receiver belongs to which group. The receiver group database is used for

managing the receiver groups that belong to the stream.



4.4. PROPOSAL 79

4.4 Proposal of reliable and secure multi-receiver
stream delivery system

In this section, we describe the synchronized recovery stream merging with a

limited number of receivers (SRSM-R) method and key renewal process.

4.4.1 SRSM-R

To implement a reliable and secure multi-receiver stream delivery system by sim-

ply combining the SRSM and CLAME schemes, we need to consider how to treat

the computational overload problems for shared secret renewal process on the

sender.

To generate shared secret for stream data encryption in recovery stream de-

liveries, we propose an extension of the SRSM scheme, which we call SRSM-

R (Synchronized Recovery Stream Merging with a limited number of receivers)

method. In the SRSM-R method, the number of receivers that can be handled by

one original stream are limited. In other words, an original stream is assigned to

a particular group of receivers. Multiple original streams are prepared to deliver

data streams to multiple groups of the receivers. The number of groups is deter-

mined according to the parameter T , the threshold to generate a new group. If

there are N receivers, then the number of groups G is represented as

G = d
N
T
e.

At this time, the number of receivers in one group is T or N mod T . If a receiver

unsubscribed from the multicast delivery, the number of receivers in the corre-

sponding group decreases. If a new receiver subscribes to the multicast delivery,

the receiver is added as a member of a group having the number of receivers that is

less than T . If all groups have T receivers, then a new group with one receiver is

generated. Multi-receiver encryption is executed for each group. That means, all

receivers in the same group use the same shared secret. The recovery stream gen-

eration and merging follow SRSM but the merging processes are independently

executed for each original stream. The shared secret used for the recovery stream
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Algorithm 3: Algorithm for the SRSM-R method
on receiving subscribe request from receiver n
begin

1 g← find available group();
2 if (g = nil) then
3 g← new group({n});
4 g.secret ← new shared secret();
5 s← SRSM new stream();

6 else
7 g← g ∪ {n};
8 s← SRSM original stream(g);

// notify n the shared secret and stream identifier of s
9 unicast(n, CLAME encrypt({n}, g.secret + s.id));

on receiving unsubscribe request from receiver n
begin

10 g← find group contains(n);
11 g← g − {n};
12 g.secret ← new shared secret();
13 multicast(g, CLAME encrypt(g, g.secret));

on receiving failure recovery request from receiver n
begin

14 s← nil;
15 foreach r ∈ SRSM recovery streams() do
16 if r.size < T ∧ SRSM mergeable case I(r, n) then
17 r.members← r.members ∪ n;
18 s← r;
19 break;

20 if s = nil then
21 s← SRSM generate recovery stream();
22 foreach r ∈ SRSM recovery streams() do
23 if r.size < T ∧ SRSM mergeable case II(s, r) then
24 s.merge(r);

// notify n the stream identifier of s
25 unicast(n, AES encrypt(g.secret, s.id));

function delivery process on time t
begin

26 foreach g ∈ groups do
27 foreach s ∈ SRSM all streams(g) do
28 multicast(s.members, AES encrypt(g.secret, s.data(t)));
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is the same as that of its original stream.

Algorithm 3 shows the pseudo code of the SRSM-R method describing the

functions that are run on the sender. When a receiver requests to subscribe to

a stream, the sender finds a group with available capacity so that the receiver

can be added into it. If there is no such group, the sender has to create new

group and add the receiver into it. For secure data delivery, a new shared secret is

generated for that group. The sender then sends the newly generated shared secret

and the corresponding stream identifier encrypted by CLAME as the response.

If there is a group with available capacity at the receiver’s stream subscription

time, the receiver is assigned to that group on the sender. And the corresponding

shared secret and stream identifier are sent to the receiver by unicast with CLAME

encryption. The receiver then joins the multicast with the corresponding stream

identifier. The stream identifier which is sent to the receiver corresponds to the

original stream for that group. The newly joined receiver can decrypt the stream

data delivered in the past. Conditional statements starting from line number (1) to

(9) handle subscribe request from the receiver.

When a receiver unsubscribed from a group, the sender finds the group to

which the receiver belongs. Then the receiver is removed from that group and

the shared secret renewal process is executed. And the newly generated shared

secret is delivered to the rest of the group members by multicast with CLAME

encryption. Conditional statements from line number (10) to (13) describe the

function for unsubscribe request.

When a recovery request is received from a receiver, the SRSM process is

executed keeping the member size threshold T . After SRSM stream handling,

new recovery stream identifier is delivered to the receiver with AES encryption.

Conditional statements from line number (14) to (25) describe the above situation.

Then the sender delivers the stream data by multicast with AES encryption using

corresponding shared secret key for every time slot. Conditional statements for

data delivery process at time t are shown from line number (26) to (28).
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Figure 4.2: A communication sequence

4.4.2 Shared secret renewal in SRSM-R

In the SRSM-R method, the sender needs to modify the access control policy

whenever any receiving member no longer wants the data or any one of the re-

ceivers was expelled from data access rights. In other words, the sender has to

conduct the shared secret renewal process. In every shared secret renewal pro-

cess, the sender generates new shared secret, encrypts the data stream with it and

prepares the parameters for the receivers who meet the access control policy. The

parameters are prepared to hide the new shared secret so that only intended re-

ceivers can reveal it.

Fig. 4.2 shows an example sequence of the communication for delivering a

multicast data stream which has identifier m in our system. In this figure, three

receivers (R1, R2 and R3) subscribe to m. For simple explanation, we assume the

threshold T = 2. As the value of N = 3 and T = 2, the sender splits the encrypted

data stream into two groups. In this example, as a response to subscription re-

quest of m by R1 and R2, an original stream O1 is generated. When R3 requests

subscription to m, a new original stream O2 is generated. Different shared secrets

are assigned for each original stream. In this case, K1 for O1 (the receivers are

R1 and R2) and K2 for O2 (the receiver is R3). The sender sends two multicast

data streams using corresponding shared secret. When the receiver R2 encounters
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Table 4.1: Simulation setup
Parameter Value

Recovery speed 2.0
Acceptable latency 200 (unit time)
Simulation length 1,000 (unit time)
Number of tests 1,000

data loss, R2 sends a recovery request to the sender. Upon receiving the recov-

ery request, the sender delivers a recovery stream. The same shared secret with

the original stream is used for the recovery stream. In this case, K1 is used to

encrypt the recovery data stream for R2. When a receiver unsubscribed from the

data stream multicast, shared secret renewal process is executed. In this example,

R1 sends unsubscribe request of m and the members of O1 is changed. Then the

sender generates a new shared secret K′1, encrypts the stream data for O1 with it,

and delivers the encrypted data to the remaining receivers, in this case, R2.

4.5 Implementation and Performance Evaluation

In this section, we show some evaluation results of our secure multicast data deliv-

ery system. Our evaluation is based on the measurement using an implementation

of CLAME scheme and the simulation of the SRSM-R method.

4.5.1 Experimental Setup

To evaluate the performance and feasibility of the proposals, we implemented a

security mechanism that follows our system design. The experiment uses the same

key size, the same implementation parameters and the same comparison schemes

that are used in Chapter 3. The proposed scheme is implemented by using bouncy

castle library 1, encryption library in JAVA. The evaluation program runs on nexus

7 tablet having android version 4.4.2 with Quad-core 1.2 GHz Cortex-A9 CPU

and 1 GB RAM. Assuming the stream data size is small, in the experiment, the

1http://www.bouncycastle.org/
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Figure 4.3: Average number of streams
(T=10)
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(T=30)
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(T=50)
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Figure 4.6: Average number of streams
(T=70)

message payload size is set as 256 bits, which corresponds to the typical size of

the shared secret.

The simulation setup is shown in Table 4.1. To see the basic performance,

all receivers are assumed to have the same requirements for acceptable stream

speed and acceptable latency in the simulations. The bandwidth of the recovery

stream is twice as that of the original stream, which corresponds to the situation

in which half of the stream data is skipped or skip rate is 2.0. The acceptable

latency is set as 200 unit time. The result is the average of 1,000 times simulation.

The simulation interval is set as 1,000 unit time, which is enough duration for the

stable simulation and to see the behavior of the scheme.
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(T=90)
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Figure 4.8: Average number of streams
(T=100)

4.5.2 Performance Evaluation

Firstly, the number of streams managed by the sender is evaluated by simulations.

The failure and recovery of the receivers follow the Poisson process.

Fig. 4.3 to Fig. 4.8 show the average number of streams comparison for the

SRSM-L, SRSM-B, SRSM-R methods using odd number threshold values that

are between 10 and 100, and the Piggybacking. Since the SRSM-L method,

the SRSM-B method and the Piggybacking do not consider the grouping of the

receivers, the average number of streams is constant when the threshold value

changes. And the results of average number of streams in the SRSM-L and

SRSM-B methods are comparatively smaller than that of the SRSM-R method

and the Piggybacking. From the evaluation results, we can see that the average

number of streams in the SRSM-R method is inversely proportional to the thresh-

old value. When the threshold value becomes larger, then the average number of

streams becomes smaller. The performance of the SRSM-R method outperforms

the Piggybacking in the case of larger threshold value with longer recovery start

interval. Since the total number of receivers are 100, there will be only one group

when the SRSM-R method uses the threshold value 100. As a result, the SRSM-L

method and the SRSM-R method with threshold value 100 require the same aver-

age number of streams. As explained in Chapter 2, the SRSM-B method achieves

the best performance among all schemes.

Using the fixed recovery interval, the comparison of the average number of

streams is summarized in Fig. 4.9. In Fig. 4.9, the y-axis shows the average num-
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ber of streams through the simulation time and the x-axis shows the threshold

value. In the simulation, the average recovery start interval is 7 while average

loss start interval is set as 7.5. The average number of streams for the SRSM-L

method, the SRSM-B method, and the Piggybacking is constant for all threshold

values. In the SRSM-R method, the average number of stream decreases when

the threshold value increases.

Changing the average recovery start interval while keeping average loss start

interval the same, Fig. 4.10 shows the result of the average number of streams

generated for the SRSM-L and SRSM-R methods, changing the threshold T from

10 to 50. The larger the average recovery start interval is, the larger the loss

interval becomes. In Fig. 4.10, the x-axis shows the the average failure recovery

start interval.

Then, we evaluated the cost of shared secret renewal by using time metric in

our implementation.

Fig. 4.11 to Fig. 4.14 show shared secret renewal time cost measured in sec-

onds for the combination of the SRSM-R method and different multi-receiver

encryption schemes, including existing encryption schemes and CLAME. Ex-

isting encryption schemes are denoted as CME (Certificate-based Multi-receiver

Encryption) [78], CLMS (Certificate-less Multi-receiver Signcryption [84], and

CLME (Certificate-less Multi-receiver Encryption) [85]. The x-axis represents

the threshold value ranging from 10 to 100 and y-axis represents the shared secret

renewal time. Since the SRSM-L method, the SRSM-B method and the Piggy-
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Figure 4.11: Shared secret renewal time
comparison using CME

 0

 50

 100

 150

 200

 10  20  30  40  50  60  70  80  90  100

S
h

a
re

d
 s

e
c
re

t 
re

n
e

w
a

l 
ti
m

e
 (

s
e

c
)

Threshold

CLME

SRSM-L
SRSM-B
SRSM-R
Piggybacking

Figure 4.12: Shared secret renewal time
comparison using CLME
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Figure 4.13: Shared secret renewal time
comparison using CLMS
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Figure 4.14: Shared secret renewal time
comparison using CLAME (proposal)

backing do not divide the receivers into groups, the shared secret renewal costs

are the same for all different multi-receiver encryption schemes. Among all en-

cryption schemes, the proposal scheme (CLAME) achieves the best efficiency for

shared secret renewal time.

Fig. 4.15 shows the summary of shared secret renewal cost comparison using

the combination of the SRSM-R method and different multi-receiver encryption

schemes. Fig. 4.15 also shows a result of shared secret renewal time using com-

bination of SRSM (SRSM or SRSM-R) and CLAME. In the graph, the y-axis

shows the shared secret renewal time. The x-axis shows threshold T . We changed

T from 10 to 100. The result shows that the CLAME takes the shortest time for

shared secret renewal among the encryption schemes. In addition, we can say

the integration of CLAME and the SRSM-R method requires shorter shared se-

cret renewal time for all T values. Though the shared secret renewal time of the
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Figure 4.16: Experimental comparison
of decryption time

proposed scheme and CME is almost equal, the decryption time of the proposed

scheme is shorter as described in Fig. 4.16.

In summary, there is a trade-off between the key renewal cost and the num-

ber of streams in the proposed method that combines CLAME and the SRSM-R

method. Appropriate T value may differ depending on the computational ability

and available network bandwidth of the sender. For example, if the T is set as

50 while the number of receivers is 100, about 2.8 streams increase on average

when the average recovery start interval is 7.0. If the sender has plenty of net-

work bandwidth, but limits on CPU, smaller T is appropriate. If the sender has

limited network bandwidth but has plenty of CPU power, larger T is appropriate.

Smaller T value brings less key renewal time. According to the report 2, a secu-

rity blocking software blocked approximately 550 cyber attacks each day on an

Android device. That is, each device is attacked every 157 seconds. If 10 % of

the devices do not have such blocking software, they may be infected every 15.7

seconds. That means we should quarantine those devices as misbehaved users.

Therefore, we can estimate that a leave occurs every 15.7 seconds on average be-

cause of misbehavior when there are 100 devices as in the simulation setup in

Table 4.1. It is the worst case but the system needs to be tolerant for such cases.

In that case, we can choose T = 30 where our proposed method can achieve about

10 seconds for a key renewal time as shown in Fig. 4.14. To achieve a similar key

2https://www.symantec.com/content/dam/symantec/docs/security-center/archives/istr-16-
april-volume-21-en.pdf
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renewal time, other methods require smaller T value. For example, as shown in

Fig. 4.12, CLME has to set T = 15. In this case, as shown in Fig. 4.9, the SRSM-

R method needs twice number of streams in some fixed recovery interval which

requires more network bandwidth. The reason why the SRSM-R method needs

twice the number of streams is that the receivers are classified into some groups

and the sender has to prepare the streams for each group. In the case of T = 15 in

the simulation, the receivers are classified into seven groups and the sender has to

prepare 7 streams though this is just 1 stream under the SRSM-L method, which

is the smallest value. Moreover, the sender eliminates the chance of stream merg-

ing that can exist among receivers from different groups. The SRSM-R method

is better in the point that we can control the key renewal cost and the number of

streams by changing the parameter T . However, how to choose optimal value of

T is more complicated and we set it as a future work. Since a smaller T value

brings a larger number of recovery streams as shown in Fig. 4.9. Therefore, we

consume more network bandwidth. The balance between a key renewal cost and

a network bandwidth is a difficult design decision.

4.6 Conclusion

In this chapter, we proposed a novel reliable and secure multi-receiver stream

delivery system. We propose a signaling protocol that covers the reliable multicast

stream delivery scheme (SRSM) and a certificate-less multi-receiver encryption

scheme with authentication (CLAME). To cope with the overheads of access right

policy changes on CLAME, we proposed the SRSM-R method, an extension of

SRSM that divides the receivers into groups to limit the number of receivers who

uses the same shared secret for the encryption. By implementing the scheme

on an Android terminal, we evaluated the performance to see the feasibility and

effectiveness of our proposals. In addition we evaluated the performance of the

SRSM-R method by simulations on probabilistic model. We confirmed the trade-

off between the shared secret renewal cost and the number of streams.





Chapter 5

Conclusion

5.1 Summary

In multi-receiver data delivery for IoT applications, we have discussed two issues

that affect the reliable data analysis and data sensitivity. In this thesis, we mainly

focus on the solutions to these issues. In Chapter 1, we presented the importance

of sensor data reliability and security, the necessity of multi-receiver data delivery,

and then discussed research issues.

In Chapter 2, we proposed a scheme called synchronized recovery stream

merging (SRSM) for sensor data multicasting. In order to cope with the network

bandwidth limitations of the sender’s devices, the SRSM scheme synchronizes

and merges multiple recovery streams. We presented two methods of the SRSM

scheme, latency-aware synchronized recovery stream merging (SRSM-L) method

and bandwidth-dependent synchronized recovery stream merging method called

the SRSM-B method. In the SRSM-L method, the receivers specify tolerable

latency or waiting time. The idea of the SRSM-L method is that the receivers

who received more data have to wait other recovery streams for some time so that

stream merging can occur. In the SRSM-B method, stream merging emphasizes

the available network bandwidth of the sender. We evaluated our proposed meth-

ods for two failure/recovery simulation scenarios. And, in the frequent random

failure situation, the results show that the network bandwidth requirement of the

SRSM-L method for multi-receiver data delivery is small compared with the ex-
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isting schemes. In the burst failure situation, the SRSM-B method achieves the

best performance.

In Chapter 3, we focused on the security issue of multi-receiver data delivery.

In IoT applications, the sender and the receivers often have resource-constrained

devices. In secure multi-receiver data delivery, the sender’s load for encryption

increases when the number of receivers increases. And the less decryption cost is

preferable to the receivers. Therefore, we proposed a lightweight multi-receiver

encryption that is suitable for IoT environments. The proposed scheme reduces

the computational loads for encryption and decryption by avoiding the compu-

tation expensive operations. Besides, the necessary security requirements for

multi-receiver data delivery such as confidentiality, message authentication, and

replay attacks are fulfilled. The experimental results have shown that the proposed

scheme reduces the encryption and decryption time cost, and also achieves more

security properties.

In Chapter 4, we proposed a method called synchronized recovery stream

merging with a limited number of receivers (SRSM-R) method, which divides

the receivers into some groups where each group consists of the receivers that are

handled by an original stream. For reliable and secure multi-receiver data delivery,

we combined the synchronized recovery stream merging methods and the encryp-

tion scheme proposed in Chapter 3. However, there is another issue when any one

of the receivers left the data delivery. The issue is the renewal of the shared secret

key. In the SRSM-R method, each receiver belongs to a group and key renewal

is performed separately. Through the simulation, we confirmed that less key re-

newal cost is achieved in the SRSM-R method by using smaller threshold value

although there is a trade-off between the key renewal time and the average number

of streams.

In summary, this thesis shows that our proposed synchronized recovery stream

merging methods reduce the computational and the communication costs for multi-

receiver data delivery on Internet of Things (IoT). In addition, our proposed solu-

tion for security issues reduces the computational cost by preserving the necessary

security properties. Moreover, our proposed methods reduce the key renewal time

cost while providing reliable and secure multi-receiver data delivery.
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5.2 Future Work

The future work can be divided into four parts.

The first future challenge for this work is dynamically selecting the appropri-

ate stream merging method for multicast data delivery according to the data loss

feedbacks. In real scenarios, the available bandwidth of the sender changes along

with time. Moreover, the contexts of the receivers, which means the resource

availability, desired data quality and communication overhead of the receivers,

may differ. Therefore, data delivery scheme should consider the dynamic selec-

tion of appropriate stream merging method to get a better performance for the

receivers.

The second one is merging streams among different groups. In the SRSM-R

method, we only consider stream merging within the same group. By merging

streams among groups, the possibility to merge more streams increases. In case

where the sender has a limit on its network bandwidth, the bandwidth consump-

tion can be reduced by merging more streams. To establish this, we focus on

stream merging among different groups.

From the security aspect, revocable certificate-less multi-receiver encryption is

our future work. In Chapter 4, if we combine broadcast encryption [99], we could

find efficient way for revocation and the shared key renewal. In large IoT applica-

tions such as healthcare, instead of sender-defined access policy, any misbehaving

user should be revoked so that other remaining users can avoid interaction with

that misbehaving user. Moreover, there may be cases where the attackers get the

private key of the user or the reputation of the user degrades. These lead insecu-

rity for the remaining users to interact with a malicious user. In such cases, the

misbehaving users should be revoked.

Finally, in the evaluation, we just simulated the communication environment.

To get more realistic evaluation, our last future work is the evaluation of the pro-

posed methods in the real network environments.
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