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_global__ void kernel() {
printf(”blockID:%d, threadID:%d¥n", blockldx.x,
threadldx.x);
}
int main( void ) {
kernel <<<2, 3>>>(;
cudaThreadSynchronize();

return O;
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(1) Craig W. Reynolds: Flocks, Herds, and Schools: A

Distributed Behavioral Model, Siggraph’ 87,
pp.25-34, 1987.7



