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NBEEBR

ARiwCiE, EHERNTT 77 AV — AT AT LEFERS, 726 FIZ KRS KERE
TR BB FER L HERAAEZTIAT o7, TNV T8 Y MR— IV EIET 5 I
HRIL Ay b7 = 27128 B ERE TR T OMARR 2 D72 DTH Y, LATFD 6
HEThKIND.

B1REIFRTHD, AMEOERE UTGEESEP KD ONGEXEH Y VT —2TH
2 I HIFVEL R v b7 — 2 (Time sensitive network: TSN) OBEE K U5 FH G 12 DWW TR AR,
TSN REEH XY N7 =2 DAZRST, HiET 72 A%y b7 —2 (Radio access network:
RAN) NO#EHAPBRF SN TWE Z & &2RT. RIZ, RAN OFERZTH DT 7 A% Y b
T — 2B BEREEAMITDOWT, TOESE L BIEDHIZDOWTHRNRS., £7z, FRENA
VT I AY AT MBI BN UL R ORI EB OBz DWW TR 5, 0 LT, fi
IS S Y — A ZNAET L7200 TSN 27 718 A%y MU —27 CTHEL, KRtz
EmOBZRENERT. TLUT, KX DOWENRTH 2 EERMF LMY — A 2INET 5
TSN 25T B FRE YA AL TR L, AR MREE HiNZ B 5.

B2 BCIE, MEARIEEMS &Y — Y R & [H— TSN AT 28 E Y RN &2 BT 57
ODYAT LEMEZBRRD. PIDIZARITELE TS TSN 2E£ L, KIZ, TSN IZINAT
5 R O R e U T, MEEMRIZB 1T 2R HROFER L, TSN INADHRT
HBENAIN 71y bF—)b (Mobile fronthaul: MFH) OEBAEE K K /N — 2 MEEIZ DWW
TikR5., 2L T, MFH ® TSN IXAEROH#EE LT, MFH DA ZINET 5 TSN T, IX
AR RSB HIR S NS Z L 2 AfEICT 5. £D LT, MFH &y —E X% [ —
TSN IZIXNE L, RFMEE ED B HEMEZ/RT. RFENLR TSN 2R T 27-0DF 5L ESLA
BT BT DRE N LR R e T 5 AR E RN, FEAMEREN IR A% (Bandwidth
usage efficiency: BUE) DMK F & i —EZAD ANV —Ty hOEKTIZHZZ L Z2HSPITT
5. ZOFEMGEREE R T B 72012, TSN IZE T 2B ERY MO AR ETHDE I & %
~U, MFH &ty — A ZINET S TSN OV AT LEHIZDNWTIHRR B,

B3 T, WA EIELE (Time division duplex: TDD) A A Z#EH L 72T 7 A
AT LMy AT LZINAET DGR EIZEZEES Y 7 —2 (Time division multiplexing
passive optical network: TDM-PON) ¥ 2 5 A2 81} 2 HkMEREFHGIZ D\W TR 5. TDD
FRE, B—0FEBECTERNY) VI DMEEITS T VRS 720, BRI HRENE
W. —J%, TDM-PON Y 25 LZB1F 25 ETY v 7 ORI KRS H% E (Wavelength
division multiplexing: WDM) S AP EHI N 2728, ENAIEEORMHKXE I EET
%. F7, TDD A%, BEEEd 2 MR CRA DR Z & 5728, MFH N3E5H
FET 2L WORMEZEED. AT, TDD ARTHG U 7= ffsE %2 TDM-PON & X
T LZINAE U BICEAAET 2 R KB MY — A2 INAT 2 H RN ORMEH X O #EE H
AZRETL. £7, REAROEEKOCHFERIIZOWTIRR BT, ZOEBATRENE % 3T
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fligT 37D, HAEKY I ab— a3y, FEMRER, MOHERIHMIZIT 7. 2otk
D, MFH iy — VY 2 %[ — TDM-PON ¥ 25 LIZINAE L7540, MFH ~D % v fit
Y= ZAD AN =Ty b FOBIEEREDREIZ DO WTRT.

B4ETIE, B3 ETRAREZ MFH & iy — ¥ 2D [E— TDM-PON & A5 ANAIZEE L
T, TDD HRZ#EHLUZEMR) V7D ER) VI BEHINZGES LI ER) V21
DHETE &R > 7235612, BERIRME 2 S ERZ2IET 5 Z 2 7% <, TDM-PON ¥ X5 A T
MY 201285 ERNY Y IHOEEZBRMT S HIEIZOWTHARNS, AKFETIX, EigHEHE
DRMBHXEICHEE Y RIBH ORI Z2 824 T3 AR, ROEETED SIS 7THEED BT
Dy 2zke o MFH ESMEOMBIREZ TN NGB L, TDD ARZ2#M L /2 8R) > o
WZBIIEETFNY VI eEHET S HAERRETS. £7, RBRESFRXNOME K OCEEREIZ DWW
TRz BT, TOERAGEMEZIIMT 2012, FHEEYIa L —vay, FEERERY
fTo7=. Znsizky, TDD O E R V7 DR EEINZEEDO MFH ~NDE L 22T
KB BILEDONE, MY —EADAN—T v b EBIEEDOIRETIEIZLZBEIZDVWTRT.

5= TIE, MFH iy —C2ADE—7) vV Ry b7 —2ZEIZE T B HRk MERE ZEM 12
DVWTiHARS, MFH 2INE T2 7)Y Y3y R —=212BWTC, E5DRBIERTY Y X % i
IMET 2 Z L2 EE U THRF&ER Y = — /% (Time aware shaper: TAS) @A E X 1
TWa., LU AaRs, TAS ZHEA U -BRICHEIBRHAMEBETT 2L WO HEEH L. K
ETIX, MFH D5 55X RF DO NN— A MEIZEH U7z TAS OFIEAEZRET 5. £7, 2
EH RO R OEEFRIIZ OWTHR AR BT, FOEBAEEN %2 TS 5 =012, FHEY
Rab—ya i X2 247 - 72, FHMEFSERIIC & 0, MFH OKEIEMEZ RS DD, (i
P—UCADAN =Ty N ROBIEREZ2UGE L, WEBAAMNERE2 M ETE5Z 2 %2RT.

BO6EHTIE, ULEOIFRIZE > THRONTEREZBIEL, AR OfbinziB 5.
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Preface

This dissertation treats a bandwidth allocation scheme in a time sensitive network (TSN)
for mobile fronthaul (MFH) based on research carried out by the author during his Ph.D.
studies at the Division of Electrical, Electronic, and Information Engineering, Graduate
School of Engineering, Osaka University, and his tenure at NTT Access Network Service
Systems Laboratories.

Chapter 1 is an introduction to the thesis, and it presents the background and purpose
of the study. Firstly, a general overview and the applications of a TSN for an industrial
network that requires a low latency are described. A TSN for a radio access network
(RAN) as well as an industrial network is studied.

Next, the historical perspective and recent investigations into radio and optical access
networks are summarized. The number of mobile base stations (MBSs) on RANs has
been increasing; accordingly, the cell size has been decreasing. The necessity of a cost-
effective optical access network based on a TSN that accommodates both MBSs and
secondary services is discussed. An outline of the bandwidth allocation scheme in the TSN,
which accommodates the MBSs and the secondary services, is expected. The purpose and
technical issues of this research are described.

Chapter 2 describes the system requirements of a TSN in order to establish bandwidth
allocation schemes for accommodating an MFH link and secondary services. Firstly, the
TSN studied in this thesis is clearly defined. Next, a redefinition of a functional splitting
point in an MBS and the latency requirement and burst characteristic in an MFH link,
which are the technical preconditions of future RANSs, are described. Furthermore, the
issue that a TSN accommodating only MFH links has a limitation on the number of MBSs
that can be accommodated is clarified. Thus, the necessity of realizing a cost-effective
TSN that accommodates the MFH link and the secondary services is described. Signal
multiplexing schemes are introduced, including the related work on constructing a cost-
effective TSN. Then, We show that the technical issues in the conventional schemes are
decreases in the bandwidth usage efficiency (BUE) and throughput of secondary systems.
In order to overcome the above issues, we explain the necessity of novel bandwidth allo-
cation schemes and the system requirements for the TSN accommodating the MFH link
and the secondary systems.

Chapter 3 deals with a bandwidth allocation scheme for the uplink transmission in
a TDM-PON with focusing on that the MBS was expected to adopt a time division
duplex (TDD) scheme. The high frequency usage efficiency is high in the TDD scheme
because the uplink and downlink signals are transmitted by using the same frequency
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band. Meanwhile, the TDM-PON employs a wavelength division multiplexing (WDM)
scheme in the optical transmission link. Thus, unallocated intervals appear periodically
in the optical link. Moreover, the signals from the user equipment arrive at each MBS
simultaneously since all of MBSs are synchronized in time. In this chapter, we propose
a technique in which the optical line terminal (OLT) allocates the bandwidth to the
optical network units (ONUs) connected to the secondary systems during the unallocated
intervals for MBS. The mobile operator sends a pre-information for the timing of the
unallocated interval to the OLT when the MBS is first deployed. Then the OLT estimates
the timing of the periodical unallocated interval and a head of the burst signal. The details
of the proposed scheme and the principle of the operation are described. The results of
the numerical simulation, experiments, and theoretical evaluation are given. Finally, the
performance of the throughput and the latency for the MFH link and secondary systems
are discussed.

Chapter 4 describes a technique called automatic recovery scheme from the TDD esti-
mation error in the TDM-PON system accommodating the MFH link and the secondary
services. The OLT distinguishes the unallocated interval from the uplink interval of the
MFH link. It assigns the unallocated interval to the secondary system. However, there is
an issue that the OLT cannot obtain the information on the configuration of the uplink
and downlink in the wireless link when the mobile system changes the configuration of the
uplink and downlink during operation. In this chapter, we propose an automatic recovery
scheme, in which the OLT changes the assignment of the bandwidth by detecting the
variation of the configuration of the uplink and downlink, and an estimation scheme for
detecting the configuration variation without preinformation. The details of the proposed
schemes and principles of operation are described. The proposed estimation scheme is
evaluated by numerical simulation and experiments, and the effectiveness of the proposed
bandwidth allocation scheme is confirmed experimentally.

Chapter 5 deals with a bridged network employing a time-aware shaper (TAS) that
accommodates the MFH link and the secondary services. The purpose of employing the
TAS is to minimize the latency and the time jitter in the MFH link. However, employing
the TAS causes a decrease in the BUE and the throughputs of the secondary services. In
this chapter, a gate shrunk TAS (GS-TAS) is proposed to achieve a high BUE using the
MFH characteristics. The details of the proposed scheme and its principle of operation are
described. The performance of the proposed scheme is evaluated by numerical simulation
to show improvements on the throughput and latency of the secondary services without
suffering low-latency transmission in the MFH link.

Chapter 6 summarizes the above results.
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Chapter 1

Introduction

1.1 Trends in Network Usage

Internet service has been widely spread not only to business use case but also to use cases
of general households. It has become an indispensable social infrastructure in our life and
corporate activities.

Trends in the number of Internet users and the population penetration rate in Japan
are shown in Fig. 1.1 [1]. The number of Internet users in 2016 was 100.8 million which is
380 thousand more than that in 2015, and the population penetration rate was 83.5% in
2016. It can be seen from Fig. 1.1 that both of them increased moderately while amount
of change decreased gradually.

The purpose of using the Internet service is shown in Fig. 1.2 [1]. People under 40
are considered to be the main consumer of future Internet contents. Many of them use
“social network service” and “video posting service” frequently. Further video services are
expected to become active in the future, due to the spread of virtual reality (VR) service
or the like. Therefore, the increase in Internet traffic volume is expected to accelerate
even if the increase in the number of users stagnates.
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Fig. 1.1 Trends in the number of Internet
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2 Chapter 1 Introduction

1.2 Network Architecture

We describe a network architecture and a trend in transmission technology to support
an enormous data traffic that will continue to grow in the future. Figure 1.3 shows
a conceptual diagram of the network configuration. A network is roughly divided into
three hierarchical structures; a core network, a metro network, and an access network.
Transmission technologies in each network have different requirements. The requirements
for transmission technologies are different depending on the network structures.

In the core and metro networks, large amount of data traffic from many subscribers is
multiplexed and transmitted. In the current network system, the maximum transmission
capacity can be 8 Tbps (100Gbps x 80 wavelength channels) by using an optical fiber
having the characteristics of wide-band and low loss in the transmission path [2], [3].

There are two types of increase in capacity enhancement; increase of modulation level
and extension of the multiple spaces. In the field of modulation level increase, a digital
coherent system was proposed in 2005 as a breakthrough of transmission capacity expan-
sion [4]. After that, the research and the development of the digital coherent technology
has been accelerated, and a 100-Gbps class transmission system employing 25-Gbaud dual
polarization multiplexed quadrature phase shift keying (DPM-QPSK) signal has been in-
troduced [2]. Moreover, a 400-Gbps class transmission system employing 25-Gbaud DPM
16 quadrature amplitude modulation (DPM-16QAM) signal with two frequency subcar-
riers has been reported with a result of a field trial [5].

Regarding the extension of the multiple spaces, not only wavelength division multi-
plexing (WDM) but also signal multiplexing technique using multi-core and multi-mode
fiber (MCF/MMF) has been proposed [6], [7]. The MCF is an optical fiber with multiple
cores in one cladding. The MMF is an optical fiber in which there are multiple propa-
gation paths (modes) in one core. The transmission capacity per one optical fiber can
be increased since the transceiver can transmit different data signal through each core
and/or mode. In March 2018, spatial division multiplexed transmission over 2,500 km
using 12-core, and 3-mode fiber was reported [8].

On the other hand, an access network is also called a subscriber network, and it refers to
a section of approximately 20 km from the central office (CO) in the terminal point of the
whole network to the user office. A part of the access network becomes the interface when
the user actually uses the network. The number of transmission devices is enormous
compared with the core network, and its transmission medium and topology are also
diversified. Therefore specifications of the subscriber network are designed mainly by the
economical point of view rather than the enhancement of system capacity in the case of
core networks.

Moreover, the diversification of network contents accelerates demands for services with
lower latency. For example, there are factory automation and audio/video networks.
Recent low latency service is becoming necessary not only in wired but also in wireless
networks. In mobile service, the fifth generation mobile communication system (called
5@G) requires end-to-end latency of 1 ms or less. Standardization of time sensitive network
(TSN) has progressed with the purpose of enhancing the low latency performance[9]. In
the next section, we describe the trend in TSN.
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Fig. 1.3 Conceptual diagram of network configuration.

Table 1.1 Time sensitive network specifications for various application examples [11].

. . . Radio
Network Video Automotive Factory Professional
access
features streaming radar automation audio/video
network
Bandwidth 100 Mbps 1 Gbps 100 Mbps 100 Mbps >10 Gbps
Latency ls 1 ms 100 ws 10 ws 100 ps/250 us
Jitter 100 ms 20 ns 100 ns 10 ns 32 ns
Cycle time Burst 10 ms < 1 ms Continuous < 1 ms
Ti
e No Yes Yes Yes Yes
synchronized

1.3 Time Sensitive Networking

TSN is an extension of the Ethernet AVB (Audio Video Bridging) standard [10] which has
been introduced to audio/video, in-vehicle network or the like. We show the applications
and their specifications for TSN in Table 1.1. The case of a general video streaming
service is also shown in Table 1.1 for comparison. For an automotive radar, low-latency
is needed since an automatic driving system demands a quick response to an obstacle.
For factory automation, low latency performance is required since a precise operation is
required and the devices need to be synchronized in the factory. A professional audio/video
service synchronizes with multiple speakers and broadcasts video in a closed space such
as a theater. The TSN for radio access network (RAN) which provides connections from
mobile base stations (MBSs) to central office (CO) or between MBSs, has been also studied
[12]. A future RAN requires the end-to-end latency of 1 ms or less [13]. Wired network
in the RAN requires more stringent conditions since the end-to-end latency of 1 ms or
less includes the radio propagation time and wireless signal processing time. Moreover,
cost-effective systems are needed because many MBSs will be densely deployed. That
is, realizing cost-effective time sensitive access network will be significant. In the next
section, we outline the access network trend and technology.
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1.4 Access Network

1.4.1 Trends in Access Network

Figure 1.4 shows the trends in the number of subscribers to broadband access in Japan,
based on “white paper information and communications in Japan” of the Ministry of In-
ternal Affairs and Communications [1]. Growth in the number of subscribers for metal
lines tends to slow down, while the growth in fiber-to-the-home (FTTH) service is increas-
ing. According to the Japanese census of 2015, the total number of households in Japan
was approximately 53.3 million including 18.4-million single households [14]. The number
of the FTTH subscribers in 2015 was 28 million, and it was approaching the total number
of family households in Japan. Therefore, it seems difficult to further increase the number
of FTTH subscribers.

The number of subscribers of mobile communication lines has been rapidly increasing
since 2012. In 2010, NTT docomo launched up “Xi” service employing long-term-evolution
(LTE). Moreover, the transmission speed was dramatically improved since the service
employing 800 MHz and 1.5 GHz bands started.

A smartphone iPhone 5 [15] released in 2012 by Apple Inc, was able to use the LTE
service; consequently the number of LTE subscribers has increased explosively.

NTT docomo has introduce “PREMIUM 4G” service since 2015 to increase the trans-
mission speed. Since 18 May 2018, NTT docomo has expanded the service to increase the
bit rate of up to 988 Mbps by employing 1.7 GHz and 3.5 GHz bands, the modulation
format of 256QQAM, and the 4 x 4 multiple-input and multiple-output (MIMO) technique.
Figure 1.5 shows the number of MBSs deployed by NTT docomo in Japan up to 2016 [29].
In 2020, 5G will be introduced, and it is expected that the number of user equipment and
number of the MBSs will increase more and more [16]. The reason that the number of
the MBS increases will be described in section 1.4.3.
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Fig. 1.5 Number of base stations deployed by NTT docomo [29].

1.4.2 Optical Access Network

Passive optical network architecture

Figure 1.6-1.8 show examples of configurations for an optical access system. The optical
access system is generally classified into two types; a single star type and a double star
type. The single star type is a point-to-point connection in which the CO and the sub-
scriber are directly connected by single optical fiber as shown in Fig. 1.6. The service with
the single star type is mainly used for mass and business users. It is connected from the
CO to the building management office by the optical media converter. The business user
constructs a local area network (LAN) in the building. NTT EAST supports the bit rate
of 1Mbps to 1Gbps for the business use case. As other services, the bandwidth from 50 to
100 Mbps are allocated to each subscriber in multi-dwelling houses by very high-bit-rate
digital subscriber line (VDSL) system using existing telephone wires. By using the VDSL
system, cost-effective broadband service for mass users can be provided since the optical
equipment can be shared by many subscribers in the multi-dwelling houses.

The double star type is a point-to-multipoint connection in which subscribers share a
part of the optical fiber and the equipment located in the CO. The double star type is
further divided into two types; an active double star (ADS) type and a passive double
star (PDS) type. The PDS is also called a passive optical network (PON). In the ADS, a
device such as a concentrator that needs a power supply is arranged in both nodes at the
CO and the subscribers. In the PDS, a device that does not need power supply, such as
an optical splitter or wavelength multiplexer /demultiplexer, is placed in the relay node.

The PDS that can provide a service without power supply is a system superior to
ADS. The PDS is actually introduced as a commercial system. For example, NTT EAST
provides “FLET’S HIKARI” service with the bit rate of up to 1 Gbps. Hereinafter, it is
described as PON instead of PDS.

The PON is categorized into two types: time division multiplexing PON (TDM-PON)
and a wavelength division multiplexing PON (WDM-PON).

A TDM-PON shown in Fig. 1.7 was first proposed in 1987 by British Telecommunica-
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tions plc to provide subscribers with new broadband services in addition to telephone line
services [17]. In TDM-PON, a signal multiplexing is performed on a packet-by-packet.
The destination is specified by using the identifier assigned to the packet after receiving
the user signal. Hence, the technique for ensuring the confidentiality of the user informa-
tion is required. On the other hand, PON has a highly economic efficiency because not
only the optical fiber but also an optical line terminal (OLT) in the CO is shared. In
addition, the same type of optical network unit (ONU) arranged in the subscriber can be
used for all of the subscribers. That is, it is not complicated to realize a plug-and-play
function by which a service can be started just after a terminal is connected to the system.
The TDM-PON is widely used for mass users secured by encryption technology because
an access network service is strongly required to be low priced.

A WDM-PON as shown in Fig. 1.8 was proposed by Bell Laboratories in 1988 [18].
Fach user signal is superimposed on different wavelengths, and optically wavelength de-
multiplexed when receiving the signals. Therefore, there is the high confidentiality of user
information. Furthermore, it is suitable for providing a high-speed bandwidth guarantee
service since one subscriber occupies one wavelength. On the other hand, only optical
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fiber and an optical splitter are shared, and different OLT is required for each subscriber.
A standardization of TWDM-PON has been discussed as a new optical access scheme
focusing on the high economy of TDM and the scalability of WDM.

Global standardization

Global standardization of the optical access system is carried out by two organizations
of “The Institute of Electrical and Electronics Engineers (IEEE)” and “International
Telecommunication Union Telecommunication standardization sector (ITU-T)”. Figure
1.9 shows standardization trend of PON system in IEEE and ITU-T with the trend of
Ethernet. Ethernet is the most popular signal transmission protocol for LAN. In the
PON system proposed by IEEE, the Ethernet frame is forwarded on the PON link with-
out de-encapsulating. In the ITU-T-based PON system, the arbitrary type of the frame is
encapsulated by the GEM (Gigabit PON (G-PON) encapsulation method) frame or the
like, and the frame is forwarded on the PON link. The PON system has been standardized
6 or 7 years after the standardization of the Ethernet protocol. In Japan, a broadband
PON (B-PON) was commercially introduced in 2001. A Gigabit Ethernet PON (GE-
PON) standardized by IEEE was introduced in 2004. In recent years, an installation of
the GE-PON system to not only Japan but also Asian countries is proceeding.

On the other hand, the G-PON standardized by I'TU-T in 2004, has been commercially
introduced by Verizon Communications Inc. France Télécom (FT) which is a telecommu-
nications company in France, has introduced the G-PON system.

The GE-PON system supports the bit rate of only 1.25 Gbps for both uplink and
downlink transmission. The G-PON system supports the two types of the bit rate. The
first one supports the bit rate of 1.25 Gbps for the uplink and 2.5 Gbps for the downlink.
The other one supports the bit rate of 2.5 Gbps for both uplink and downlink transmission.
The propagation distance is set at 20 km or less for the 32-branch GE/G-PON system by
the limitation of the optical transceiver.

A PON system with high bit rate was standardized. In IEEE, the standardization in
10G-EPON system has been completed in 2009 [19]. The bit rate of the 10G-EPON system
is the two types; 10 Gbps for both uplink and downlink transmission, and 1.25 Gbps for
uplink and 10 Gbps for downlink transmission. Since 2010, a framework of a service
interoperability in EPON (SIEPON) has been discussed to improve the compatibility
among equipment vendors.

In ITU-T, a next generation PON (NG-PON1/XG-PON) and an NG-PON2 were stan-
dardized in 2010 and 2015, respectively [20]. NG-PON1 has the bit rate of 2.5 Gbps for
uplink and 10 Gbps for downlink transmission. The target of the NG-PON2 includes not
only the mass users but also a business user and mobile backhaul/fronthaul. The number
of the wavelength channels is 4 (including 8 as an option). The bit rate per one wavelength
channel is 10 Gbps for both uplink and downlink transmission.

In IEEE, a standardization of a 100-Gbps class PON system has also started since IEEE
802.3ca task force was established on December 2015 [21]. 100G-EPON employs WDM
technology in the case of NG-PON2 and it was agreed that the bit rate per wavelength
is 25 Gbps and the number of wavelength channels is up to 4. The ONUs having seven
types of the combination of the data rate; 25/10G, 25/25G, 50/25G, 50/50G, 100/25G,
100/50G, and 100/100G for downlink /uplink, have been prepared in order to increase the
maximum data rate step by step [22].
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Fig. 1.9 Standardization trends in PON system and Ethernet.

In the future optical access system, the standardization will support not only an in-
crease in the maximum transmission capacity but also the various requirements [23|. For
instance, it will support flexibility of system configuration, improvement of transmission
distance, device availability and low latency.

1.4.3 Mobile Access Network

The number of LTE subscribers is rapidly increasing with the spread of smartphones as
discussed in Section 1.4.1. Moreover, the mobile data traffic will increase at an annual av-
erage rate of 40% from 2014 to 2017 with the spread of video applications such as Youtube
and Netflix [24]. In the future, various things such as home appliances, automobiles, build-
ings and factories will be connected to the Internet, and the number of terminals connected
to the Internet will explosively increase. These applications are called Internet of Things
(IoT). IoT devices are characterized by connecting to the Internet without human inter-
vention. Referring to the marketing results conducted by THS Technology, the number of
IoT devices connected to the Internet in 2016 was 17.3 billion [1]. A compound average
growth rate (CAGR) from 2016 to 2021 will be 15.0%, and in 2020 there will be about 30
billion IoT devices which are expected to double the current number.

In summary, the following two points are important in future mobile access systems.

(a) Increase in a wireless transmission data rate

(b) Increase in a wireless system capacity per unit area

For (a), we need to use a higher frequency band to improve the wireless data rate. The
influence of the phase noise becomes conspicuous when a higher frequency band is used.
The frequency synthesizer is influenced by the phase noise. Thus, the mobile operator
should set the radio parameters such as sub-carrier spacing taking the influence of the
phase noise into consideration [25], [26]. A beam forming technique using many antenna
elements is expected to improve the point (a). The propagation distance of the radio
signal from the MBS can be extended by employing this technique. Moreover, each beam
can be allocated to each user when the many antenna elements construct massive MIMO.
Thus, the number of the users accommodated by an MBS is also increased.

For (b), there is a limit to the number of user equipment (UE) per unit area that can
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be accommodated by one MBS when the cell formed by the MBS covers a wide area
having the radius of several kilometers. Therefore, it is possible to increase the number
of UE that can transmit more user signal per unit area by densely deploying the MBS
with narrower coverage of the radius of a few hundred meters. In this thesis, such a small
coverage cell is called a small cell (SC). The transmission capacity per UE is increased
by increasing the density of the MBSs forming the SC in the high mobile traffic demand
area.

A heterogeneous network (HetNet) arranging SC-MBSs on macro cell (MC) with a large
coverage area are useful since it is difficult to cover all service areas with only SC-MBSs.
The HetNet structure is shown in Fig. 1.10. In HetNet, control plane and user plane
are separated [27], thereby it is possible to reduce the number of handover [28] since the
wide—area MC carries out transmission and reception of the control signal.

A centralized radio access network (C-RAN) architecture is useful for employing a
HetNet. In the C-RAN, the SC-MBS is divided into two functions; a baseband processing
unit (BBU) and a remote radio head (RRH). The BBU is generally located at the CO
and the RRH is deployed on the antenna site. The BBU is directly connected to the RRH
by an optical fiber and the optical link is called mobile fronthaul (MFH).

The number of MFH links will explosively increase when many RRHs will be deployed.
Therefore, reducing the cost of optical links constructing a wireless network will be an
important issue. Thus, the TSN-based RAN has been discussed in IEEE 802.1CM[12].

1.5 Purpose of Studies

The goal is to establish bandwidth allocation schemes that can improve the accommoda-
tion efficiency in TSN for MFH. In terms of the cost effectiveness, we study to employ a
layer-2 bridging system using layer-2 switch (L2SW), and TDM-PON system, on TSN. In
the TSN-based MFH, it is not suitable to utilize only the MFH link since there is a huge
queueing delay. The RRHs send the burst signals to the BBU at the same time because
of the time synchronization among the RRHs. The burst MFH signals arrive at a network
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node such as the ONU or L2SW. The burst MFH signals are buffered in the network node
until other burst MFH signals that arrive earlier can be forwarded. This waiting time
causes a huge queueing delay. Therefore, we consider the TSN accommodating an MFH
link as a highest priority service, and FTTH, public wireless LAN, and mobile backhaul
(MBH) as a lower priority services. Hereinafter, such lower priority services are called to
as secondary services. By multiple service accommodations, it is possible to easily increase
the number of users in the TSN. However, there are two issues when those networking
systems accommodate the MFH link and the secondary services: decreases in the band-
width usage efficiency (BUE) in the TSN and in throughput of the secondary signal when
employing conventional bandwidth allocation schemes.

Figure 1.11 shows these issues of bandwidth allocation schemes for realizing a TSN
accommodating MFH link and secondary services.

For an uplink transmission in the TDM-PON as shown in Fig. 1.11 (a), the signals of the
secondary systems cannot be forwarded even though there is an unallocated period of the
MFH link in the TSN. In the TDM-PON, this is because the OLT manages the amount of
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data and the data sending time for the uplink. The conventional OLT cannot distinguish
the unallocated interval from the allocated one in the MFH link. This is because wireless
access system and optical access network are operated by different operators. In this case,
the operators of the optical access network cannot get information such as the timing
of the unallocated interval, and the amount of the allocating bandwidth from wireless
access operators. Thus, the OLT needs to allocate enough bandwidth continuously to
the MFH link in order to suppress the latency for the MFH signal. The OLT allocates
a small bandwidth to the secondary systems. Therefore, for the uplink transmission of
the secondary system, the OLT needs to estimate the unallocated interval of the MFH
link without remodeling the mobile system. Moreover, a recovery scheme is also needed
when the unallocated interval changes or an error in the estimation occurs as shown in
Fig. 1.11 (b). If unallocated interval cannot be correctly estimated, the OLT allocates full
bandwidth to the secondary system during the period in which the MFH signal exists.
This interval is defined as a false interval. Next, the OLT starts to allocate the bandwidth
to the MFH link at the next uplink interval of the MFH link that the OLT recognizes as
an uplink interval of the MFH link. During the period from the false interval to the uplink
interval of the MFH link, the MFH signal is buffered in the ONU. This will result in a
huge latency for the MFH link. The same issue occurs when an operator of the mobile
system changes the transmission timing of the wireless signal.

In the layer-2 bridged TSN, we employ a function of a time aware shaper (TAS) [30] to
an L2SW in order to preferentially send an MFH signal. The TAS scheme writes time on a
timetable in the L2SW. The L2SW can forward the MFH signal and the forwarding of the
secondary signal is halted during the reserved time. This reserved time cannot be released
even when the MFH signal does not arrive at the L2SW as shown in Fig. 1.11 (c¢). That
is, the BUE decreases when the amount of data of the MFH signal is small. Therefore, a
scheme for releasing bandwidth is required.

The final goal is to establish bandwidth allocation schemes to solve the above issues.
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1.6 Thesis Organization

This thesis consists of 6 chapters.

Chapter 2 describes the definition of the TSN and a RAN accommodated in the TSN.
The requirements and characteristics of an MFH link for the MBS are introduced. In
addition, a decrease in the accommodation efficiency is described when constructing a
TSN that only accommodates an MFH link. Thus, the accommodation of the MFH link
and secondary services in the same TSN is studied. Then, the network topology and the
multiplexing scheme required to construct a cost-effective TSN are selected. The issues of
the TSN are the decrease in the throughput of the secondary system and the BUE, which
can be overcome by establishing a bandwidth allocation scheme.

Figure 1.12 shows the TSN architecture of the proposed system and maps the objective
areas of the proposed schemes described in the following chapters.

Chapter 3 devotes to propose and demonstrate a bandwidth allocation scheme in a
TDM-PON for an MFH link and secondary services. The MBS employs a time division
duplex (TDD) scheme. First, the characteristics and technical issues of the TDD-based
MFH are introduced. Techniques by which the OLT can estimate the unallocated intervals
and allocate the bandwidth to the secondary system during the unallocated interval are
proposed. In the estimation method, the OLT estimates the head of the MFH signal
burst. The mobile operator sends a test signal when the MBS is first deployed. The OLT
starts to estimate the unallocated interval on the basis of the test signal. The details
of the proposed scheme and the principles of operation are described. The results of
the numerical simulation, experiments, and theoretical evaluation are given. Finally, the
performance of the throughput and latency for the MFH and secondary systems when
employed in the proposed scheme is indicated.

Chapter 4 describes a technique to automatically recover the impact of the TDD es-
timation error in the TDM-PON for the MFH when supporting the secondary services.
The OLT distinguishes the unallocated interval from the transmission interval of the MFH
link, and allocates the bandwidth to the secondary system during the unallocated interval.
However, there is an issue that the OLT cannot obtain the configuration of the uplink
and the downlink when the mobile system changes the configuration of the uplink and
downlink during operation. In addition, the OLT cannot allocate bandwidth to the sec-
ondary system when the estimation of the unallocated intervals also fails. This chapter
proposes an automatic recovery scheme, where the OLT allocates the bandwidth for de-
tecting the change in the configuration of the uplink and downlink. An estimation scheme
of the configuration without requiring a test signal is also proposed. The proposed estima-
tion scheme is evaluated by numerical simulation and experiments, and the effectiveness
of the proposed bandwidth allocation scheme is confirmed experimentally. Finally, the
improvement in the time from detection to restoration is indicated.

Chapter 5 deals with a layer-2 bridged network employing a TAS that accommodates
the MFH and secondary services. First, the issue of the decrease in BUE when employing
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the TAS is described. In this chapter, a novel TAS with a high BUE is proposed using the
MFH characteristics. The details of the proposed scheme and the principles of operation
are described, and the results of numerical simulation are given. The proposed TAS
scheme improves the throughput and latency of the secondary service while maintaining
low latency transmission in the MFH.

Chapter 6 summarizes the above results.
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Chapter 2

Bandwidth Allocation Scheme in Time
Sensitive Network

2.1 Introduction

Our goal is to realize flexible bandwidth allocation scheme for time sensitive network
(TSN) accommodating mobile fronthaul (MFH) and secondary services. This chapter
describes a TSN and a radio access network (RAN) architecture in detail. MFH char-
acteristics in the future RAN are also described. Furthermore, we clarify an issue that
TSN accommodating only MFH link has limitations on the number of MBSs which can
be accommodated. The realizing the cost-effective TSN accommodating the MFH link
and the secondary services will be needed. Then, we will clarify that the technical issues
are decreases in bandwidth usage efficiency (BUE) and in throughputs of secondary sys-
tems in the TSN. To overcome these issues, we denote the necessity of novel bandwidth
allocation schemes, and the system requirements in the TSN accommodating the MFH
link and the secondary systems.

2.2 Overview of Time Sensitive Network

The purpose of the TSN standard is to support a low latency of less than a few milliseconds
for the bit rate of 1 Gbps or more. In order to satisfy this requirement, the TSN standard
includes the functions of time synchronization, forwarding control, frame preemption, and
ingress shaping/policing. With these features, the TSN standard will evolve into a higher-
speed networking technology that can be fully adapted to automotive applications for
realizing automated operation and industrial applications for the realization of Industry
4.0.

In the TSN, the requirements are quite different depending on the contents. Note
that most of the TSN standards refer to layer-2 bridged network systems. That is, the
technique of the TSN standard does not apply to the other network systems such as a
passive optical network (PON) system.

The term “Time sensitive network” in this thesis has a wider meaning than that defined
in standardization. Even if PON or other multiplexing schemes are used in a layer-2
bridged network, the network can be called a “TSN” when low-latency forwarding is
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required. Fig. 2.1 shows the overview of a TSN.

Usage of TSN for MFH has been done since 2014 at IEEE 802.1CM[12]. The TSN for
MFH includes various types of characteristics. IEEE 802.1CM has not standardized new
technologies for the functions of the layer-2 bridged network system, but has discussed
some requirements for the MFH. Examples of these are latency, jitter, and frame-loss
rate. MFH link needs to be low cost since it is also included in the range of optical access
network. Therefore, if it can satisfy the requirement of 802.1CM by using PON or other
multiplexing schemes, this network can be regarded as a TSN for MFH.

However, the MFH has unique characteristics other than those specified in IEEE
802.1CM. The burst signals arrive at the central unit (CU) from the distributed units
(DUs) at the same time. A queuing delay in the network node occurs when the TSN
attempts to accommodate the MFH signals from the multiple DUs. In this case, the
number of DUs that can satisfy the latency requirement is limited in the TSN. In
general, the network cost per a user terminal is lowered by increasing the number of the
accommodated user terminals in the network. That means it is necessary to consider
accommodation of secondary services in order to construct a cost-effective TSN for
MFH. The following sections describe the reasons that this mobile system has special
characteristics.

2.3 Radio Access Network Architecture

As a method to form a cell on an antenna site, there are two types of RAN architectures;
a distributed RAN (D-RAN) and a centralized RAN (C-RAN). The D-RAN architecture
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is constructed of a mobile base station (MBS) of an all-in-one type. Figure 2.2 shows a
protocol stack in user plane for a general MBS [31]. A physical (PHY) layer in layer-1
decides modulation and channel encoding types in accordance with wireless scheduling
information forwarded from a medium access control (MAC) function. Layer-2 functions
include MAC, radio link control (RLC), and packet data convergence protocol (PDCP).
The MAC function controls wireless resource allocation and a hybrid automatic repeat
request (HARQ). The RLC function performs a retransmission control and a packet or-
dering. The PDCP function compresses, decompresses, and encrypts an Internet protocol
(IP) packet header. The radio resource control (RRC) function in layer-3 manages a
handover control. One MBS in the D-RAN includes all functions of the protocol stack.

Another is a C-RAN architecture in which the MBS is divided into a baseband process-
ing unit (BBU) and a remote radio head (RRH). C-RAN architecture is shown in Fig. 2.3.
The BBU is generally located at a central office (CO) and the RRHs are deployed on the
antenna sites. The RRH includes functions of the antenna and digital-to—analog/analog—
to—digital converters (DAC/ADC). The BBU includes other upper layer functions and
ADC/DAC.

Mobile operators can employ either architecture depending on the required wireless
transmission capacity and demand for a cooperative operation. The RRHs can perform
cooperative operations with neighboring RRHs when employing the C-RAN since the
BBU managing each RRH is located in the same CO. In addition, there are advantages
to reduce MBS costs and the power consumption since the RRH does not include upper
layer functions.

In the C-RAN, the link between the BBU and RRH is directly connected by an optical
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Table 2.1 Cell types.

Macro cell Small cell Spot cell
Wireless data rate < hundreds Mbps < several Gbps < dozens Gbps
RAN type D-RAN/C-RAN C-RAN D-RAN
Latency 100us 100us A few milliseconds
Cell size < several kilometers | < hundreds meters < dozens meters

fiber. The optical link is called MFH. The signal format in the MFH link will be described
in the next section. The link between the MBS and the core network is called a mobile
backhaul (MBH).

In the MFH link, however very high capacity with low latency is required.

In addition, the RAN architecture can be roughly divided into three types in terms
of the cell forming; macro cell (MC), small cell (SC), and spot cell (SpC). In the future
RAN, a heterogeneous network (HetNet) will be employed as described in Chapter 1. In
this network, the SC based MBSs (SC-MBSs) are deployed on the MC. The SC-MBSs
have a narrower coverage with a radius of only a few hundred meters and are densely
deployed in order to increase the ability to accommodate the desired number of the user
equipment (UE). The SC-MBS forwards the signal in the user plane and performs the
signal transmission with the neighboring SC-MBSs in cooperation. Thus, employing the
C-RAN is suitable for the SC-MBS.

Meanwhile, the MBS with higher frequency bands will be locally deployed in the area
where the mobile traffic demand is concentrated such as at a stadium and event venue.
Such a MBS is called “spot cell” MBS (SpC-MBS).

The specification in these MBSs is shown in Table 2.1. This thesis focuses on the SC-
MBS because many of the SC-MBSs are densely deployed. The next section describes the
characteristics of an MFH link.

2.4 Mobile Fronthaul Characteristics

2.4.1 Overview

For transmission in the MFH link, a digital radio over fiber (D-RoF) is generally employed.
Figure 2.3 illustrates a D-RoF concept. For an uplink transmission, the RRH converts
a wireless analog signal into the signal with a digital waveform by an ADC. The digital
signal is forwarded to the BBU through the optical fiber. The BBU reconverts the digital
signal into the wireless analog signal. The D-RoF has the tolerance for fiber-nonlinearity
and noise compared with an analog-RoF (A-RoF). Moreover, the mobile operator can
use the general optical transceiver for the D-RoF link. There are common public radio
interface (CPRI) [32] and open base station architecture initiative (OBSAI) [33] as the
optical transceiver and interface for the MFH link. The optical bit rate in the D-RoF
system is calculated from a sampling frequency, the number of quantization bits, and the
number of streams for multiple-input and multiple-output (MIMO). For example, when
the wireless bit rate is 150 Mbps for long-term-evolution (LTE) case, there are a system
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bandwidth of 20 MHz and 2 x 2 MIMO streams. In this case, the optical bit rate is as
below,

Optical bit rate = 20 (system bandwidth, MHz) x 1.536 (over sampling)
x15 (quantization, bits) x 2 (in — and quadrature — phase parts)
X2 (streams) x 1.33 (overhead)
~ 2.45 (Gbps).

That is, the MFH link is required 16 times wireless bit rate [34]. To suppress the optical
transmission rate in the MFH link, the redefinition in the split point between the BBU
and the RRH is studied [35]-[43]. Note that in the functional split MBS, the block of the
upper layer functions is called a CU and the block of the lower layer functions is called
a DU. The MFH signal is packetized by Ethernet frames when the functional split MBS
is employed. Thus, the functional split MBS can contribute the MFH networking with
packet forwarding. Next section describes the functional split MBS.

2.4.2 Functional Split Mobile Base Station and Burst Generation

This section describes MFH characteristics when an MBS employs new functional split.
Note that we describe a lower layer split (LLS) MBS. In the LLS case, the MBS is divided
into MAC and PHY layers or Intra-PHY layers. In the case of a higher layer split (HLS)
MBS, the signals of the HLS-MBSs regarding as secondary can be accommodated in the
TSN with the signals of the LLS-MBSs since latency requirement is not strict.

Figure 2.4 depicts a functional block of the PHY layer in an MBS [43]. When a CPRI
is applied to both the CU and the DU, the MBS is split between a radio frequency (RF)
front-end and a function of a fast Fourier transform (FFT) [32]. This is a common case
in the LTE service. Here, we can expect the cost of the MBS to decrease, since the
DU has few functions. However, in recent years, by increasing the wireless transmission
capacity, wider bandwidth of MFH is required, although such a bandwidth expansion is
not desirable. To suppress increase of bandwidth for MFH, a new functional split point
has been proposed [35]-[43]. Also, CPRI group has published a new CPRI called an
eCPRI [43]. The eCPRI has some options regarding a newly functional split point that
replace the CPRI. The use of the eCPRI reduces the cost of the MFH link because the
MFH bandwidth is reduced. The newly functional split MBS will be compatible with
PON and bridged network systems because the MFH signal will be packetized in a layer-2
frame.

In the eCPRI, options D, Iy and Ip are better functional split points at which the
PON and the bridged network are employed. Here, we describe characteristics of the data
amount and burst type for each option.

With option D, the MBS splits the function between the medium access control (MAC)
layer and the PHY layer. Figure 2.5 shows a time chart of an uplink signal transmission
with option D. First, the UE sends the wireless signal with an orthogonal frequency
division multiplexed (OFDM) symbol in a physical uplink shared channel (PUSCH) to
a DU. The DU buffers the wireless signal for one transmission time interval (TTI) when
the DU receives the wireless signal. After buffering the wireless signals for one TTI, the
DU including all of the PHY functions demodulates and decodes the wireless signal and
generates the burst MFH signal. The burst MFH signal is packetized using Ethernet
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frames. The packetized burst MFH signals are forwarded to the CU through the MFH
link. The amount of MFH data D, fp, in 1TTI is as follows,

Dmfh - NlayStb87 (21)

where Niq, is the number of multiple-input and multiple-output (MIMO) layers, and Sy
is the transport block size.

With option Iy, the DU and the CU are divided within the PHY layer. With the
eCPRI, the functional block of the PHY layer is divided between a resource element (RE)
de-mapper and the function of an inverse discrete Fourier transform (IDFT). The amount
of MFH data Dy, sp, in 1TTI is as follows,

Dmfh - NlayNinquszchyma (22)

where N;, is the number of in- and quadrature-phase parts (=2), IV, is the number of
quantization bits of the in- and quadrature-phase parts, N,;, is the number of resource
blocks in a wireless system bandwidth, Ng. is the number of subcarriers in a resource
block, and Ny, is the number of OFDM symbols in a physical uplink shared channel
(PUSCH).
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Fig. 2.6 Latency requirement for HARQ.

The option Ip in eCPRI is only recommended for the downlink signal. To further reduce
bandwidth, for option Ip, K. Miyamoto et al. [40] proposed split-PHY processing (SPP)
for the uplink transmission. In this case, the amount of MFH data D,, s, in 1TTI is as
follows,

Dmfh = Nlameoqu—LLRNrszchym7 (23)

where Np,oq is the modulation order, N,_rrr is the number of quantization bits for log
likelihood ratio (LLR).

2.4.3 Latency Requirement

The MBS requires the strict specification for the latency due to a hybrid automatic repeat
request (HARQ) process in the case of the LLS. Here, we describe the HARQ process
defined in the third generation partnership project (3GPP) release 14 [44]. HARQ is error
correction method combined ARQ with feed forward error correction (FEC). If the data
signal cannot be correctly received, the data signal is divided into several data blocks and
retransmitted and it is integrated with the first transmitted data to verify correctness.
The transmission rate can be increased since a part of the data signal is retransmitted.
The time limit from sending a user signal to receiving acknowledgment (ACK)/ negative-
acknowledgment (NAK) response signal for the HARQ process is defined as 8 ms in
frequency division duplex (FDD) case. Therefore, the round trip time (RTT) is required
8 ms or less. Figure 2.6 shows the latency requirement for the UE, the wireless link, and
MBS. The UE needs to perform the signal sending and receiving process within 3 ms. In
this case, the TTI is set to 1 ms. The MBS should perform the signal processing within
1.5 ms for sending and receiving, respectively. In the C-RAN, The 1.5-ms processing
time includes each processing time of the RRH, BBU and the propagation time in the
MFH link. The total processing time excluding the propagation time in the MFH link is
described 1 ms as a reference value. Thus, the latency requirement for the MFH link is
0.5 ms. The actual requirement is set to 250 us [42] or 100 ps [43] with a margin.
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Table 2.2 Network topology and multiplexing scheme for mobile fronthaul networking.

TDM-PON | WDM-PON | Bridged network | WDM bridged network
Topology Star Star Ring/Mesh/Bus Ring
Channel Share Occupation Share Occupation
Latency Huge Low Middle Low
Scalability Low High Low High
Cost Low High Low High

2.5 Time Sensitive Network Based Mobile Fronthaul

2.5.1 Network Topology and Multiplexing Scheme

This section describes a network topology and multiplexing scheme for the MFH network-
ing as a TSN.

Although the latency requirement in the MFH link is very stringent, some latency for
the MFH signal is allowed if it is within the specified range. In addition, there is a
requirement in a time variation (timing jitter) for MFH signal forwarding. The timing
adjustment method has been proposed [45]. Using this method, the timing adjuster [45],
in the CU, DU, or first connected node stamps a time information on the MFH signal
frame. The node receiving the stamped frame refers to the time information and then
buffers the stamped frame. The node then forwards the buffered frame to the CU or DU
at the preset time. By employing the timing adjuster [45] to enter and exit nodes of the
network, the MFH link can be more effectively networked.

MFH networking with various multiplexing schemes and topologies has been studied.
Representative studies of multiplexing scheme in the MFH network are summarized in
Table 2.2. A PON system will be a better solution if a number of small cell DUs are to
be deployed within a radius of less than a few hundred meters [46].

In particular, there is no interference between the MFH signals having independent
channels when a wavelength division multiplexing (WDM) scheme is employed. Thus, the
low latency transmission can be realized when employing the WDM scheme. In addition,
the WDM-PON has high scalability since the operator can set any transmission data
rate per each wavelength channel. However, the WDM system has a higher cost since
different light sources for each wavelength will be needed. Moreover, there is a limitation
in the number of wavelength channels which can be multiplexed since the bit error rate
is affected by the reflection at fusion points and optical splitters [47].

Time division multiplexing (TDM) schemes have also been studied [45], [48]-[53]. A
general TDM-PON system suffers from a huge transmission waiting time of more than
one milliseconds when sending the MFH signal. The details concerning the transmission
waiting time are described in next section. There are several ways to solve this issue [45],
[48]-[54]. Optimally, all of the optical network units (ONUs) which are connected to the
DUs can use the same type of the optical transceiver at the same wavelength. When that
is the case, we can achieve a cost-effective MFH network.
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A bridged network with a layer-2 switch (L2SW) is one of the solutions. The low-latency
network can be realized since L2SW does not suffer from transmission waiting time. Note
that a packet serialization causes a delay when packet multiplexing is employed in the
bridged network. In addition, the L2SW requires a power supply, unlike the PON system,
and there is a limitation in the placement location.

A WDM bridged system has been studied mainly in Europe [55]-[57]. It also requires
a different transceiver for each wavelength which is, as stated above, costly.

In the access network, the most important factor in deciding the transmission method
is cost-efficiency. Therefore, the TDM-PON and the bridged network are better solutions
compared to WDM systems. The number of wavelength channels can be increased by
employing the WDN scheme if the bandwidth is insufficient. The next section describes
the related features in the TDM-PON and the bridged network which are required to
construct the TSN.

2.5.2 Time Sensitive Network Accommodating MFH and Secondary Services

The architecture of the time sensitive network (T'SN) employed in this thesis is shown
in Fig. 2.7. We construct the TSN by using both PON and a layer-2 bridged network
systems because these two network systems are known as the most-cost effective systems.
A TSN would be feasible in the following network configurations:

1. Only a TDM-PON system

2. Only a layer-2 bridged network system

3. Both TDM-PON and a layer-2 bridged network systems

In fact, it is difficult to construct the TSN with only MFH service. This is because
the burst wireless signals arrive at the MFH simultaneously and a queuing delay occurs
since the MFH signals have the same priority. For example, the length of one burst MFH
signal is 100 ps when the burst MFH signals of 1 Gbps from 4 DUs arrive at the relay
node and the transmission capacity in the MFH link is assumed to be 10 Gbps. In this
case, the last forwarded burst MFH signal waits for roughly 300 us at the relay node.
This queuing delay is not compatible with the MFH latency requirement. Thus, the total
number of the accommodated users needs to be increased by accommodating the MFH
and secondary services in the TSN. However, the TSN has other issues of decreases in BUE
and throughputs of the secondary services when we construct the TSN accommodating
both the MFH link and the secondary services.

In this thesis, we study the bandwidth allocation schemes for improving the BUE and
throughputs of the secondary systems. In a related work, there is a network resource
control for preparing network slices for each RAN service [58]. In this case, the network is
dynamically shared by multiple services and the network resource is dynamically allocated
to each slice. For another example, the software defined network (SDN) controller focuses
on the PON system as a bandwidth control target [59].

The difference between our studies and the network sliced system [58], [59] is whether it
is controlled in a distributed manner or in a centralized manner. Strict time management
of bandwidth allocation in the proposed scheme must be performed by each OLT or L2SW,
but the amount of the allocating bandwidth can be calculated by an external controller.
The distributed control is currently performed for general TDM-PON system and L2SW.
For this reason, we consider the distributed control in terms of rapid introduction and ease
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Fig. 2.7 Time sensitive network architecture for mobile fronthaul and secondary services [61].

of implementation. The proposed bandwidth allocation schemes are detailed in Chapters
3, 4 and 5.

As another concern, the wireless capacity in radio access network (RAN) has rapidly
increased. In the optical access network system, the transmission capacity of 40 Gbps
was standardized. In the future, it will be difficult to accommodate the mobile system
in the optical access network system since the wireless capacity is close to the optical
transmission capacity. Thus, the optical network operator will need to increase the opti-
cal transmission capacity to accommodate the mobile system. Our proposed bandwidth
allocation schemes are performed as the function of a “MAC” layer. We can employ the
proposed bandwidth allocation schemes to the high-speed TSN without any additional
remodeling even if the transmission capacity is upgraded. Therefore, for future mobile
system, when the wireless capacity is upgraded, the wired network operator can also
upgrade the transmission capacity and use the same function of MAC layer.

Here, we define secondary services as best effort services in this thesis. The represen-
tative best effort services are fiber-to-the-home (FTTH) and public wireless local area
network (LAN). The allowable forwarding time of these services is longer than that of
the MFH link. In cases of the FTTH and public wireless LAN, the maximum latency
is determined by the requirement of voice over IP (VoIP). The maximum latency from a
user network interface (UNI) to a network-to-network interface (NNI) is set to 50 ms [60].

As for other services, we consider an MC-MBS, an SpC-MBS, and an HLS-MBS which
are categorized as the mobile backhaul (MBH) services. The requirements of the MBH are
summarized in Table 2.3. Within this range of latency, the MBH can be accommodated
as another service.

2.5.3 Bandwidth Allocation Scheme in TDM-PON for Mobile Fronthaul

Employing a TDM-PON with an MFH link is a suitable approach. A disadvantage is
that there is the huge latency as regards an uplink transmission in a TDM-PON. In a
typical dynamic bandwidth allocation (DBA) scheme [62], [63], the ONU has a very long
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Table 2.3 Mobile backhaul requirements.

Access type Latency Throughput

Fiber Access 1 (Non-Ideal) 10-30ms 10M-10Gbps

Fiber Access 2 (Non-Ideal) 5-10ms 100M-1Gbps
Fiber Access 3 (Non-Ideal) 2-5ms 5M-10Gbps
Fiber Access 4 (Ideal) 2.5 ps without propagation delay < 10Gbps

3. Calculation of bandwidth
OLT 1]

F

2. Request 4. Grant 5. Data

ONU- 5 E transmission ¢

Huge waiting time
1. MFH signal arrived

Fig. 2.8 Time chart of conventional DBA [62].

transmission waiting time between requesting the data transmission and being granted
permission to send. The transmission waiting time in the ONU is a critical problem since
the latency requirement for the MFH link is very strict, e.g. 250 us [42] or 100 us [43].

The DBA techniques reducing the MFH latency have been proposed. Moreover, con-
sidering the accommodation of the MFH and the secondary services in the TDM-PON,
we also have to secure bandwidth allocated to the secondary system. In this section, we
describe the related DBA schemes.

Status Reporting Dynamic Bandwidth Allocation Scheme

Conventional status reporting DBA (SR-DBA) suffers from a huge transmission waiting
latency [62]. Figure 2.8 shows the time chart of the conventional DBA scheme. First, the
ONU transmits a signal requesting that a data signal be forwarded. After receiving the
request signal from the ONU, the optical line terminal (OLT) calculates the bandwidth
and the time. The OLT then allocates the bandwidth and the transmittable time and the
ONU can transmit the data signal. The waiting time until the ONU transmits the data
signal is typically more than a few milliseconds. A conventional TDM-PON employed the
SR-DBA does not satisfy this requirement since the required latency in an MFH link has
been defined as 250 s [42] or 100 s [43]. On the other hand, the OLT can flexibly allocate
the bandwidth to the secondary system because the ONU send the signal buffering state
to the OLT. That is, the OLT can allocate all bandwidth to the secondary systems when
the MFH is not forwarded.

Cooperative Dynamic Bandwidth Allocation Scheme
To satisfy the latency requirement, a cooperative DBA scheme has been proposed [48]-[53].
Figure 2.9 shows the time chart of the cooperative DBA. In [48], the CU forwards wireless
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Fig. 2.9 Time chart of cooperative DBA [48], [50].

scheduling information to the OLT through the cooperative interface [50]. The OLT
calculates the bandwidth in the PON link based on the wireless scheduling information.
The OLT allocates the bandwidth to the ONU, and then the ONU receives the MFH
signal from the DU just at that time. Thus the transmission waiting time is minimized.

S. Zhou et al. [53] proposed a wireless scheduling scheme with a high BUE and low
latency. The use of the proposed mobile scheduler eliminates the need for conventional
PON scheduling.

Employing those DBA schemes [48], [53] enables the transmission waiting time of a
TDM-PON based MFH link to be optimally minimized. Moreover, the OLT can flexibly
allocate the bandwidth to the secondary system because the OLT receives the information
of the non-transmission interval from the CU.

In [48] and [53], however, the CU and the OLT exchange the information of the amount
of the allocated wireless bandwidth. Generally speaking, wireless access system and optical
access network are operated by different operators. Thus, it is difficult for the CU and
the OLT to exchange the information since there are a confidentiality and a difference in
operation policy between the operators. Meanwhile, in terms of the standardization, both
optical and mobile systems need to be standardized by different standardization group. It
is difficult to align the timing of standardization among different standardization bodies.
In addition, the additional remodeling must be needed. The remodeling of the mobile
system has low adoption advantages because it is necessary to exchange all the MBSs
according to the specification of the optical system. Thus, we need to provide the PON
based MFH without an additional interface if the CU cannot be remodeled.

Statistical Dynamic Bandwidth Allocation Scheme
A statistical DBA scheme has been proposed as a method of bandwidth calculation in a
PON link without a request signal [64], [65]. By employing the statistical DBA scheme,
the cooperative interface is not needed and low-latency forwarding can be realized. The
time chart of the statistical DBA scheme is shown in Fig. 2.10.

H. Bang et al. [64] proposed a technique for estimating the amount of buffer in an
ONU without a request signal and reported an improvement of the BUE. A. Walid and
A. Chen [65] proposed multiple methods for the statistical DBA scheme. The first method
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is the estimation of the buffer state in the ONU based on probability. The second method
finds an exact solution for the buffer amount based on the input traffic model. The fi-
nal method switches the DBA from/to the first allocation to/from the second allocation
by using machine learning. This scheme focuses on BUE improvement rather than la-
tency suppression. However, when accommodating a mobile system, the most important
condition is to satisfy the latency requirement.

In our previous work, we proposed a statistical DBA scheme based on mobile traffic
with a long day-by-day cycle [54]. The proposed DBA scheme allocates bandwidth based
on average and standard deviation values.

The CU and DU can generate burst MFH signals instead of continuous signals for the
5G era and beyond as shown in section 2.4.2. The above DBA schemes [64], [65], and [54]
do not consider the input of such a burst signal. The related studies cannot estimate the
time of the burst traffic generation and so the bandwidth allocation starts at a different
time from the burst generation. In other words, there is a very long transmission waiting
time.

Fixed Bandwidth Allocation Scheme

Fixed bandwidth allocation (FBA) scheme allocates a constant bandwidth with a fixed
interval continuously. There is the low BUE since the ONU is allocated the constant band-
width regardless of the forwarding data volume. For instance, when total transmission
capacity of the PON link is 10 Gbps and the DU has the maximum data rate of 1 Gbps,
The OLT accommodates only 10 ONUs. Note that PON link overhead is not considered
in the above simple calculation for the number of the ONUs which can be accommodated.
However, the OLT allocates the small bandwidth to the secondary system since the OLT
allocates the constant bandwidth to the MFH independent of the data amount. Thus, the
throughput of the secondary system is reduced.

Here, we summarize the related DBA schemes in Table 2.4. The most important factors
are BUE, low latency performance, and low cost when PON system is employed. Our
goal is also described in Table 2.4. The optical network operator cannot exchange the
information for the MBS with the mobile operator. The information for the MBS includes
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Table 2.4 Comparison of technical advantages of bandwidth allocation scheme in TDM-PON.

SR-DBA Cooperative Statistical FBA Study
DBA DBA goal
Bandwidth
ancwiar High High Middle Low High
usage efficiency
L
atency for Huge Low Middle Low Low
MFH link > 1 ms < 250 ps < 250 ps < 250 ps
Th hput of
rongnput of High High Middle Low High
secondary system
Hard
ardware Unnecessary CU, OLT OLT OLT Only OLT
remodeling

*Quantitative value depends on the network system design.

Table 2.5 List of TSN standardizations for mobile fronthaul networking.

Standard Title Status Last updated
IEEE 802.1CM Time-Sensitive Networking for Fronthaul | Draft 2.2 | 14 Mar. 2018

Timing and Synchronization for

IEEE 802.1AS-rev Draft 7.0 | 29 Mar. 2015

Time-Sensitive Applications

IEEE 802.1Qca Path Control and Reservation Published | 11 Mar. 2016
TEEE 802.1Qbv Enhancements for Scheduled Traffic Published | 18 Mar. 2016
TEEE 802.1Qbu Frame preemption Published | 30 Aug. 2016

IEEE 802.3br Interspersing Express Traffic Draft 2.3 | 22 Oct. 2015

the timing of the burst generation and wireless bandwidth allocation. Thus we need to
establish a bandwidth allocation scheme to forward the MFH signal as highest priority
service with low latency. In this case, the signals of the secondary services must not
influence the MFH signal. Therefore, we employ the FBA scheme. The CU does not
need to be remodeled when the OLT is employed to the FBA scheme. However, the
OLT needs to allocate the bandwidth continuously to the ONUs connected to the DUs
as the primary systems since the OLT is employed the FBA. Thus, the throughputs of
the secondary systems are decreased. Moreover, the BUE also decreases because the OLT
allocates the continuous bandwidth to the ONUs connected to the DUs even if the DUs
do not transmit the MFH signals. Thus, we need to study the method of increasing the
BUE and the throughput of the secondary system.

2.5.4 Layer-2 Bridged Network for Mobile Fronthaul

A low-latency bridged network for the MFH has been standardized in IEEE 802.1 TSN
[12]. A TSN for MFH has been discussed in IEEE 802.1CM [12]. IEEE 802.1CM is
diverted the existing technologies from other IEEE standard rather than standardizing a
new technology. In addition, it also defines as the values of frame loss rate, latency, and
jitter. These definitions are also referred to CPRI [32] and eCPRI [43]. The goal of a TSN
for MFH in IEEE 802.1CM is to guarantee low-latency forwarding and ensure redundancy
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Table 2.6 Comparison of flow control methods in layer-2 bridged network.

) o Frame Time Study
Strict Priority
preemption aware shaper goal
Bandwidth
v High High Low High
usage efficiency”™
Latency for High Low Low Low
MFH link > 250 ps < 250 ps < 250 ps < 250 pus
Throughput of . . )
High High Low High
secondary system™
Time
Unnecessary Unnecessary Necessary Unnecessary
synchronization
Hardware . .
Unnecessary All L2SWs Partial L2SWs | Partial L2SWs
remodeling

*Quantitative value depends on the network system design.

without frame loss.

The TSN standardization related to MFH networking is shown in Table 2.5. IEEE
802.1AS-rev [66] defines the standardization for a function of a time synchronization in
layer-2 bridged network. IEEE 802.1Qca [67] standardizes about a protocol of a path
control in layer-2 bridged network. In TEEE 802.1Qbv [30], a bridged node has a time
scheduler and each queue in bridged node set a time slot. The bridged node allocates
the bandwidth to each queue and then bandwidth allocated queue can forward buffered
frame at the allocated time. This function is called a time aware shaper (TAS). In IEEE
802.1Qbu [68] and IEEE 802.3br [69], a bridged node halts and divides the low-priority
frame forwarding when the primary frame arrives. This function is called frame preemp-
tion (PE).

We summarize applicable methods of flow controls in Table 2.6. In a method of strict
priority queuing (SPQ), primary frames in a specific queue are forwarded earlier than
frames of other queues. However, the MFH frames are affected by the secondary frames
when only employing the SPQ. This is because the frames of the secondary system are
inserted between the MFH frames. That is, employing only the SPQ is not sufficient
enough to forward the burst MFH signal since the huge latency occurs. The detail of this
issue is described in section 5.2.

SPQ is also used in conjunction with a PE or a TAS. As of May 2018, PE has been
approved in IEEE 802.1CM draft 2.2 as an option. For PE, we need two L2SWs at least
to perform the PE function. All of the L2SW in the bridged network have to employ the
PE since the PE function changes header information in the frame. One L2SW divides
the secondary frame into two frames. The divided frames are combined when the divided
frames arrive at another L2SW.

Meanwhile, TAS has not been approved in IEEE802.1CM due to the complicated op-
erations. To employ the TAS, the bridged node needs to allocate the bandwidth strictly



30 Chapter 2 Bandwidth Allocation Scheme in Time Sensitive Network

in accordance with a time scheduler. Moreover, the L2SWs employed TAS in a bridged
network have to be time-synchronized. As a merit of employing the TAS, the TAS can
operate on a single node.

Here, we describe our goal as shown in Table 2.6. In the TSN for MFH, a hardware
remodeling gives a large impact to a network operator because of increase in capital
expenditure. Thus, we focus on the TAS scheme because the hardware remodeling has to
be minimized.

The uses of PE and TAS have been studied to satisfy MFH requirements. In related
work, a jitter-less scheduling scheme for a CPRI [32] stream has been proposed with the
aim of employing a TAS for a MFH [70]. D. Thiele, et al. [71] reported evaluations of the
worst delay for a priority stream by using a TAS.

As a next step, we need to improve the PE and the TAS to reduce the latency for the
secondary system. This is because forwarding the signals of the secondary systems has not
been considered in previous work [70], [71]. The TAS bridged node is helpful for reducing
the latency of the primary stream but has a lower BUE than a node employing only the
SPQ. Despite the low BUE, the secondary stream cannot be assigned any bandwidth
and so the bandwidth is wasted. Thus we need to overcome the above issue to realize a
converged network. The detail is described in Chapter 5.

2.6  Conclusion

First, we clarified the definition of TSN which is the research goal in this thesis. The
characteristics in the MFH link that was the object of accommodation in TSN were
described in detail. According to the characteristics in the MFH link, we showed that low
latency is required despite the simultaneous occurrence of burst signals. To improve the
accommodation efficiency, we described the necessity of the accommodation of the MFH
link and the secondary services in single TSN. In addition, as the construction method of
the TSN, we selected a TDM-PON system and a layer-2 bridged network system because
of their cost effectiveness.

We indicated the significant issues when employing the TDM-PON and layer-2 bridged
network systems. We reported that the TSN suffered from decreases in the throughput of
the secondary system and the BUE. Finally, we showed the need to establish a bandwidth
allocation scheme to improve the above issues.

For the TDM-PON system, we selected the FBA scheme from conventional bandwidth
allocation schemes. We denoted a necessity of the estimation of the non-transmission
intervals in the MFH link without CU remodeling to improve the throughput of the
secondary systems and the BUE.

For the layer-2 bridged network system, we selected the TAS scheme from the techniques
of the TSN standard. We denoted that TAS kept the reserved bandwidth for the MFH
link for a preset time even after forwarding has been completed. This reserved time causes
a decrease in the BUE.

The techniques to solve the above issues are described in Chapters 3, 4, and 5.
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Chapter 3

Accommodation of TDD-based
Fronthaul and Secondary Services

3.1 Introduction

A cost-effective mobile fronthaul (MFH) is needed because a lot of mobile base stations
(MBSs) will be densely deployed in future radio access network (RAN). A time division
multiplexing passive optical network (TDM-PON) is capable of reducing the network cost
as the number of subscribers increases. However, the number of distributed units (DUs)
that can be accommodated in a TDM-PON is limited since an MFH has a throughput of
more than 1 Gbps. The accommodation of not only the MFH but also multiple services
will enable us to construct a more cost-effective network that will in turn achieve cost-
effective MFH. Therefore, we propose the accommodation of the MFH and secondary
services in a TDM-PON. Our proposed TDM-PON allows us to increase the number of
accommodated ONUs. We use a traffic monitor to capture the MFH signal and then
estimate the unallocated interval of the MFH link in the PON domain by using the
characteristics of the MFH signal. The signals of the secondary services are inserted in
the unallocated interval of the MFH link. We estimate the unallocated interval by using
this characteristic. In this chapter, we report simulation, experimental and theoretical
results for our proposed technique obtained with a 10Gigabit—Ethernet PON (10G-EPON)
prototype. Moreover, we also discuss the variation in throughput when we increase the
number of optical network units (ONUs).

3.2 Accommodation of TDD-based MFH in TDM-PON

This section describes the overview of time division duplex (TDD) system and the char-
acteristics of the TDD-based MFH link.

The TDD system flexibly switches the wireless bandwidth from the uplink to downlink
and vice versa, with respect to the wireless sub-frame. Table 3.1 shows the component
ratio of the uplink and downlink defined as Third Generation Partnership Project (3GPP)
[72]. Here, we define the configuration as TDD pattern. A wireless frame is divided into
ten sub-frames. There are 7 categories of TDD frame structure in 3GPP. In addition,
the transmission interval of the sub-frame is called transmission time interval (TTI) in
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Table 3.1 TDD pattern [72]. D: downlink sub-frame, U: uplink sub-frame, S: special

sub-frame.
Sub-frame number
o 1 2 3 4 5 6 7 8 9
0/ D S U S U U U
1/'D S U U D D S U U D
2/D S U D D D S U D D
Index | 3| D S U U U D D D D D
4/D S U U D D D D D D
5/!D S U D D D D D D D
6/D S U U U D S U U D
Non-transmission
Optical uplink
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Fig. 3.1 TDD-based MFH characteristic.

general. Note that the special sub-frame includes an uplink pilot time slot (UpPTS), a
downlink pilot time slot (DwPTS) and a guard time period (GP) [72]. In Table 3.1, the
TDD-based mobile base station (MBS) is operated with the fixed optimal index. The
index does not change dynamically per wireless frame. However, it could be changed with
a long period (e.g. from morning to evening).

Figure 3.1 shows a general MFH link when an MBS employs the TDD scheme. A
central unit (CU) is connected to a distributed unit (DU) by optical fibers. For the uplink
transmission, the user equipment (UE) sends the wireless signal to the DU. After receiving
the wireless signal, a media converter converts the wireless signal into the optical signal.
The optical signals of the uplink and the downlink are forwarded through the different
optical fibers. The periodical non-transmission interval occurs in the optical domain since
the MBS employs the TDD scheme on the wireless transmission.

Figure 3.2 (a) shows a TDM-PON system accommodating TDD-based DUs. The neigh-
boring DUs are time synchronized and use the same index to avoid signal collision. For
the uplink transmission, the DUs simultaneously transmit the data signal to a CU. An
ONU transmits the burst signal when the TDM-PON accommodates the packet based
MBS as typified by the media access control (MAC) layer - physical layer (PHY) split
[42]. A MAC-PHY split MBS is with a function for redefining the CU and the DU. In
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Fig. 3.2 TDM-PON system accommodating TDD-based RRHs. (a) Time synchro-
nized transmission. (b) Unused interval in optical domain.

the MAC-PHY split MBS, the functions of the MAC and upper layers are in the CU, and
those of the PHY and lower layers are in the DU. Therefore, a statistical multiplexing
effect is not expected because a burst signal arrives at the ONU at the same time. The
number of ONUs that can be accommodated in a TDM-PON is limited. This limitation
was also described in Chapter 2.

In the optical transmission domain, the use of wavelength division multiplexing (WDM)
systems is well known. The WDM scheme forms virtually independent links in single
optical fiber by using the multiple wavelengths. For TDM-PON system, two different
wavelengths are also used as the uplink and downlink, respectively. By using the two
wavelengths in the optical domain and a single frequency band in the wireless domain, non-
transmission periods occur when an optical system accommodates a TDD-based RRH as
shown in Fig. 3.2 (b). Such an interval is defined as an “unallocated interval”. Bandwidth
usage efficiency (BUE) in the TDM-PON is decreased because the unallocated intervals
always appear.

3.3 Proposed TDM-PON Architecture

We propose inserting the signal of secondary services in the unallocated intervals of the
TDD-based MFH to increase the number of accommodated ONUs. Figure 3.3 (a) shows a
proposed architecture based on TDM-PON and Fig. 3.3 (b) shows a time chart of proposed
bandwidth allocation. The technique used for inserting secondary services is different for
the uplink and downlink transmissions and is outlined below. Here, we define a Primary-
ONU (P-ONU) as an ONU connected to an RRH, and a Secondary-ONU (S-ONU) as an
ONU connected to a secondary system.

For the downstream direction, we employ priority control based on quality of service
(QoS) at a layer 2 switch (L2SW) in an optical line terminal (OLT). The MFH signal,
which is forwarded from a CU to an OLT, is preferentially transmitted to an ONU with
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Fig. 3.3 Concept of multiple accommodation technique.

ultra-low latency. As an additional way of decreasing the queuing latency in an L2SW, the
techniques of frame preemption (PE) and time aware shaper (TAS) have been proposed
[68], [30]. It is expected to achieve ultra-low latency transmission.

For the upstream direction, the OLT manages and calculates the uplink transmission
schedule and the bandwidth allocation. After the calculation, the OLT sends a grant
signal to the ONUs with the same time interval. This interval is defined as an “allocation
cycle” . Then, the ONUs can transmit the data signal with the granted bandwidth at
the granted time. The detail of the general bandwidth allocation scheme is described in
Chapter 2. In the proposed architecture, the OLT must learn the period of the uplink
unallocated interval of the MFH link. For this reason, our proposed technique estimates
the period with a traffic monitor, and then the OLT allocates the bandwidth to the ONU
on the basis of the estimated result. In this way the period is learned at the OLT without
any additional interface or mechanism for notifying the timing of the unallocated interval
from the CU. Thus, we proposed the use of a traffic monitor in the OLT to distinguish
the timing of allocated intervals from that of the unallocated intervals. The bandwidth
allocation scheme is described in Section 3.4.2.
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Algorithm 1 Unallocated interval estimation.

Set monitoring time
Traffic monitoring
Generating pseudo wireless frame
Searching for leading position of pseudo wireless frame
Set threshold
counter <— 0
while counter # lengthofpseudowireless frame do
if traffic volume of TTI leading position > threshold then
Set Sub-frame to uplink
else
Set Sub-frame as downlink
Set Only array of leading position as uplink
end if
counter < counter + 11T
end while

3.4 Principle of Operation

3.4.1 Unallocated Interval Estimation in MFH Link by Using Traffic Monitor

A TDD monitor which includes a traffic monitor and an estimator, is installed in an OLT
as shown in Fig. 3.3 (a). We describe the operation of the unallocated interval estimation
in Algorithm 1. First, the traffic monitor counts the uplink frames with respect to each
ONU. The monitoring time is manually preset. The monitoring interval is also preset and
is the same as the allocation cycle. In the second step, the monitored frames are summed
up at regular intervals. The interval between summed up frames is the length of one
wireless frame. Moreover, all of the summed up frames are superimposed so that they can
be treated as one wireless frame (Line 3). For example, in the long-term-evolution (LTE),
the length of the superimposed frame is 10 ms. The estimator uses this superimposed
frame. When the estimator distinguishes the unallocated interval from the allocated
interval, the OLT must obtain and estimate the leading position of the sub-frame.

To learn the leading position of the sub-frame, the estimator seeks the longest spells of
non-data transmission and determines the switching point from the interval of the non-
data transmission to that of the data transmission (Line 4). The switching point is the
leading position of the sub-frame. This search algorithm is applicable for the MBS type
of common layer 2 C-RAN (L2-CRAN) such as the MAC-PHY split [42] and split PHY
processing (SPP) [40], [41]. For the L2-CRAN, the wireless signal is demodulated and
decoded in the DU with respect to each 1 TTI. The demodulated and decoded wireless
signal is forwarded in bursts into the MFH every 1 TTI. For unallocated interval estima-
tion, the leading position of the unallocated interval is only needed. In this time, the data
volume and variation are independent of the estimation. Thus the leading position can
be learned by seeking the rising point of the sub-frame.
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In the estimator, the threshold is set as a yardstick when distinguishing the unallocated
interval from the allocated interval (Line 5). Note that the uplink and downlink are
switched as a unit of the sub-frame. The data volume of the array of the leading position
is compared with the threshold every TTI unit (Line 8).

When the volume of the array of the leading position exceeds the threshold (Line 8),
the array of the leading position is considered as the allocated interval, and all of the
arrays for 1 TTI from the leading position are set at the allocated interval (Line 9).

The same operation is employed for the next 1 TTI. Then, when the arrays of the
leading position in the next 1 T'TI are unallocated intervals, only the array of the leading
position is reserved as an allocated interval (Line 10, 11). This is because the TDD-based
DU is not completely phase-synchronized with the TDM-PON system and needs an offset
between the leading position of the sub-frame and the allocation cycle of the TDM-PON
system. The maximum offset is about one monitoring interval.

An example of the required offset is shown in Fig. 3.4. When the leading position of the
sub-frame matches that of the monitoring interval as shown in Fig. 3.4 (a), it is possible to
rebuild the sub-frame from the superimposed frame with the 32 monitoring intervals (32
x 31.25 us = 1 ms). However, when the leading position of the sub-frame does not match
that of the monitoring interval as shown in Fig. 3.4 (b), an extra monitoring interval is
needed (33 x 31.25 us = 1.03125 ms).

Our estimation approach is the above uncomplicated method. The estimation technique
is applied when the MBSs are first deployed. The MBSs transmit test signals to confirm
the connection between the DU and the CU. Then, a TDD test pattern corresponding to
the TDD pattern can be transmitted. Therefore, the TDD pattern can be estimated by
employing a simple estimation technique.
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3.4.2 Bandwidth Allocation Scheme

The proposed bandwidth allocation technique is compared with a conventional technique.
Figure 3.5 (a) and (b), respectively, show the time chart of bandwidth allocation with
the conventional fixed bandwidth allocation (FBA) and with the proposed bandwidth
allocation scheme. The P-ONU is allocated a fixed bandwidth. The suffix (i) indicates
the unique identifier of the ONU. The OLT sends a grant signal to the ONUs. The ONUs
transmit the data signal at the granted time. Then, the bandwidth Bg of all the S-ONUs
is,

Np
Bgs = Bun — Zbg), (3.1)
=1

where By, is the full bandwidth in the TDM-PON. Np is the number of accommodated

P-ONUs. bg) is the bandwidth of each P-ONU. The S-ONUs are commonly send the
signal in accordance with the granted time and bandwidth.

If the proposed bandwidth allocation scheme is not applied as shown in Fig. 3.5 (a),
the bandwidth Bg is only allocated according to Eq. 3.1. When the TDD monitor is
operating, the type of optical bandwidth allocation is switched once the traffic monitor

and the estimator have acquired information about the unallocated uplink interval as
described by Algorithm 1.
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The P-ONUs are unallocated when the TDD-based DUs are in the downlink state.
Then, the bandwidth Bg of all the S-ONUs is,

Bs = Bjau. (3.2)

This permits an increase in the operable optical allocation bandwidth of the S-ONUs.

The bandwidth Bg is set based on the array data from the estimator. The array data
is prepared with respect to each grant. For example, when the array of the first number
grant in an allocation cycle indicates the allocated interval, the Bg is allocated according
to Eq. 3.1. When the array of the second grant in the allocation cycle indicates the
unallocated interval, the Bg is allocated according to Eq. 3.2.

3.4.3 Discovery Technique using Unallocated Interval

The TDM-PON needs to authenticate the connection of a new ONU. This procedure is
called the discovery process. For the discovery process, the OLT activates the new ONU
and measures the round-trip-time (RTT) between the OLT and the new ONU. The OLT
sets an interval called a discovery window. During the discovery window, the ONU sends
a signal carrying an authentication request at a random time. As regards the discovery
window, when we assume that the distance between the OLT and the ONU is 20 km and
the propagation time is 5 pus/km, the RTT (= discovery window) is 200 ps. While the
discovery process is running, the OLT does not allocate connected ONUs to avoid any
signal collisions between the new ONU and the connected ONUs. This causes a critical
latency for the MFH accommodated in the TDM-PON. Thus, we propose a technique
for reducing the latency caused by the discovery process when accommodating the MFH.
Figure 3.6 and Fig. 3.7, respectively show the time chart and the operation flow of the
proposed discovery process. Even while performing the discovery process, the discovery
process transitions the standby mode when the MFH is in the uplink state. The discovery
process transitions the operation mode when the MFH is switched to the downlink state.
The maximum length of the discovery window depends on the length of the sub-frame.
For instance, if the sub-frame length is 1 ms, the maximum length of the discovery window
is 1 ms. The discovery window of 200 us is needed when the distance from the OLT to the
ONU is 20 km. Thus, the proposed scheme can satisfy the requirement for the discovery
process.

3.5 Numerical Simulation

3.5.1 Simulation Setup

The simulation parameters are shown in Table 3.2. For the parameters of the mobile
system, we assume that the MBS is a MAC-PHY split model [42]. In the MAC-PHY split
MBS, the data volume through the MFH is given as [42],

Data volume = TBS x Noa X Nyrrvo, (3.3)

where TBS is the transport block size given in bytes that is transmitted per sub-frame.
Neca and Njysravo, respectively, are the number of component carriers in the carrier
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aggregation (CA) and the number of antennas per DU. This equation is also described in
Eq. 2.1. We can expect the MFH signal to be packetized by using an Ethernet frame when
the MAC-PHY split is employed. The DUs randomly send uplink signals to the CU. That
is, the UE sends user datagram protocol (UDP) flows to each DU as intermittent data
traffic. The intervals and durations of the bursts were exponentially distributed random
variables. The average burst duration was 1.0 sec and the average burst interval was 5.0
sec. The data rates of the bursts were 2.0 Mbps. In addition, the TBS is calculated
with the LTE module [73] of network simulator-3 (ns-3) [74]. Note that we generated the
frequency division duplex (FDD) traffic by using ns-3. Finally, we converted the generated
FDD traffic into TDD traffic based on the TDD frame pattern in Table 3.1. The index of
the TDD pattern was set at No. 0. The maximum TBS size is 9422 bytes per millisecond
in LTE. Thus, when considering Eq. 3.3 and Table 3.2, the maximum TBS size becomes
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Table 3.2 Numerical simulation parameters.

Variable Value
Num. of DUs (=P-ONUs) 4
Distance between DUs 100 m
Num. of UEs 50
Carrier frequency 2.0 GHz
System bandwidth 20.0 MHz/carrier
Nca 5 carrier
Nyrvo 2 layers
Num. of S-ONUs 4
Simulation time 1.0s
Monitoring time 10.0 ms
Optical bandwidth allocation cycle 125 ps

FBA to P-ONU
FEC

1.0 Gbps/P-ONU
RS(255,223)

Guard time for laser on T, 512 ns
Guard time for laser off T, s 512 ns
Synchronization time 1200 ns
Discovery window 250 us
Discovery cycle 100 ms

94220 bytes in 5G. The MFH capacity is assumed to be up to about 800 Mbps.
The data volume of the secondary system has a fixed size. The data size is 1.0 Gbps

x the bandwidth allocation cycle [s].

For the parameters of the TDM-PON system,

the TDM-PON accommodates a total number of 8 ONUs. We performed a numerical
simulation using a 10Gigabit-Ethernet PON (10G-EPON) system [19] as the TDM-PON.
In this simulation, we did not consider the processing delay in the OLT or the propagating
delay in the PON link. This is because such delays generally have a fixed value. In
addition, the frame size is not considered. For the ONUs, the buffer size is infinity. Thus,
the traffic data continue to be buffered in the ONU when the data traffic is congested.
An optical bandwidth allocation cycle of 125 us is chosen to reduce the queuing delay
in the ONU [75]. Here, we discuss the computational cost. The OLT needs to prepare
an enough computational resource for estimating the period of the unallocated intervals.
The OLT does not calculate the bandwidth to allocate to the ONU while estimating the
period of the unallocated interval. This is because the OLT employs the FBA scheme
during the period of the estimation. That is, most of the computational resource can
be allocated to the estimation of the unallocated interval. After estimating the period
of the unallocated intervals, the computational resource is allocated to the calculation of
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Fig. 3.9 Cumulative throughput of S-ONUs.

the bandwidth allocation. For the S-ONUs, it depends on the kind of employed dynamic
bandwidth allocation (DBA) scheme. This means that only the DBA scheme requires
computational resources. The discovery window in Table 3.2 enables the ONU to be
authenticated through the 20 km distance between the OLT and the ONU when the
propagation delay is assumed to be 5 us/km.

The discovery window value must be more than 200 us RTT because it must include
the processing delay. Thus, the discovery window is set at 250 us. The discovery window
is executed in the discovery cycle. While operating the discovery window, the OLT halts
the DBA scheme.

3.5.2 Simulation Results of Multiple Accommodations

We report the evaluation results we obtained when employing the proposed technique. The
proposed technique means the bandwidth allocation scheme with Eq. 3.2. The comparison
target is a conventional allocation scheme. The conventional allocation scheme means the
S-ONUs are allocated surplus bandwidth with Eq. 3.1 independent of the TDD-based
MFH state. We evaluate the effect on the MFH latency and on the throughput of the
S-ONUs.
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Latency Evaluation for P-ONUs

Figure 3.8 shows the result of the latency evaluation for the P-ONUs. Although the
bandwidth allocation changes according to the MFH link state, the TDM-PON allows
the MFH signal to be forwarded with no additional latency. The average latency of
each ONU differs slightly. This is because the order of the uplink signal transmission
is changed. With the proposed technique, when the TDD-based DU is in the downlink
state, the OLT does not allocate the bandwidth. As the bandwidth allocation is halted,
the order in which the bandwidth is allocated to each P-ONU is changed, so a slightly
different latency jitter appears.

Nevertheless, the difference in the latency value with the proposed or comparison tech-
niques is negligibly small and thus has no impact on this study.

The maximum latency is 50.0 us. The ONU which sends the signal in the last order
induces such a maximum latency. In this simulation, 4 ONUs are accommodated in the
TDM-PON and allocated a bandwidth of 1.0 Gbps. We assumed that the entire overhead
is included in the 1.0 Gbps bandwidth. The total granted length L,;; over which the ONU
is able to send the uplink signal is,

cycle
bt 3.4
= Brun > b (3.4)

Np

where Tty e is the bandwidth allocation cycle. Then the total granted length L is 50 us.
Therefore, this queuing delay is the maximum value. If the MFH signal is not forwarded
with one allocation cycle, then the ONU sends the signal with the next bandwidth allo-
cation cycle. In other words, the length of the allocation cycle directly affects the MFH
latency and must be shortened. To ensure that the queuing delay in the ONUs is fair,
the transmission order is changed with respect to each optical bandwidth allocation cycle.
For this reason, the maximum latencies of all the ONUs are even.

Throughput Evaluation for S-ONUs

Next, we evaluated the throughput and latency of the S-ONUs. Figure 3.9 shows the
elapsed time of the cumulative throughput with and without the proposed technique.
The cumulative throughput Tp is defined as,

= 3D, (3.5)
€ ¢t=0

where D, [t] is the data received at the OLT and ¢, is the elapsed time. The throughput is
gradually accumulated in the first 10 ms, and it is stable at around 0.85 Gbps. The cumu-
lative throughput is the same value whether or not the proposed technique is employed.
This is because the first 10 ms is the monitoring and estimation period. Therefore, the
bandwidth allocation of the S-ONUs is performed in accordance with Eq. 3.1. After 10
ms, the throughput begins to increase with the proposed technique. Then, it remains
stable at around 1.0 Gbps. The throughput decreases slightly with a 5 ms cycle. This is
because bandwidth is also allocated to the P-ONUs. In addition, the proposed discovery
process is also performed. The queuing delay (e.g. several ms) caused by the uplink state
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Fig. 3.10 Latency result caused by discovery process.

of the TDD-based MFH is longer than the delay (250 us) caused by the discovery process.
In other words, the queuing delay is dominant for the latency of the ONUs.

Simulation Result of Discovery Technique

Figure 3.10 shows the evaluation result of the discovery process with the proposed tech-
nique. The comparison target is one where the discovery process is performed when the
signals of the P-ONUs are forwarded. In Fig. 3.10 (a), a huge periodic latency appears
while the discovery window is operated when the TDD-based DU is in the uplink state.
From [42], the latency requirement is defined as 250 us including the propagation delay.
It is assumed that the propagation delay between the OLT and the ONU is 100 us at a
distance of 20 km. The processing latency in the TDM-PON must be less than 150 us.
To accommodate the 20-km MFH link in the TDM-PON, the discovery window needs to
operate for more than 200 us. On the basis of these requirements and results, the latency
caused by the discovery process is a critical issue. In Fig. 3.10 (b), the discovery process
is performed in the unallocated interval. The latency can be suppressed by comparison
with Fig. 3.10 (a). In addition, the latency with the proposed technique satisfies the MFH
requirement. The latency reduction of each P-ONU is summarized in Fig. 3.10 (c¢). The
discovery latencies of all the P-ONUs can be suppressed.

(b) Time variation with proposed technique.



44 Chapter 3 Accommodation of TDD-based Fronthaul and Secondary Services

3.6 Experiments with 10G-EPON

3.6.1 Allocatable Throughput for S-ONUs in 10G-EPON

The theoretical throughput of the S-ONU is calculated based on Egs. 3.1 and 3.2 when

employing a 10G-EPON. First, the granted data volume dg) per allocation cycle of a
P-ONU is as follows:

7 b(Z)T ran d
W = floor ( P —grant FEC) +dom, (3.6)
drEC_Payload
Np
Dp=3"dy, (3.7)
i—1

where Ty,qn¢ is the allocation cycle, drpgc is the length of the Forward Error Correction
(FEC) code word and drgc_ pPayioad is the length of the FEC payload. With a 10G-
EPON, drgc is 248 bytes including a payload of 216 bytes and a 32-byte parity bit. dpog
is the total overhead including the laser on/off time, synchronous time and guard time.
floor(x) indicates the floor function, which is the largest integer less than or equal to x.
Next, the granted data volume dg per allocation cycle of an S-ONU is

B u Tran - D
ds:floor( Jull gNSt P); (3.8)

where N; is the number of the SS-ONUs. The net granted data volume d2¢* after subtract-
ing the overhead is,

dg —d
dget = flOOT (%) X dFECfPayload~ (39)
FEC

Moreover, the transmittable number of the Ethernet frames Ny,qme per an allocation
cycle is as follows:

dnet
Ntrame = fl S , 3.10
! f oor (dframe + dpa + dIFG) ( )

where dfyqme is the Ethernet frame size, dp, is the length of the preamble and the d;p¢g
is the inter-frame gap size. Then, the throughput of the S-ONU is,

dframe Nframe

Throughput = (3.11)

Tgrant
The throughput with the allocated and unallocated intervals is calculated from Eq. 3.11
and the parameters shown in Table 3.3. The calculated result is shown in Fig. 3.11. The
throughput in the unallocated interval is expanded.
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Table 3.3 Parameters for theoretical calculation and experiments.

Symbol Definition Quantity and Units
Bun full bandwidth in TDM-PON 10 Gbps
Tyrant allocation cycle 31.25 us

Np number of P-ONUs 4 ONUs

Ng number of S-ONUs 4 ONUs

) allocated bandwidth for P-ONU®) 1.0 Gbps
drpc length of FEC code word 248 bytes
dog overhead 2264 bytes
dframe Ethernet frame size for S-ONUs 128 bytes

dpa preamble size 8 bytes
dirc IFG size 12 bytes

e
s flosss
0 5(.;(.) 1000 1 5;)0

Throughput [Mbps: bits/allocation cvele]

Fig. 3.11 Throughput calculation results for S-ONU in unallocated and allocated intervals.

3.6.2 Experimental Setup

Figure 3.12 shows an experimental setup based on the 10G-EPON system. The traffic
monitor is implemented in an OLT using a field programmable gate array (FPGA). The
FPGA board is Altera Arria IT GX. The traffic monitor captures the upstream signal with
respect to each allocation cycle from a signal processing function block. The unallocated
interval of the MFH is determined by capturing the MFH upstream signal and calculated
by a part of a DBA program in the OLT. The calculated result is sent to the bandwidth
allocation function, which generates a grant signal based on the calculation result. The
user network interface (UNI) ports of each ONU are connected to a local area network
(LAN) analyzer. The LAN analyzer has a role as an uplink traffic generator. The ap-
plication service network interface (SNI) port of the OLT is connected to another port
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Fig. 3.12 Experimental setup based on 10G-EPON, (a) Functional block diagram
of prototype system, and (b) Photograph of implemented interface board in OLT.

of the LAN analyzer. The LAN analyzer measures the latency and captures the layer—2
upstream signal. When all ONUs connect to the OLT at first, the OLT opens the discov-
ery window and then the registration process runs. After the process, the LAN analyzer
sends the Ethernet frame to each ONU. The granted bandwidths are allocated to 1000
Mbps for the P-ONUs and given by Egs. 3.1 and 3.2 for the S-ONUs with an FBA. There
are 4 P-ONUs and 4 S-ONUs. The allocation cycle is 31.25 us. Thus the ONU sends a
data signal at intervals of 31.25 us. A monitoring time of 10 ms is needed to determine
the unallocated interval of the MFH excluding the calculation time. The traffic model of
the mobile system is assumed to be a MAC-PHY split MBS [39]. For this reason, the
wireless data rate is the same as the optical data rate. The MAC layer data rate of the
P-ONUs sent into the MFH is set at 800 Mbps. The mobile sub-frame is assumed to be
1 ms long. The ratio of the TDD pattern is assumed to be 3:2 (upstream: downstream),
which means Index 1 of the TDD pattern in Table 3.1. The MFH upstream is generated
for 3 ms and then halted for 2 ms, repeatedly. The generated frame length is fixed at
1250 bytes. For S-ONUs, the frame length is fixed at 128 bytes and the MAC layer data
rate is 860 Mbps. Other experimental parameters are shown in Table 3.3.

3.6.3 Instantaneous Throughput and Latency

Figure 3.13 shows the result of the throughput measurements from the P-ONUs and the
S-ONUs to an OLT. The use of a conventional FBA scheme is shown in Fig. 3.13 (a). The
average throughput is defined as,

Data volume

Average throughput = (3.12)

Captured interval

The captured interval is 10 ms. For P-ONUs, the measured average throughput is equal
to the input average throughput (800 Mbps x 3 ms/5 ms = 480 Mbps). For S-ONUs,
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Fig. 3.14 Latency measurements for P-ONUs.

the average throughput is about 65.5 Mbps. Figure 3.13 (b) plots the measured average
throughput at intervals of 10 ms when using the proposed scheme. Moreover, Fig. 3.13
(c) shows an extended graph of Fig. 3.13 (b) between 0 to 20 ms that includes the traffic
monitor period. The average throughput is calculated at intervals of 125 us. The average
throughput in the monitoring period is same as that in Fig. 3.13 (a). In Fig. 3.13 (b), the
average throughput of the S-ONUs exhibits a ninefold increase after traffic monitoring.
Figure 3.13 (d) is an extended graph of Fig. 3.13 (b) between 150 and 170 ms. This indi-
cates the period after traffic monitoring. The y-axis indicates the average throughput at
intervals of 125 us. Note that the S-ONU throughput is higher than the input throughput
from the UNI port. This is because the data is buffered in the S-ONU when the P-ONUs
are forwarded. The expanded throughput of the S-ONUs equals the theoretical value
according to Eq. 3.11 and Fig. 3.11. The monitoring and calculation completion time
is about 140 ms. The throughput of the secondary system is limited for only about 140
ms. After traffic monitoring, the secondary system continues to forward the data signal
with the expanded throughput in operation. Figure 3.14 shows the latency measurements
obtained with each P-ONU. Figure 3.14 (a) and (b) show the results obtained with the
conventional FBA and the proposed scheme, respectively. The error bar indicates the
maximum-minimum value. The latency is very low at less than 60 us.
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Fig. 3.15 Latency histogram for P-ONUs.

3.6.4 Latency Distribution for TDD-based MFH

We measured the latency histogram to confirm the long-term stability for the proposed
system. The experimental setup and parameters are identical with those in Section 3.6.2.
In Section 3.6.3, the measurement time was 450 ms. In this case, the operation time was
1.0 hour. For the convenience of the LAN analyzer, the aggregated total latency in the
output port from the 10G-EPON to the LAN analyzer is measured.

Therefore, the signals from the S-ONUs are halted for the entire time. Figure 3.15 shows
the result of the latency histogram measurement. The minimum latency was around 10.0
us because the processing delay occurred in the OLT. Latency jitter appeared due to the
time lag between the time at which the data transmission to the OLT started and the
time at which it arrived at the buffer in the ONU. The data signal can be forwarded to the
OLT with the lowest latency when the ONU is granted the data transmission immediately
after the data signal arrives at the buffer in the ONU. A higher latency appears when the
data signal arrives at the buffer in the ONU soon after the data transmission to the OLT.
The latency is accumulated when the data signal is forwarded with multiple allocation
cycles.

Latency jitter certainly occurs. If the proposed TDM-PON accommodates a system
where latency jitter is not allowed such as a Common Public Radio Interface (CPRI),
a jitter absorption function should be implemented. Such a function has been already
proposed [45].

3.6.5 Number of Accommodated P-ONUs

We calculate the dependence of the throughput variation on the number of accommodated
ONUs to discuss the maximum number of ONUs. Figure 3.16 shows the calculation
result. The parameters are given in Table 3.3. The throughput per P-ONU greatly varies
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Fig. 3.16 Throughput per P-ONU depending on number of accommodated P-ONUs.
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Fig. 3.17 Throughput per S-ONU depending on number of accommodated S-ONUs
and type of TDD index.

depending on number of accommodated P-ONUs. Therefore, the maximum number of
accommodated P-ONUs is greately limited. For instance, 4 ONUs are accommodated
when the wireless upstream data rate is 1.0 Gbps. Moreover, a technique for reducing the
overhead has been proposed [76]. We can expect to increase the number of accommodated
P-ONUs by employing such a technique. However, the number of the ONUs is still limited
when only P-ONUs are accommodated.
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3.6.6 Number of Accommodated S-ONUs and Throughput with Various TDD
Patterns

We also show the dependence of the throughput variation on the TDD pattern. The
throughput variation per S-ONU with FBA as the number of accommodated S-ONUs
increases is shown in Fig. 3.17. The parameters are shown in Table 3.3. The number of
P-ONUs is assumed to be 4 and bp = 1.0 Gbps. The throughput is calculated for every
type of TDD pattern. The throughput depends on the ratio of the TDD pattern. For
example, the throughput becomes the worst in the case of the highest TDD pattern ratio
of 4:1 (upstream: downstream), which means Index 0.

The number of S-ONUs that can be accommodated is determined by the throughput
requirement. For example, the number is 2 when the throughput requirement is 1.0 Gbps,
and the number is 6 when the throughput requirement is 100 Mbps. In this case, we
employed the proposed bandwidth allocation scheme based on FBA. Thus, these values
can be called the guaranteed bandwidth in other words. If the conventional DBA technique
is employed to the S-ONUs, then the number of accommodatable S-ONUs will increase
thanks to the statistical multiplexing effect.

Figure 3.18 shows a block graph that directly compares the expanded throughput with
the conventional throughput with 4 S-ONUs. The throughput is expanded up to 17.3 times
and by a minimum of 5.0 times. These results were obtained when the proposed technique
was integrated with a 10G-EPON. The throughput can be improved by employing Next
Generation-PON2 (NG-PON2) [20], which reduces the overhead, for example the laser
on/off time.
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3.7 Conclusion

We proposed a TDM-PON system that accommodates a TDD-based MFH and secondary
services. The proposed technique was evaluated with the numerical simulations and the
experiments. We showed that our proposed technique makes it possible to superimpose
the signal of the secondary services on the unallocated interval of the TDD-based MFH.

We reported the feasibility of the proposed bandwidth allocation method and the dis-
covery process by the numerical simulation. After that, we demonstrated the operation
of the proposed technique with a 10G-EPON prototype by experiments. The signal of
TDD-based MFH is forwarded with an average low latency of 30 us and the throughput of
the secondary services is expanded ninefold with TDD index 1. We discussed the number
of accommodatable ONUs using a numerical calculation. For ONUs connected to DUs,
the maximum number is 4 P-ONUs when a 1000 Mbps throughput is needed. For ONUs
connected to secondary systems, the maximum number is 6 S-ONUs when a 100 Mbps
throughput is guaranteed. In fact, the total number of 10 ONUs can be accommodated if
the above conditions are satisfied. Furthermore, T(W)DM-PON has a higher potential.
We expect that the total number of ONUs can be increased by employing a mobile DBA
[48] or a DBA with statistical traffic analysis [54] for P-ONUs, and a conventional DBA
[63] for S-ONUs with the statistical multiplexing effect.
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Chapter 4

Auto-Recovery from Estimation Error

for TDD-based Fronthaul

4.1 Introduction

In the previous chapter, we proposed a technique that accommodates time division duplex
(TDD)-based mobile fronthaul (MFH) and secondary services in the same time division
multiplexing passive optical network (TDM-PON). The signals of secondary services are
forwarded in the unallocated interval of the MFH link. The use of our proposed technique
achieves higher bandwidth usage efficiency (BUE) in the PON link.

In the previous chapter, we studied searching method and a bandwidth allocation
scheme. The searching method explores the unallocated interval and a head of the trans-
mission time interval (TTI). The use of the proposed techniques improves the throughputs
of the secondary services without additional latency for the mobile system, and the number
of accommodated optical network units (ONUs) can be increased.

However, with the proposed method, we did not consider the possibility that the search-
ing method is erroneous. When the searching method fails, the MFH signal is affected by
additional latency with our previously proposed technique.

In this chapter, we propose a new searching method based on the coefficient of the
correlation between captured uplink MFH signals and the seven types of preset patterns
defined by the third generation partnership project (3GPP) [72]. In the following, we will
call the 3GPP-defined preset patterns as TDD patterns. We propose a novel automatic re-
covery scheme from estimation error. The recovery scheme is effective when TDD pattern
estimation fails. Here, we define these errors as the TDD pattern estimation error. When
the optical line terminal (OLT) detects the TDD pattern estimation error, the OLT resets
the bandwidth allocation to its initial state. After reseting the bandwidth allocation, the
OLT starts to re-estimate the TDD pattern.

4.2 Challenging Issues

As regards the techniques for accommodating the MFH and secondary services, there
may be an unexpected delay to the MFH signal when the TDD pattern estimation fails as
shown in Fig. 4.1. Then the P-ONU cannot forward the MFH uplink signal to the OLT
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Fig. 4.1 Bandwidth allocation procedure.

within the acceptable latency. This is because the OLT halts the bandwidth allocation to
the primary-ONU (P-ONU) when it recognizes the interval as an unallocated interval.

In this case, the huge latency for the mobile system becomes permanent since the OLT
cannot reset the bandwidth allocation.

Therefore, we propose a TDD pattern estimation error recovery scheme. Moreover, the
TDD pattern estimation in our previous work assumes that the test signal is forwarded
from the distributed unit (DU) to the central unit (CU) when the DU is installed. The
OLT captures the test signal and estimates the TDD pattern simply. However, the test
signal is not always forwarded when the OLT resets the bandwidth allocation. Thus, the
OLT needs to estimate the TDD pattern from the actual mobile traffic between the CU
and the DUs in operation. These techniques are described in the next section.

4.3  Principle of Proposed TDM-PON System

This section describes two techniques for dealing with a TDD pattern estimation error.
The first one is a TDD pattern estimation technique, which uses the captured uplink MFH
signal. The second one is a bandwidth allocation scheme which the OLT can detect the

TDD pattern estimation error to automatically switch the bandwidth allocation to the
FBA scheme.

4.3.1 TDD Pattern Estimation

The previous proposed scheme described in Chapter 3 was not assumed that the TDD
pattern is switched. The novel scheme that the mobile operator sends the test signal is
needed when the OLT re-estimates the TDD pattern using the previous proposed esti-
mation scheme. It is difficult for all the mobile operator to correspond to such a scheme.
Thus, an estimation method of the TDD pattern without the test signal is needed. In
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Algorithm 2 Overall operation flow in OLT
Tresol < Tba
Nds < wa/Tresol
UplinkMfhTrafficMonitor(Ty,on, Tresot )
DS1[Ngs] < MakeWirelessFrame()
SearchBeginningSubFrame() [77]
DS2[Ngs] < Threshold(DS1[Ngs))
DS3[Ngyup) < PatternMatch(DS2[Nys])
CalculateCoefficientCorrelation(D.S3[Ngup))
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Fig. 4.2 Relationship between each time variables and data array.

this section, we describe TDD pattern estimation without a test signal.

The overall flow of the proposed scheme is given by Algorithm 2. The final goal of
the algorithm is to calculate the correlation factor between the captured MFH signal
and the TDD pattern shown in Table 3.1. The TDD pattern, which has the largest
correlation factor among seven types, is selected as the estimation result. The vari-
ables are shown in Table 4.1. Most of the algorithm contributes preparing data sets
DS1[Ngs], DS2[Ngs), DS3[Nsup]. The correlation of the TDD pattern is not calculated
directly with the captured MFH signal but it is calculated with the prepared data set
DS3[Ngyp] to improve estimate accuracy. We take this rule into account when making
the data set. Ultimately, the only data set requires DS3[Ngyp]. In the following, to assist
the reader to understand, as the first step, DS1[Ngs| and DS2[Ng| are created in order.
Then, DS3[Ngyp] is created from DS2[Nyq].

The relationship between each time variable and the elements of the data set is shown
in Fig. 4.2. For initialization, the monitoring resolution T.s,; is set the same as the
bandwidth allocation cycle Ti,. The number of elements Ngs is Ty ¢/Tresor- Note that
Ty must be divisible by T}.cs01. Th means the time length of the wireless frame.

Uplink Traffic Monitoring and Frame Fragmentation
The OLT captures the uplink frames forwarded from the ONUs during the monitoring time
Timon- The captured uplink frames are stored in a captured data array CapArray[Npon]-
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Table 4.1 Variables for TDD pattern estimation

Variable Definition
Tresol Traffic monitor resolution
Tron Traffic monitor period
Twy Wireless frame size
Toub Sub-frame size
Noon Number of captured data
Ny Number of data sets
Ngup Number of sub-frames in a wireless frame
CapArray[Nmon| Captured data array
DS1[Nys] Data array after fragmentation
DS2[Ngs] Data array after threshold process
DS3[Ngyp) Data array with pattern match
Eys Element of beginning of sub-frame
Thupper, Thiower Threshold for preparing DS2
Cup Constant value as uplink sub-frame
Cs Constant value as special sub-frame
Caown Constant value as downlink sub-frame

Algorithm 3 MakeWirelessFrame()

1+ 0
while i < Ngs do
71+ 0

while 5 X Ngs < Npon do

DS1[i] < CapArrayli + j X Ngs]

j+—j+1

end while
11+ 1
end while

The number of elements N, of the CapArray[Nmon] 18 Tmon/Tresot(> Nas). The
monitored array is fragmented by the number of data sets Nj5. The OLT adds the entire
fragmented array to a DS1[Ny,]. Algorithm 3 shows this flow.

Search of Beginning of Sub-frame

As shown in Section 3.2, the uplink and downlink are switched every sub-frame. The OLT
needs to distinguish the uplink or downlink every sub-frame. At this time, since the OLT
does not receive information about the sub-frame receiving time from the CU, the OLT
needs to calculate the start and end times of each sub-frame. Thus the OLT extracts
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Algorithm 4 Threshold(DS1[Ngs],DS2[Nys])

N+ 0
DS2 + {Cdown}
while N # Ny do
if DS1[N] > Thypper then
DS2[N| + Cy,
else if DS1[N] > Thjower then
DS2[N] + Cs
end if
N+ N+1
end while

the beginning element Ejps of the sub-frame from DS1[Nys]. We use the start position
searching technique from Chapter 3 and [77]. The OLT searches for the element that
switches from the longest zero interval in the array to non-zero. This element is defined as
FEys. The reason for searching for the beginning of the sub-frame is because it is assumed
that the MFH signal is generated as a burst signal from the beginning of the sub-frame.

Here, we assume that a mobile base station (MBS) model is a new functional split
model, which is e.g. a MAC-PHY split [42],[39]. In particular, in the option of splitting
between MAC and PHY and the option of splitting the function in intra PHY called
lower layer split (LLS), the MFH traffic occurs in burst form. At this time, our proposed
method is effective.

Preparation of Data Set with Threshold Processing

To suppress the error of the TDD pattern estimation, we prepared the DS2[Ny;| as
shown in Algorithm 4. First, the OLT performs threshold processing on all the elements
of the DS1[Ng4s]. Two thresholds Thypper and Thioyer are used. When the target array
DS1[N| > Thypper, the target array DS2[N] sets C,. C,, indicates the possibility of
the uplink sub-frame is high. When Thjpyer < DS1[N] < Thypper, the DS2[N] sets
Cs. Cs indicates that it is more probable for this sub-frame to be uplink signal. When
DS1[N] < Thipwer, the DS2[N] sets Cyown-

Preparation of Data Set Depending on TDD Pattern

Next, we prepare DS3[Ngyp| based on the TDD pattern by using DS2[Nys]. Ngyp is the
number of sub-frames in a wireless frame. For instance, when T, 7 is 10 ms and T, is 1
ms, then Ny, is 10.

Algorithm 5 shows the flow of the DS3[Ng,| preparation and performs with respect
to each sub-frame. The initial value of all the elements of DS3 is Cyown. The value of
the element in DS3 is determined in accordance with some conditional branching with
DS2. Algorithm 5 is performed with the loop processing in sub-frame length increments.
When the target array DS2[j] is C,,p, the OLT refers to the previous element DS2[j — 1],
the element after one sub-frame DS2[j + Ngs/Nsup|, and the next element DS2[j + 1].
Note that for the sake of simplicity, the modular operation is omitted in sentence. The
reason for referring to the previous element DS2[j — 1] is to prevent erroneous recognition
of the previous sub-frame data as the target sub-frame data. The reason for the incorrect
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Algorithm 5 PatternMatch(DS2[Ngs],DS3[Nsus))

N <« FElementofbeginningofsubframe
1+ 0
DS3 {Cdown}
while i # Ny do
J <1+ N mod Ny
if DS2[j] = C,, then
if DS2[(Ngs+ j — 1) mod Ngs) < Cyyp or
DSQ[(NdS/Nsub -I-j) mod Nds] = Cup or
DS2[(j 4+ 1) mod Nys| = Cs then
DS?)L] mod (Nds/Nsub)] — Cup
end if
else
if DS2[j] = Cs then
if DSQ[(NdS—f—j—NdS/NSUb) mod Nds] > (5 and DSQ[(j—i—NdS/Nsub) mod Nds] >
Cs then
DS3[] mod (Nds/Nsub)] — Cup
else
if DSQ[(NdS +7 — 1) mod Nds] = Cyown then
DS?)[] mod (Nds/Nsub)] — CS
end if
end if
end if
end if
L4 1+ Nds/Nsub
end while

recognition is that the OLT and the CU are asynchronous. Since the start timing of
the bandwidth allocation cycle Tj, of the OLT and that for the sub-frame cycle do not
coincide, there is a possibility that the last data of the previous sub-frame and the head
data of the target sub-frame are overlapped in one array. Since the MFH link has a
characteristic whereby the MFH signals are stored in the leading array of the sub-frame
[78], the OLT refers to the previous element DS2[j — 1]. Next, as a reason for referring
to the element after one sub-frame DS2[j + Ngs/Ngup] and the next element DS2[j + 1],
as shown in Table 3.1, when there is a high possibility that the next sub-frame is in the
uplink state, there is a high possibility that the target sub-frame is also in the uplink
state. When the next element DS2[j+1] is C,,)p, since the MFH signals are stored in from
the beginning of the sub-frame in order, there is a high possibility that it is an uplink.

The above reference, the target element DS3[jmod(Ngs/Nsup)] is distinguished C,,;, or
not according to the above reference. The purpose of this process is to avoid recognizing
the data of the previous sub-frame as the data of the target sub-frame. This is because
the start times of the TTI and bandwidth allocation cycles are not the same.

When the target array DS2[j] is Cs, the OLT refers to the previous and next sub-
frames. The values of both sub-frames are more than Cy, and the target array is set at
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Cup- This is because the target sub-frame is definitely the uplink sub-frame when both
the previous and next sub-frames are either the uplink sub-frame or the special sub-frame.
Then, if the target element does not meet the above condition, the OLT refers to the
previous element.
When the value of the previous array DS2[j — 1] is Cyown, the target array DS3[j] is
Cs. When the target sub-frame is Cyown, it is set at Cyown Without processing.

Calculation of Coefficient of Correlation

After preparing DS3, the OLT calculates the coefficient of correlation for DS3 and the

seven types of TDD patterns. We used the sample correlation coefficient r;,
S Newr (DS3[n] — DS3)(Tddi[n] — Tdd?)

VSNt (DS3[n] — DS3)2 YN (Tdd )] — Tdd)?

From the calculation result, the TDD pattern with the largest correlation coefficient value
is set as the TDD pattern estimation result.

4.3.2 Automatic Recovery from TDD Pattern Estimation Error

Section 3.4.2 described the normal operation flow. Here, we propose a bandwidth alloca-
tion recovery scheme when the TDD pattern is switched.

Figure 4.3 shows a time chart for the proposed scheme. The OLT automatically executes
a sequence of actions from detecting the estimation error to restarting the bandwidth
allocation with the switched TDD pattern. In the unallocated interval, the OLT allocates

the bandwidth bg) to detect the estimation error for the P-ONU. The OLT can detect the
estimation error when the P-ONU forwards the frame to the OLT using the bandwidth b(DZ).

This is because frame forwarding using the bandwidth bg) does not occur during normal
operation. The total bandwidth Bg allocated to all the secondary ONUs (S-ONUs) is
then derived as follows,

Np
Bg = Banu — Z by (4.2)
i=1

The usable bandwidth for the S-ONUs is slightly decreased. The bandwidth b%) can be
the small amount as long as one Ethernet frame can be forwarded. This is because the
bandwidth b%) is used for estimation-error detection. In normal operation, the bandwidth
allocation procedure is the same as that without the proposed scheme. When the TDD
pattern is switched, the OLT detects the estimation error from the uplink signal with the
bandwidth b%). Then the OLT resets the bandwidth allocation to its initial state and
re-estimates the TDD pattern with the traffic monitor. After the estimation, the OLT
restarts the bandwidth allocation.

4.4 Numerical Simulation for TDD Pattern Estimation

As mentioned in section 4.2, the test signal is not always sent from DU when the OLT needs
to estimate the TDD pattern. Section 4.3.1 describes the low-complexity TDD pattern
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estimation technique. It is necessary to confirm the traffic acquisition time duration range
to ensure sufficient estimation accuracy when employing the algorithm proposed in section
4.3.1. This section clarifies how long a period is needed to estimate the TDD pattern
by using a numerical simulation. The traffic close to the real mobile traffic fluctuates
depending on the number of UE and the amount of the data on the basis of the exponential
distribution.

A numerical simulation is used since it is difficult to undertake an experiment with
fluctuating mobile traffic because the local area network (LAN) analyzer must be time-
synchronized with the OLT and generate the fluctuating mobile traffic. Therefore, this
paper divides the roles of simulation and experiment for the TDD pattern estimation as
follows. The numerical simulation clarifies the MFH traffic acquisition time necessary
for the estimation. In the experiment, after obtaining the MFH traffic, we confirm the
computation time to reflect on the bandwidth allocation.

4.4.1 Simulation Setup

We assume that the MBS is a MAC-PHY split type [42]. The data volume through the
MFH link is given as follows [52],

Datavolume = TBS X Nca X Nyivo- (4.3)

where TBS is the transport block size given in bytes that is transmitted per sub-frame.
Nca and N0 are the number of component carriers in the carrier aggregation (CA)
and the number of antennas per DU, respectively. We expect the MFH signal to be
packetized by using an Ethernet frame when the MAC-PHY split is employed. The
Ethernet frame size is assumed to be 1500 bytes. As simulation parameters, the DUs
randomly send uplink frames to the CU. That is, the UE sends UDP flows to each DU
as intermittent data traffic. The intervals and durations of the bursts were exponentially
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Table 4.2 Numerical simulation parameters

Variable Value
Num. of UEs 5, 10
Num. of iteration 10000 times
Mazimum TBS size 9422 bytes
Nca 5
Nuyrrvio 2
Tresol 31.25 us
Twy 10 ms
T hupper MazximumTBSsize/14
Thiower 0
Cup 40
Cs 30
Cdown 10

distributed random variables. The average burst duration was 1.0 s and the average burst
interval was 5.0 sec. The data rates of the bursts were 2.0 Mbps. In addition, the TBS
is calculated with the long-term-evolution (LTE) module [73] of the network simulator-3
(ns-3) [74]. Note that we generated the frequency division duplex (FDD) traffic by using
ns-3. Finally, we converted the generated FDD traffic into TDD traffic based on the
TDD frame number in Table 3.1. The parameters used for the numerical simulation are
shown in Table 4.2. The maximum TBS size was 9422 bytes per 1 millisecond in LTE.
The number of the UEs was assumed to be 5 or 10. One sub-frame was composed of 14
symbols in the LTE. In the special sub-frame, the uplink communication was performed
using one of 14 symbols. Thus 1/14 of the maximum TBS size was set as the threshold
Thypper- When the MFH was in the downlink state, we assumed that no uplink traffic was
generated. Thus Thjower was 0. If the management signal between the CU and the DU
such as the loss of the MFH signal is regularly forwarded, the Thj,ye, is set bigger than
the data volume of the management signal. C,, Cs, and Cgoyr are arbitrary values, but
they have the property of an interval scale. Although Cy cannot be perfectly determined
as the uplink, since the possibility of the uplink is very high, the value is set close to the
Cup. We calculated the estimation success probability dependence on traffic monitoring
time. Here, as a standard value of estimation success probability, we assumed that it
withstands actual operation when the probability exceeds 99.7%.

4.4.2 Simulation Result

Figure 4.4 shows the numerical simulation results. As for 5 and 10 UEs, the cumulative
distribution function (CDF) was 0.997 when we captured the uplink frame for about 12
s and about 8 s, respectively. These results show that capturing the frame for ten and
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Fig. 4.4 CDF depending on monitoring time. Index numbers represent TDD pat-
terns described in Table 3.1.

several seconds enables the OLT to estimate the correct TDD pattern with high accuracy
even under actual operation conditions. For the automatic recovery scheme, the OLT
switches from the bandwidth allocation to the FBA scheme when detecting the TDD
pattern estimation error. After switching the bandwidth allocation scheme, the OLT
captures the uplink MFH signal to re-estimate the TDD pattern. The OLT allocates
bandwidth to the P-ONUs continuously while re-estimating the TDD pattern. That is,
the MFH signal can be forwarded with low latency.

4.5 Automatic Recovery from TDD Pattern Estimation Error

Section 4.2 mentions the impact of switching the TDD pattern on the MFH signal. The
technique used to detect such an error is described in section 4.3.2. In this section,
we report an experimental result where the estimation error detector and bandwidth
re-allocator implemented in the 10G-EPON prototype actually operate. Moreover, we
implement the algorithm proposed in 4.3.1 for the 10G-EPON prototype. We confirm the
real-time computation time to reflect on the bandwidth allocation.

45.1 Experimental Setup

Figure 4.5 shows a photograph of the OLT prototype and the experimental setup. The
proposed estimation error detection function is implemented on a host central processing
unit (CPU) in the 10G-EPON prototype. The traffic monitor and the bandwidth alloca-
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[ S-ONU4

tion functions are also implemented on a field-programmable gate array (FPGA) board.
The FPGA board is an Altera Arria II GX. The bandwidth allocation function emits a
grant signal. The calculation of the amount of bandwidth and the TDD pattern estima-
tor are implemented on the host CPU. The TDD pattern estimation algorithm is newly
coded. The TDD pattern estimation is performed with respect to each polling cycle Tj;.
After TDD pattern estimation, the traffic monitor continues to capture the uplink MFH
signal and forwards the estimation error detection in the host CPU. The estimation error
detection calls the dynamic bandwidth allocation (DBA) program in the host CPU when
the TDD pattern estimation error is detected.

A local area network (LAN) analyzer has arbitrary uplink Ethernet frame generation
and frame capture functions. Each port of the LAN analyzer is connected to the ONUs
through a user network interface (UNI) and to the OLT through an application server-
network interface (SNI). The OLT is frequency synchronized with the LAN analyzer by
using a 10-MHz clock reference.

Table 4.3 shows the experimental parameters. The LAN analyzer inputs TDD simulated
Ethernet frames into the P-ONUs through the UNI. The S-ONUs receive the Ethernet
frames continuously from the LAN analyzer. While the OLT allocates the bandwidth to
each ONU depending on the TDD pattern, the LAN analyzer switches the ratio between
the uplink and downlink and captures the uplink data signal before and after instant
switching. We capture the Ethernet frames using the LAN analyzer. From the captured
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Table 4.3 Experimental parameters

Variable Value
Number of P-ONUs Np 4
Number of S-ONUs Ng 4
Bandwidth allocation cycle Tj, 125 us
Number of grants N, 4
Bandwidth for uplink MFH transmission bp 1.0 Gbps/P-ONU
Bandwidth for error detection bp 250 Mbps/P-ONU
Input peak throughput for P-ONU 800 Mbps/P-ONU
Input peak throughput for S-ONU 860 Mbps/S-ONU
Frame size for P-ONU 625 bytes
Frame size for S-ONU 128 bytes
Ratio of uplink and downlink Before 2:8 (10ms)
After 4:1 (5ms)
Uplink traffic capturing period 10 ms
Estimation polling cycle T}, 250 ms

frames, we count the number of Ethernet frames for every wireless frame length 7', ¢ (10ms)
or bandwidth allocation cycle Tj,. After counting the number of frames, we calculate the
time variation of the throughput. Here, since the memory capacity of the LAN analyzer
required for the frame capture is limited, only the frames from 1 P-ONU and 1 S-ONU are
captured. We assume the MBS to be a MAC-PHY split model type [42],[39]. In addition,
we measure the time variation of the average latency with a 1-s resolution.

4.5.2 Experimental Result

Time Variation

Figure 4.6 shows the time variation of the throughput for a P-ONU and an S-ONU de-
pending on the TDD pattern. As shown in Fig. 4.6 (a), the time resolution is 10 ms,
which is the same as the length of the wireless frame T,¢. Figure 4.6 (b)-(d) show the
results after enlarging each period with a 125-us resolution as same as the bandwidth
allocation cycle Tp,. For section ’A’ as shown in Fig. 4.6 (a) and (b), this section indicates
the TDD pattern estimation period. The TDD pattern estimation takes about 86 ms,
and the allocated bandwidth for the S-ONU is expanded as shown in section 'B’. Since the
TDD pattern estimation is performed every 250-ms polling cycle, it is completed within at
least a "I}, + calculation time'. Note that the TDD pattern estimation was completed
at about 86 ms in Fig. 4.6 (b) because the start time of the polling cycle was set at "-164
ms + calculation time". Since the polling works regularly, a case where the estimated
time is short can occur. When the OLT needs to obtain the uplink data signal with few
seconds to estimate the TDD pattern as shown in Fig. 4.4, the traffic monitor captures
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Fig. 4.6 Time variation of throughput depending on TDD pattern.

the uplink data signal in the multiple polling cycles. For instance, when the polling cycle
is "250 ms" and the OLT needs a signal with a 12-second duration, the traffic monitor
only needs to capture the "48-times" polling cycles.

This time, we switched the TDD pattern at 200 ms. Figure 4.6 (c) shows the result
of switching the TDD pattern at 200 ms. In section ’C’, estimation error occurs because
the OLT recognizes the TDD pattern before switching. At about 202 ms, the P-ONU
forwards the uplink Ethernet frames to the OLT by using the bandwidth bp. At about
216 ms in section 'D’, the OLT initializes the bandwidth allocation. There is a processing
time of about 14 ms between detecting the estimation error and resetting the bandwidth
allocation. Since one wireless frame is 10 ms, it is possible to transition to the normal state
simply by discarding two wireless frames. This processing time depends on the FPGA
performance. Therefore, if a higher-performance FPGA is used, there is a possibility that
only one wireless frame needs to be discarded. After the bandwidth allocation reset, the
OLT re-captures the uplink Ethernet frames and re-estimates the TDD pattern for section
‘D’ in Fig. 4.6 (d). From section 'D’, the estimation time is about 270 ms because the
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estimation polling cycle is set at 250 ms and the calculation time is about 20 ms. Although
the calculation time depends on the performance of the FPGA board, it is sufficiently
shorter than the traffic monitoring time. After re-estimation, the OLT restarts allocating
bandwidth to the P-ONUs and the S-ONUs depending on the TDD pattern after switching
for section K.

Comparison of Average Latency

Figure 4.7 compares the average latency performance with and without the proposed
schemes. We switched the TDD pattern at 6 sec. Note that the average latency is the
value every 1 second interval. While operating without the proposed scheme, the average
latency continued to worsen. When employing the proposed scheme, although the P-ONU
suffers from a huge latency at 6 sec, the OLT can automatically recover from estimation
error and restore normal operation.

4.6 Conclusion

We have studied an accommodation of TDD-based MFH and secondary services in the
same TDM-PON. In this chapter, we proposed two novel techniques; the first is a new
estimation method based on the coefficient of correlation between the monitored uplink
frame and the preset TDD pattern. The second is an estimation error recovery scheme.
With the estimation method, TDD pattern estimation was possible even in the absence
of a test signal transmission. We demonstrated the feasibility by numerical simulation.
When the OLT captures the uplink signal within about 15 s and the number of UEs is 5,
the estimation success rate reaches 0.997. For the recovery scheme, when the estimation
error of the TDD pattern is incorrect, an additional bandwidth for error-detection is
allocated to the P-ONU to prevent the delay influencing the MFH link. The OLT re-
allocates the bandwidth to the P-ONU when detecting the estimation error. We reported
an experimental result regarding the feasibility of the recovery scheme that used a 10G-
EPON prototype. We showed that recovery can be executed within approximately 14 ms
of detecting the estimation error.
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Chapter 5

Time Aware Shapers for Low-Latency

Bridged Network

5.1 Introduction

This chapter studies a bandwidth allocation scheme in time sensitive bridged network
accommodating mobile fronthaul (MFH) and secondary service. In IEEE802.1CM, strict
priority (SP) forwarding is introduced as a quality of service (QoS). The layer-2 switch
(L2SW) suppresses the queuing delay and timing jitter by employing the SP. However,
there is a special case that the L2SW cannot suppress the queuing delay even if employing
the SP. A burst MFH signal is packetized using Ethernet frames. In this case, the frame
of the secondary signal is inserted between the frames of the burst MFH signal. That
is, the length of the burst MFH signal is extended. This extension causes the additional
latency for the MFH link.

Frame preemption (PE) and time aware shaper (TAS) can be employed to the L2SW
in order to suppress the queuing delay and the timing jitter. In IEEE802.1CM, the PE
and the TAS are considered as the options. It is necessary to exchange all the L2SWs
constituting the bridge network when employing the PE. This is because each node seg-
ments or combines packets. Meanwhile, it is not necessary to exchange all the L2SWs
when employing the TAS. Therefore, we focus on employing the TAS.

However, employing the TAS causes the decrease of the bandwidth usage efficiency
(BUE). The TAS reserves the time slot for the primary flow and keeps the time slot until
passing set time. To improve the BUE, we propose a gate shrunk TAS (GS-TAS). The
GS-TAS inserts a gate shrunk frame (GS-frame) at end of the MFH burst signal. The
reserved time slot is released when a L2SW with the GS-TAS receives the GS-frame. We
indicate the latency reduction for the secondary signal without affecting the MFH signal.
The latency reduction of the secondary signal is equivalent to the improvement of the
BUE.

Figure 5.1 shows the application of the proposed GS-TAS. The TDM-PON system can
be employed for the downlink transmission.
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5.2 Forwarding Method of Mobile Fronthaul Signal in Time

Sensitive Network

In TEEE802.1CM, MFH signal is forwarded in the bridge network as the primary flow
and queuing delay and timing jitter can be suppressed. Generally, the MFH signal is not
affected by other secondary signals. Here, we denote the special case that the secondary
signals give the delay to the MFH signal. When the L2SW is forwarding the secondary
signal and then the MFH signal arrives at the L2SW, the MFH signal is buffered in
the primary queue until the secondary signal forwarding is completed. For example, we
assume the frame length of the secondary signal of 1500 bytes, link rate of 10 Gbps. The
queuing time is as below,

Queuing time = 1500 (bytes) x 8 (bit/byte)/10 (Gbit/sec) = 1.2 (us).

In this case, queuing time is small value. That is, the MFH signal is slightly affected by
forwarding the secondary signal. However, the queuing time causes the significant issue
when the MFH signal is bursty.

An example of an important problem that occurs when the MFH signal is bursty is
shown. We assume the parameters of the MFH signal: data amount of 94220 byte ( 2
antennas, b carrier aggregation, and 100 resource block (RB)), inter frame gap (IFG) of
0.5 ps, and frame length of 1500 bytes/frame. In this assumption, the number of the MFH
frames is 63. Thus, the burst duration of the MFH signal is as below,

Burst duration = 1532 (bytes) x 63 (frames) x 8 (bit/byte)/10 (Gbit/sec)
0.5 (us) x (63— 1)
= 108.2us.

When this burst MFH signal arrives at the L2SW, we assume the case where the secondary
signal is congested. The frame of the secondary can be inserted between the frames of the
MFH signals as shown in Fig. 5.2. As a worst case, when frames of the secondary signal
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is inserted in all the inter-frame of the MFH signal, the burst duration of the MFH signal
is as below,

Burst duration = 1532 (bytes) x 63 (frames) x 8 (bit/byte)/10 (Gbit/sec)
+ 1.2 (us) x (63 —1)
= 151.6us.

The 43.4-us latency for MFH signal occurs. Therefore, the PE or the TAS has to be
employed to the L2SW when the MFH signal is bursty.

5.3 Time Aware Shaper

TAS function is installed in the node as shown in Fig. 5.3. TAS function includes time
scheduler and gate functions. Time scheduler reads a time table and manages the open
and closed states of each gate function in accordance with reserved information. Time
table in the time scheduler is set by network controller which manages a flow routing
design in the bridged network as shown in Fig. 5.4. First, the network controller designs
the route of the MFH flow. In the layer-2 bridged network, the network operator can set
the route by adding the virtual LAN tag in the frame header. After setting the MFH flow
route, the network controller reserves time slots to each L2SW. The time scheduler writes
the reservation time in the time table when each L2SW receive the information to reserve
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the time slot. The gate function is in the open state and the signal can be forwarded, when
the reservation time comes. For the TAS operation, the time scheduler has to manage
accurate time information. Thus, each node needs to be time-synchronized.

Figure 5.5 shows the sequence of the TAS operation. When secondary gates (S-Gate)
connected to the secondary queues are in the open state and a primary gate (P-Gate)
connected to the priority queue is in the closed state, the secondary data frame is forwarded
to the next node. If the gate state is inverted, the priority data frame can be forwarded.
Note that we assume that the priority and secondary queues accommodate the MFH and
secondary streams, respectively.

The forwarded time is completely orthogonal between each gate. A higher priority
stream is forwarded and a lower priority stream is kept in the queue in the open state class
when some gates are simultaneously in the open state. When the gate of the secondary
queue is closed and a secondary data frame arrives in the queue, it is kept waiting until
the gate state is switched.
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5.4 Base Station Types

We assume that the MBS, which is accommodated in the bridged network, is a functional
split model cited by section 2.4.2.

With the MBS with opt. D, the wireless signal is demodulated and decoded in the DUs
with respect to each TTI cycle. The MFH stream is generated with a burst. The burst
size is variable depending on the mobile traffic volume. For the opt. Ip, the demodulator
is in the DU and the decoder is in the CU. The DU demodulates the wireless signal with
respect to each sub-frame. Thus, as well as the MAC-PHY split model, the bursty traffic
is also generated. As a result, there is unused bandwidth because the TAS reserves a fixed
bandwidth.

5.5 Factors of Latency and Decrease in Bandwidth

This section summarizes factors related to the latency and the decrease of the bandwidth
in TSN for the MFH. When one stream is input into a node n, then the delay d, (t) is
derived,

dn(t) =pn + fi+s1+qe(t) + g1,c(t), (5.1)

where the time variable t is the current time. The n is a node identifier. p,, is processing

delay. [ indicates a link identifier. f; is the forwarding delay between each node. In fact

the optical fiber length is changed slightly by changes in temperature but in this thesis

we treat it as a fixed length for simplicity. s; is serialization delay. c is an identifier of the
class of each queue. ¢ .(t) is the queuing delay in the node when the TAS gate is open.

g1.c(t) is a waiting delay caused by closing the gate. g;.(t) is derived as below,

. Tn,c,w + Wn,c,x — t (Tn,c,az S t < Tn,cm + wn,c,w)
gl,c<t) N { 0 (Tn,c,m + Wn,c,x S t < Tn,c,m—l—l)a (52)

where the x is a gate opening number. 7), . . is the gate open time by switching the gate
state. The next gate open time is T}, ¢ z+1. Wnp,c indicates the window size in the open
state. These definitions of the variables are shown in Fig. 5.6. In Fig. 5.6, only one class is
described, but the time scheduler and gate perform the scheduling for all the classes. We
discuss the reserved bandwidth for the MFH stream. We define the bandwidth reservation

rate Rgf ) as,
R =y Ynew 5.3
’ ; Tii (5:3)

where an index (p) is an indicator of the priority stream. Ty is the transmission cycle
of the MFH stream. The window opens more than once within the transmission cycle
T;+;. For this reason, the summing calculation is performed depending on the number of
windows wy, ¢ 4.

In fact, the forwarded stream does not use all of the reserved windows because the data
size of the MFH stream is variable. Here, we define the bandwidth occupancy as the ratio
of the length of the reserved windows to that of the forwarded streams.
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Table 5.1 BUE calculation parameters.

Item Value

Reservation window 94220 bytes
Wire rate 10 Gbps
Inter frame gap 0.5 us
Ethernet frame header 32 byte

Figure 5.7 shows the calculated bandwidth occupancy and Table 5.1 shows the calcu-
lation parameters. Since the data size of the MFH stream is variable, the forwarding
stream is not always at the maximum data rate. There is a possibility that the reserved
bandwidth is wasted.

5.6 Gate Shrunk Time Aware Shaper

Figure 5.8 shows the sequence of the proposed TAS operation. A GS-frame is added at the
end of the MFH stream as shown in Fig. 5.9. When the proposed TAS node receives the
GS-frame, the window wy, . . is shrunk. Briefly, the gate connected to the priority queue is
switched to the closed state thus enabling a secondary stream to be forwarded to the next
node. Since the time scheduler and the GS-frame control the gate state, all streams can
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Fig. 5.8 Time chart of proposed TAS operation.

be effectively forwarded. Figure 5.10 shows a bridged node architecture with the proposed
TAS. A GS-frame receiver is incorporated as an additional function. The GS-frame in
the priority queue is extracted to the GS-frame receiver. Then, the GS-frame receiver
transmits the information received by the GS-frame to the time scheduler. A GS-frame
with a MFH stream is forwarded to the next node where it is also used.

The MFH stream with the opt. D or I is the bursty traffic. Therefore, the transmission
end time in the window w,, ., is the end of the MFH steam and it is easy to add the
GS-frame. For the CPRI, since the continuous bit stream is forwarded in the MFH, the
effectiveness of our proposed technique is thin.

For the proposed TAS, the window w,, . , becomes a function with a burst size v of the

MFH (priority) stream as a variable. Thus, the Rﬁf ) in 5.3 becomes the function of the
variable of the burst size as follows,

W), e,
R(v)?) =" T, (5.4)

The bandwidth reserved rate R(v)gff ) of a non-priority stream is derived in an opposite
equation,

R()("P) =1 — R(v)P) (5.5)

n,c n,c’

where the index (np) represents the indicator of the non-priority stream.

5.7 Numerical Evaluation

We evaluate the latency performance and the BUE with a numerical simulation. Table
5.2 shows the parameters.
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5.7.1 Mobile System Condition

The MBS model is assumed to be a MAC-PHY split (opt. D). The mobile data traffic is
generated by an LTE module [73] of a network simulator-3 (ns-3) [74]. The MBS model is
implemented as an evolved node B (eNB) to the LTE module. The eNB controls all layer
processing with one unit. Thus, the MFH stream is not defined in the LTE module. Thus,
we refer the value of the fronthaul stream Sgy to 2.1. The MFH stream Sgy is divided
and encapsulated in an Ethernet frame in accordance with the parameters in Table 5.1.
For the distribution of the generated Ethernet-based MFH stream, the DUs randomly
upload data from the UE. That is, the UE sends UDP flows to each DU as intermittent
traffic. The intervals and durations of the bursts were exponentially distributed random
variables. The average burst duration and interval were 1.0 and 5.0 sec, respectively.
The data rates of the bursts were 2.0 Mbps. The packet lengths were 1024 bytes. The
secondary stream was generated in a similar way to the MFH generation process. We

assumed that the data generation interval was the same for the all DUs and secondary
BSs (SBSs).

5.7.2 TSN Condition

The network topology is shown in Fig. 5.11. The four bridged nodes are connected in
series. The 2 DUs and the 2 SBSs are accommodated in the same bridged node 0. The 2
SBSs are connected to nodes 1 and 2, respectively. The GS-frame is used the small data
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Table 5.2 Simulation parameters.

Item Value
Number of UE/DU 50 UE/DU
Carrier frequency 2 GHz
System bandwidth 20 MHz/carrier
Carrier aggregation 5 carriers
Number of MIMO layers 2 layers
Wireless transmission cycle 1 ms
Simulation time 20 s
Number of bridged nodes 4 nodes
Number of queue class 2
Forwarding delay 5 ps/km
Wire rate 10 Gbps
Inter frame gap 12 bytes
Ethernet header 26 bytes
Maximum Ethernet payload size 1500 bytes
GS-frame size 46 bytes

size as shown in Table 5.2. This is because the TAS node counts the GS-frame when the
TAS gate is open. When the number of counted GS-frames equals the number of MFH
streams that arrive, the TAS gate is closed. Note that it is assumed that the number of
MFH streams passing through each node is known. For the above reason, the information
in the GS-frame has no meaning. The GS-frame size is allowed to have a small value.
The frame scheduling scheme is strict priority (SP) and the frame forwarding scheme is a
cut-through mode. The queue size is infinite. This is because we aim at a basal latency
evaluation of the proposed scheme. Thus, we assume the frame loss of the propagation
channel and the bridged node to be zero. For the time scheduler of TAS, a time slot of
160 us is reserved from the beginning of the transmission cycle. The reason for setting to
160-ps window length is that the length of the MFH streams is about 160 us when the two
DUs send the MFH streams with the maximum burst data size. When the DU is operating
normally, the reservation time can be set at the number of DUs x the maximum burst
size of the MFH stream. When the DU operation is faulty, it is necessary to completely
cover the latency requirement for safe operation. The transmission cycle is 1 ms. In the
n — th connected node from the DUs, the reservation start time 7T}.z,q 5 is set as below,

Trsvd,n = drsvd,n—1 + fl- (56)

It is the value obtained by adding the forwarding delay to the reservation time of the
previous connected node.
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5.7.3 Results

Bandwidth Usage Efficiency of Bridge Nodes

Figure 5.12 shows the time variation of the window size w,, . (v) of a gate connected to a
priority queue at node 0. The window size can be greatly reduced. To easily understand
the effectiveness of the proposed technique, we show a histogram with 10-us resolution in
Fig. 5.13 that we obtained using the result in Fig. 5.12. The window size wy, ¢4 (v) can
be shrunk by more than 150 kbytes. The width of the shrunk window depends on the
number of the MFH streams; even so, since the statistical multiplexing effect occurs, the
window-shrunk effect can be obtained even if more than two MFH streams are multiplexed.
The unusable bandwidth can also be greatly reduced. Note that, in accordance with our
assumed numerical simulation parameters, one DU accommodates 50 UEs. The number
of these UEs will be enormous in the 5G era. Even when this parameter is much larger
than the expected value, a network with our proposed TAS can obtain a gate window size
reduction.

Cumulative Distribution Function of Latency
We simulate the cumulative distribution function (CDF) of the latency performance for
each DU and S-BS. The CDF is calculated with a 1-us resolution.

Figures 5.14 (a)—(e) show the CDF results of the latency performance. For two DUs,
the CDFs in Fig. 5.14 (a) and (b) indicate that there is no latency difference with and
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without the proposed GS-frame at CDF = 0.997. For node 0, the CDFs of the secondary
streams with and without the GS-frame are shown in Fig. 5.14 (¢). With CDF = 0.997,
the latencies are reduced from 237 and 260 ps to 105 and 118 us, respectively. The average
reduction rate between the S—BSs is 55.2%.

For nodes 1 and 2, the CDFs of the secondary streams with and without the GS-frame
are shown in Fig. 5.14 (d) and (f), respectively. The latency of all the streams can be
improved as in the case of node 0. The latency performance is better than the other
streams accommodated in node 0 in either case with or without the proposed scheme.
This is because the time scheduling in accordance with 5.6 operates even though the data
transmission interval is the same.

5.8 Conclusion

This chapter described a TAS technique, which is one of the component technologies of
a TSN standard. As an issue, we reported that BUE is decreased by fixed TAS gate
opening. To overcome this issue, we proposed a node architecture where a GS-frame is
added at the end of the MFH signal. The gate in the node adjusts the gate opening
and closing schedule. In this paper, we evaluate the latency performance of 2 MFH and
6 SBS signals with a series connected network topology by using a simulation. When
CDF = 99.7%, the latency reduction rate for the SBS signal is 55.2%. In addition, the
MFH signals are not affected by adding the GS-frame. As further studies, we plan to
evaluate the feasibility when network topology is more complex and the number of the
accommodated DUs and SBSs are varied, and consider the scheduling of the gate open
and close. Moreover, a method that does not require time synchronization is necessary
due to construct the simple L2SW architecture.
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Chapter 6

Conclusion

This thesis established bandwidth allocation schemes for accommodating mobile fronthaul
(MFH) links and secondary services in a time sensitive network (TSN).

It needs to limit the number of mobile base stations (MBSs) that are accommodated in
a TSN when the TSN supports only the service of forwarding MFH signals. Distributed
units (DUs) deployed in antenna sites generate the burst MFH signals at the same time
and forward the signals to the network node in the TSN. The network node buffers the
burst MFH signal until it completes forwarding other burst MFH signal. This waiting time
causes a huge latency. Therefore, we studied the TSN that accommodates the MFH link
as the highest priority service and a public wireless local area network (LAN), a mobile
backhaul (MBH), and a fiber-to-the-home (FTTH) as the lower priority services. By
multiple service accommodations, it is expected to increase the number of user terminals
in the TSN and construct more cost-effective TSN.

This thesis clarified that the TSN employing a time division multiplexing passive optical
network (TDM-PON) and a layer-2 bridged network with a time aware shaper (TAS) is
the best solution in terms of the cost effectiveness. In this thesis, we focused on the
following technical issues:

1. Decrease in bandwidth usage efficiency (BUE) in the TSN
2. Decrease in throughput of secondary systems in the TSN

We have proposed bandwidth allocation schemes to overcome those technical issues.
The details of the proposed bandwidth allocation schemes were described in Chapter 3,
4, and 5. Here, we summarize the main results obtained in this thesis.

Chapter 3 dealt with a bandwidth allocation scheme for the uplink transmission in
a TDM-PON in which the MBS employed a time division duplex (TDD) scheme. The
TDM-PON employs a wavelength division multiplexing (WDM) scheme to transmit the
both signals of the uplink and downlink. In this case, there are periodical unallocated
intervals in the optical link.

For the proposed bandwidth allocation scheme, the optical line terminal (OLT) captures
the MFH signals using an uplink traffic monitor. Then the OLT estimates the head of burst
MFH signals and the timing of periodical unallocated intervals of the MFH link. After
performing the estimation, the OLT allocates the bandwidth to the secondary systems in
the unallocated interval. It can increase the throughput of the secondary services while
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forwarding the MFH signals with low latency.

We showed the feasibility of the proposed scheme with the numerical simulation, ex-
periments, and theoretical evaluations. We experimentally confirmed the improvement
of the throughput of the secondary services. The measured throughput of the secondary
service was improved nine-fold with TDD index 2. The performance of the MFH link
was not affected by the secondary systems. Moreover, we confirmed with the theoretical
evaluations that the throughputs of the secondary services were improved up to 17.3 times
with index 5 and at least 5.0 times with index 0.

Next, we confirmed with a numerical simulation that the OLT could activate the optical
network units (ONUs) during the unallocated intervals of the MFH link.

Moreover, the maximum number of the ONUs was also confirmed. The OLT could
accommodate up to 4 ONUs connected to the DUs when the MFH link of 1 Gbps was
required. An OLT could accommodate up to 4 ONUs connected to the secondary systems
with the throughput of 300 Mbps per one ONU when 4 DUs were accommodated.

Chapter 4 described a technique that is an automatic recovery scheme from an esti-
mation error in the proposed TDM-PON described in Chapter 3. The OLT distinguishes
the unallocated interval from the uplink interval of the MFH link and it allocates the
bandwidth to the secondary system in the unallocated interval. However, in the pro-
posed TDM-PON, the OLT cannot correct the estimated information for the unallocated
interval when failing the estimation of the unallocated interval. This error is called a
TDD pattern estimation error. We have proposed an automatic recovery scheme when
the OLT detects the TDD pattern estimation error. When the TDD pattern estimation
error occurs, the OLT resets the bandwidth allocation to the initial state and re-estimates
unallocated interval.

We showed the feasibility of the estimation method by numerical simulation. The
estimation success rate reached 99.7% when the OLT captured the uplink signal for 15
s and the number of user equipment (UE) was 5. We confirmed experimentally that the
automatic recovery was executed within approximately 14 ms after detecting the TDD
pattern estimation error.

Chapter 5 dealt with a bridged network employing a TAS. The TAS scheme minimizes
a queueing latency and a time jitter in an MFH link. However, employing the TAS causes
a decrease in the BUE and the throughput of the secondary services because the TAS
scheme reserves a fixed time slot for the flow of the MFH link. We have proposed a gate
shrunk TAS (GS-TAS) to achieve high BUE using the MFH characteristics.

The performance of the proposed scheme was evaluated by numerical simulation. The
latency performance of 2 MFH and 6 secondary base station (SBS) signals in a series
connected network topology, was evaluated. We confirmed that the latency reduction
rate for the SBS signal was 55.2% when CDF = 99.7%. In addition, the latencies of the
MFH signals were not affected by adding the GS-frame.

In accordance with gained results, we summarize the following main points as effective
means to overcome the technical issues:

1. For the TDM-PON, we established a bandwidth allocation scheme to forward uplink
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Table 6.1 Comparison of study target and achievement of bandwidth allocation
scheme in TDM-PON.

Study goal Achievement
Bandwidth . High
High
usage efficiency (more improvement is possible)
Latency Low Low
Th hput of High
roughput o High ig
secondary system (more improvement is possible)
Hardware
W Only OLT Only OLT
remodeling

signal for MFH link and secondary services. The throughput of the secondary
services could be improved while maintaining the low-latency forwarding for the
MFH signals. In addition, the OLT could perform an automatic recovery scheme.
An advantage of the proposed architecture is no need of remodeling the mobile
system. An uplink traffic monitor in the OLT is only an additional hardware to
implement the scheme. So, the proposed scheme can be implemented in existing
TDM-PON system quickly.

2. For the layer-2 bridged network, we proposed a basic principle of the GS-TAS. By
adding the GS-frame at end of the MFH burst signal, the reserved time slot can
be released according to the amount of the MFH signal. The normal TAS has not
been commercially introduced yet. When the normal TAS is to be developed, it is
easy to install GS-TAS as one of the initial functions of L2SW.

Further studies are described below. For the TSN employed the TDM-PON, the achieve-
ments are shown in Table 6.1. The throughput of the secondary services was drastically
improved. However, the OLT allocates all the bandwidth to the ONUs connected to the
DUs regardless of the actual required bandwidth when the MFH link is in an uplink state.
There is still a margin for improvement in the BUE. Therefore, further improvement of
BUE is an open to discussion. Assuming no remodeling of the mobile system, a statistical
bandwidth allocation scheme tracking the MFH traffic is conceivable.

Meanwhile, for the TSN employed the layer-2 bridged network, the achievements are
shown in Table 6.2. The BUE can be improved when the proposed GS-TAS is employed.
In addition, the throughput of the secondary systems can be also increased. As further
issues, the proposed GS-TAS requires the function of time synchronization. The cost to
time synchronize is greatly increased since a global positioning system (GPS) or another
wired line is required. For this reason, a scheme for time-synchronizing on the same line
as the MFH signal and other signals is required.

In order to introduce a TSN for a radio access network (RAN), a network design consid-
ering the specificity of MFH signal will be needed from now on. In particular, conventional
optical access network and TSN have not been considered to construct with the MFH link
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Table 6.2 Comparison of study target and achievement in layer-2 bridged network.

Study goal Achievement
Bandwidth . .
High High
usage efficiency
Latency Low Low
Throughput of . .
High High
secondary system
Time
Unnecessary Necessary
synchronization —
Hardware . .
Partial L2SWs | Partial L2SWs
remodeling

that has the characteristic of simultaneous burst arrival. We expect that bandwidth allo-
cation schemes of this thesis which makes MFH link coexist with secondary services will
be a fundamental technology for realizing time sensitive network.
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