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1. [XL&HIC

T4 —T T == U THNE, EVRAREEDIL
Famlb LT, IR E L TWV5H[1-8], Rz,
H B EER LT [5] 0 = 7 T 2 BGRRFR O MERED . 1€
KE HERMICEN ERESNTHD, Fim,
Alpha GO [6]i%., T« —7 7 —=> 7 HiFDIEH &
LTHELTHD, T4—TTF7—=71F, =a—7
N3y NI =7 ZHWREE D1 >THY, £
JEO=a—F Ny NU—=7 N5 Z & RRET
bD, BHFEOE-DH A%, #EifttT—4 O
Wi, BEN R LT — 2O, R THIO 35Th
Do BEAXIRHTCINDLDHAZIIR LT, T 14—
T == IREVERE R R T 2 L3 S Tn
Do Fio. Y7 MRESCAMELFIEL, HKRHE
HIUCFIH T2 2 LN TE 5[9,10], 2 2HEHZBIT 5
HAERZAETHIEANEA TV A[11,12], Tk
X, FAHFO7 4 7 —OWmBIZONT, T4 —7
7 == I K DN kD HOG R
D SVM IZR D5 E0 b, EICEERETH D Z
LERWE LN, 2, T4 —7 T —=U ik
D 1>TH% SRGAN % 7= B LALERIZ DU
T, HRA Ao B — L ERRE T HMEE (FIB-SEM)
DI RRRAGE T OB BT DA DTSN T
WELEN2, T4 —T 7= 7O REERD D
IZIE, Ry MU — IR, BRx RBfE ST 2
— 2R LR BT D NEN D D, T,
INA R—=RT A —H Dl E IR D,
AFRETIL, A= F A —=F DIz
T, BEHT LT XALEEEATHZ LT, F4
MEHCBET 27 — 2T 2T 4 —F 7 —= 7D
PEREZ |, AT E S5 Tk - A A ORGSR
2T T, YRR ekt & e L7,

2. Deep Learning [k DEESHEREL

Deep Learning (& & 2 B3 FIZ DUV T G HREL
FY 72 Rl Tl 7R < . FHEEERH o BLR T IS B
T 5, BHRIAIHR=2—F /L3y hTU—27 (CNN)IZ &
ZFfH & L CiX, TensorFlow O F = — kU 7LD
MNIST DFEZHEFTOREN LSO TS, 2
DEFTIX, BRARENIBOETABRHN LR
T2, MNIST &R U & 927 —# ¥ 94T,
HEER EOMLEOERT — 2 kT 257 4 —77
—=2 7%, Tensorflow 7 & D> — L% I\ CHii H
WZEET 52 ENTE H[9],

2.1 TensorFlow & Keras [TDLVT

Tensorflow |, Google tE23HFE LA —70 v —
ADT A —T T == T DT7A47 7Y Thbd, Keras
I%. Tensorflow 72 & & f#{EIZ L 5 72 > D python ~—
ADT yN=TH0, NTADRINLINS H MK
LTWs, M1o& 51z, python HCTET L EFR
THALANTHAT S,

model.add(Activation('relu’))
model.add(MaxPooling2D(pool_size=(2, 2)))
model.add(Convolution2D(64, 3, 3, border_mode="same’))
model.add(Activation('relu’))
model.add(MaxPooling2D(pool_size=(2, 2)}))
model.add(Convolution2D(128, 3, 3))
model.add(Activation('relu’))
model.add(MaxPooling2D(pool_size=(2, 2)))
model.add(Convolution2D(2586, 3, 3))
model.add(Activation('relu’))
model.add(MaxPooling2D(paol_size=(2, 2)))
model.add(Flatten())
model.add(Dense(1024))
model.add(Activation('relu’))
model.add(Dropout(0.5))
model.add(Dense(256))
model.add(Activation('relu’))
model.add(Dropout(0.5))
model.add(Dense(self.nb_classes))
model.add(Activation('softmax'))
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2.2 CNN D/ \A 13—iRF A — 2 DHEIL

Keras @ python 227 V7 N Ti%, X hT—27 D
&8O, Fx D/RT A —H Z RRENCE Z -
A fHEICIT ) 2 e TE D, BHDONRT A—H
DOYRBRH e b Tk L LT, Bz Y » K
—F T UH LAY —F AT, python X—ADZ
A7 7V EFAT DL TR ONENREREE,
THRICE T D Z LN TE D, Ixilt, python Ol
%7477V (Deap) & VT, BT LY X
LT2JE CNN DO/NT A —Z BT HF 6] H T
ET2[13], AFRETIX, NA =R TF A —F D i
LIz T, EILEHEOFEL HPC Z2TEH LT, 4
T oMETE BN E LT,
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Fxld, FLFO7 4 7—OWEBICEHLT, 7
A= T == T OB ED XD Rt A Fr
b MER MBI G E DR E D NITEL
WD, FrZ, ERT —F 2 LBMET 22 LN
HTHLID, ARHW 2155 2D RKRLE
IR FERT — Z W R BT D AT,
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TLRDT ¢ T — OB R BT D AR 22 i
MET IO, FERT— X2 DDV IZ, SPring-8
THHM L7252 TR Z# W T g E Lz~
47— 3WITIEEDT —# & iz (K2), K
251 SBR(M-SBR) & | AZ 4 SBR(n-SBR) ™ 2 fEFAD
3T A F T D,

M2 BERARZ CAPDDT 4T —EEHEE OBE

ARFCIE, EBT—% & LT, 202 ok
LTV BT R ARE LT 3 RO (Rd)
Mo, TUHLRNETT o HLRGROAT A A
BuE 2R LTz, T4 —7 7 —=v 7IC LD HE#
ek OPERERHI IR, FEM. T A2 ML RHEAH O
30T —Fty FEFMT S (X3), &I,
RO R E S & BGREIT T D HERE D AT
A7z, BT A O 50X 1000 ICEE L, FEAE T
A OG5 % . 8000 B, 2000 #fE, 500 K
& LT, Bk K& X%, (250nm)2, (500nm)?,
(1000nm)? D 3fE L L7z, £ 11T K92, mifgdk
MEBNTE, EZFBENPRKRELS hote, Fiz,
(1000nm)2 »>Tidk, 500 # A TH 9 FIDIEER L 72>
7oo —7FC. (500nm)? TlE, EfgE 5 &, n-SBR
DIEZLEBPMET Lz,

3 MERERHARIC 31T 57 — & L AAE D OBLE

#1 2RABORICKT 3 ELERDEE)

TEALEN EREES M-SBR | n-SBR Rnd
(250nm)? 8000+8000 434 925 516
(500nm)?2 500+500 981 663 925
2000+2000 965 791 950
8000+8000 908 889 993
(1000nm)? | 500+500 914 915 1000
2000+2000 978 974 1000
8000+8000 940 995 1000

3.2 FIB-SEM R T— 2 [0 9 % FiwiREt

2nm fi#1% 5 T FIB-SEM THIZ L7-7 — # [14])>
% (1000nm)? C 880x4 KD & B it L=, (X1 4),
M-SBR, n-SBR, Rnd ¢ 3 FEXE O EIG /5355 5 2 7=
A IR=/RT A= ZIGEL D PG E LT, B
BREOBEZEZ T, EEBOZE 2N DT (£ 2),
FUY—T T == T DT IVDE ML HEREN
EodHZ L EMNDT,



X 4 FIB-SEM THIZ L= 3kt L5 — & Diih

%2 LEABOEIIRT HEEROEE)

M-SBR n-SBR Rnd
CAF2 753 767 880
C4AF3 744 717 880
CAF4 863 812 880
CA4AF5 880 766 880
CAF6 878 823 880
CAF7 878 741 880
CAF8 878 833 880
CAF9 880 542 880
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7=7-% . CUDAT.5, Python3, Tensorflowl.3 7¢ & D)
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S 5T, FIB-SEM 7¢ & TR L= BIEFEBROT —
ZNT LT, NA =T A= Z Ot 2 et L
TW TETH D, £z, BMAREG MG,
B3 TR ORERE-HE MBI O TRl E LT, &S
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B (R E%F 5 : hpl30050, hpl40082, hp140239,
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