
Title On the piecewise geodesic approximation of
Andersson and Driver

Author(s) Inahama, Yuzuru

Citation Osaka Journal of Mathematics. 2005, 42(4), p.
791-806

Version Type VoR

URL https://doi.org/10.18910/7117

rights

Note

The University of Osaka Institutional Knowledge Archive : OUKA

https://ir.library.osaka-u.ac.jp/

The University of Osaka



Inahama, Y.
Osaka J. Math.
42 (2005), 791–806

ON THE PIECEWISE GEODESIC APPROXIMATION
OF ANDERSSON AND DRIVER

YUZURU INAHAMA

(Received May 19, 2004)

Abstract
In 1999 Andersson and Driver proved a piecewise geodesic approximation for-

mula for path integrals on compact Riemannian manifolds. Here, geodesics are
those of the Levi-Civita connection. In this paper we will generalize their result for

1-type metric to the case of general metric connections.

1. Introduction and main result

Let be a compact Riemannian manifold and ( ) be the continuouspath
space over . For any partitionP the space P ( ) of piecewise geodesics is defined
and equipped with two inner products, namely1-type and 2-type metrics. With
these metrics P ( ) becomes a finite dimensional Riemannian manifold.P ( ) is
equipped with probability measures which have “Gaussian-like” densities with respect
to the Riemannian volume measures. In [1] Andersson and Driver considered the
Levi-Civita connection and proved thatP ( ) with these probability measures con-
verges in an appropriate sense (i) (in1-case) to ( ) with the Wiener measure and
(ii) (in 2-case) to ( ) with a probability measure whose density with respect to
the Wiener measure is written in terms of the scalar curvature of .

In this paper we generalize Andersson and Driver’s approximation theorem for
1-metric to the case of a general metric connection . Metric connections other than

the Levi-Civita connection naturally appear in stochasticanalysis on Lie groups and
homogeneous spaces. (For example, see Example 8.1 in Driver[2]). Our method is
based on Andersson and Driver [1].

Before we state our main theorem we introduce notations. Here, we only give a
brief explanation. The precise definitions will be given in later sections. Let ( ) be
a compact Riemannian manifold with fixed initial point . We consider a met-
ric connection on . Let ( ( ) ) be the orthonormal frame bundle with ini-
tial point ( ). We choose in the fiber of . The path space ( ) is the
space of continuous maps from [0 1] to which start at . We define( ( )) in
a similar way. For a partitionP of [0 1], P denotes the mesh of the partition and

P ( ) denotes the space of piecewise geodesics in which change directions only
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792 Y. INAHAMA

at P and start at . For P ( ), we define the energy of a path ( ) in the
usual way. P ( ) is a finite dimensional manifold. On P ( ) we consider a natural
“ 1-type” Riemannian metric (see Definition 4.3 for the precisedefinition). We equip

P ( ) with the probability measure

1
P = (normalizing const.) exp

( )

2
Vol 1

P

where Vol 1
P

is the Riemannian volume measure onP ( ). We denote by the dif-
fusion measure on ( ) which corresponds to the generator trace( 2) 2 = 2+ .
Here, is the Laplace-Beltrami operator and is a vector field given by (4.8).

Now we state our main theorem. This is a natural generalization of Theorem 4.17
in Andersson and Driver [1].

Theorem 1.1. Let the notations be as above. If is a bounded continuous func-
tion on ( ) then,

lim
P 0

P ( )
( ) 1

P ( ) =
( )

( ) ( )

In the final section we give a simple remark for the case of non-compact complete
manifolds.

2. Preliminaries from differential geometry

In this section we introduce notations and assumptions and give preliminary re-
sults from differential geometry, which will be in later use. Let be a compact con-
nected Riemannian manifold of dimension and let be an arbitrarily chosen fixed
point in . The Riemannian metric tensor is denoted by . As usual we often write

for ( ), where and are tangent vectors. The tangent bundle of is
denoted by and the set of all the sections of is denoted by ( ).

Let be a metric connection on (i.e., = 0). Its torsion tensor and curva-
ture tensor are defined as follows;

( ) = [ ](2.1)

( ) = [ ](2.2)

Here, ( ). Note that, in some other literatures, the definitions of and
may be different by constant multiplication. Our definitions are the same as the ones

in Driver [2].
Now we introduce the orthonormal bundle over . For , set

( ) = : R linear isometry and ( ) = ( )
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( ) is called the orthonormal bundle over and becomes a principal fiber bun-
dle over with its structure group ( ). The natural projectionis denoted by

: ( ) . We arbitrarily choose ( ) as the initial frame and fix it
throughout this paper. For ( ), ker( : ( ) ( ) ) is called the verti-
cal subspace of ( ) and is denoted by .

To a metric connection on corresponds a connection 1-form = .is
an so( )-valued 1-form on ( ) with some appropriate properties. (See textbooks of
differential geometry for basic facts of connection forms on ( ).) For ( ),
ker( : ( ) so( )) is called the horizontal subspace of ( ) and is de-
noted by . Note that = ( ). There exists a unique isomorphism
H : ( ) such that H = Id ( ) , which is called the horizontal lift.
Let =1 be the canonical orthonormal basis ofR . Vector fields ( ( ))
(1 ) defined by ( ) =H are called the canonical horizontal vec-
tor fields. Let be anR -valued 1-form on ( ) defined by ( ) = 1 ( ) for

( ). Then,

( ) : ( ) = = so( ) R

is a linear isomorphism. In other words, given a connection,( ) can be trivialized.
Hence, ( ) can be considered as a Riemannian manifold.

Let be as above. The curvature form of is anso( )-valued 2-form on
( ) defined by

( ) = ( ) ( ) ( )

where denotes the horizontal component of . The torsion formof is an
R -valued 2-form on ( ) defined by

( ) = ( ) ( ) ( )

For all ( ) and R , set ( ) = (H H ) so( ) and
( ) = (H H ) R .

The following is a well-known lemma. So we omit a proof. The first and the sec-
ond equations are called structure equations. The third andthe fourth equations state
that and defined as above are, in fact, the scalarizations of and , respec-
tively.

Lemma 2.1. Let the notations be as above. Then, the following propositions
hold.

= + ( first structure equation)

= + (second structure equation)
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( ) = 1 ( ) for all ( ) and R

( ) = 1 ( ) for all ( ) and R

Proof. See pp.280–281 in Driver [2] or Section III in Kobayashi and Nomizu [4],
Vol. I.

For an absolutely continuous path : [0 1] , its energy is defined by ( ) =
1
0 ( ) 2 . We set

( ) = : [0 1] continuous and (0) =

and

( ) = ( ) absolutely continuous and ( )

We define (R ) and (R ) in a similar way with replaced by 0 R . The inner
product of (R ) is defined by ( ) = 1

0 ( ) ( ) .
For ( ), its horizontal lift ( ) is defined by ( ) ( ) =H ( ) ( )

with (0) = . Let ( ) : ( ) ( )( ) denote the parallel transport along
with respect to . It is well-known that ( ) = ( ) 1. Since we regard ( ) =R
by fixing the initial frame , we will simply write ( ) = ( ) in the following.

Let be an absolutely continuous vector field along ( ) with (0)= 0.
Then, its covariant derivative along can be written as follows;

( ) = ( ) ( ) 1 ( )

For such and , the inner product1( ) is defined by

1( ) =
1

0

( ) ( )

For ( ), the tangent space ( ) of ( ) is defined by

( ) = absolutely continuous vector field

along ( ) such that (0) = 0 and 1( )

We define the development map and the anti-development map. The development
map : (R ) ( ) is defined, for (R ), by ( ) = ( ) where is
the solution of the following differential equation:

( ) = ( ) ( ) with (0) =
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There is another way to obtain ( ). Consider the solution of the following differential
equation (for ):

(2.3) ( ) =H ( ) ( ) ( ) with (0) =

Then, ( ) = ( ). By using the canonical horizontal vector fields , we can rewrite
the equation (2.3) in the following form:

(2.4) ( ) =
=1

( ( )) ( ) with (0) =

where ( ) = ( ) . It is well-known that (2.3) and (2.4) are equivalent.
The anti-development map 1 : ( ) (R ) is defined, for ( ), by

= 1( ) (R ), where

( ) = ( ) 1 ( ) with (0) = 0

It is known that is a diffeomorphism of two Hilbert manifolds, (R ) and ( ).
However, is not an isometry in general as we will see in Theorem 3.1. See Palais
[6] for definitions of Hilbert manifolds such as ( ) and their basic properties such
as the inverse function theorem. In Section 13 in [6] the differential structure of ( )
is defined by embedding into a Euclidean space. Hence, when wediscuss the
smoothness problems we may consider as a submanifold of a Euclidean space if
necessary.

For each ( ( ) (R )), we define ( ) ( ) by

( ) = ( ) ( ) [0 1]

where ( ) = ( )( ). The mapping ( ) ( ) is an isometry of two vector
bundles, ( ) (R ) and ( ).

We recall the definition of the volume form on an oriented Riemannian manifold
for later use. For an oriented Riemannian manifold ( ) with dim = , its volume
form is the -form defined by the following;

Vol( 1 ) = det ( ) =1
1 2

where 1 is an oriented basis of the tangent space. Abusing the notation we
write Vol again for the measure induced by the linear functional 0 ( )

Vol.
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3. Differentials of development map for metric connections

In this section we compute differentials of development mapfor the case of metric
connections. First we fix notations. For ( ) and ( ) , let

( ) = (H H )

Then, it follows from the definitions of and and from Lemma 2.1that
( ) = 1 ( ) and ( ) = ( ) for R .

For ( ), ( ) = ( ) and ( ), set

( ) =
0

( )( ( ) ( ))

( ) = ( ) + ( )( ( ) 1 ( ))(3.1)

Note that ( ) isso( )-valued functions defined on [0 1] and that ( ) = 0 for all
[0 ] if ( ) = 0 for all [0 ].
In the following theorem (Theorems 3.1) we abuse some notations. For example,

( )( ) should be written [( ˜ )( )]( ), where ˜ is the (so( ))-valued 1-form on
( ( )), which is naturally defined by . However, this is lengthyand we write

( )( ) for simplicity. For ( ) and so( ), denotes the ver-
tical vector tangent to the path at = 0. Note that a theorem similar to
Theorem 3.1 below was proven for the case of smooth path spaces (Theorem 2.2 in
Driver [2]).

Theorem 3.1. Let ( ) and ( ). We write = ( ) and =
1( ) as above. Then, we have the following;

( )( ) = ( )(3.2)

( )( ) = ( ) 1 ( )(3.3)

( )( ) = ( ) ( ) +H ( ) ( )(3.4)

( )( ) = ( ) 1 ( )
0

( ) ( )(3.5)

where = 1 .

Proof. By using (ii) in Lemma 3.2 below we can prove equations(3.2), (3.3)
and (3.4) in the same as in Theorem 3.3 in [1]. Here we prove equation (3.5), in
which the torsion term appears.

Let be a smooth curve in ( ) such that0 = and 0̇ = . In this
proof we write ˙ ( ) for ( ) ( ) and ( ) for ( ) ( ). Let ( ) = ( )
and ( ) = 1( )( ). We set ˙ ( ) = ˙0( ). Then, it follows immediately thaṫ ( ) =
( )( ) and ˙( ) = ( 1 )( ).
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Noting that

( ) =
0

( ) 1 ( ) =
0

( ( ))

we obtain that

1 ( ) =
0

( ) =
0

( ( ))(3.6)

Here we changed the order of derivatives (for a proof, see Lemma 3.2 below). For any
1-form and vector fields and , the following Cartan identity holds;

(3.7) ( ) = ( ) ( ) ([ ])

Applying this with = , = and = (for a more rigorous proof, see
Lemma 3.2 below), we see that the right hand side of (3.6) is equal to

( 0( )) + (˙0( ) 0( ))

= ( 1( ) ( )) ( )( ˙0( ) 0( )) + (˙0( ) 0( ))

= ( 1( ) ( )) ( ˙0( )) ( 0( )) + (˙0( ) 0( ))

= ( 1( ) ( )) ( ) ( ) + (( )( ) ( ))(3.8)

Here, we used (1) the first structure equation (Lemma 2.1) forthe first equality, (2) the
fact that ( ( )) = 0 for the second equality, (3) (3.2) and the fact that ( ( )) = ( )
for the last equality. Noting that ( )( ) =H ( ) ( ) from (3.4) and that

(( )( ) ( )) = (H ( ) ( ) H ( ) ( ) ( )) = ( )( ( ) 1 ( ) ( ))

we can easily deduce (3.5) from the right hand side of (3.8).

Lemma 3.2. (i) Let be a smooth curve in (R ). We write ( )( ) =
( ) for ( ) R [0 1]. Let denote the derivative of ( ) in (R ).

Note that( )( )( ) = ( )( ) for all ( ) since (R ) ( ) R is
a continuous linear mapping. Then, it holds that

( 0 ) = ( 0 ) for a.a. [0 1]

Here, ( )( ) in the left hand side denotes the derivative at= 0 of the smooth
path ( )( ) in 2([0 1] : R ).
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(ii) Let be a Riemannian manifold and let ( ) and ( ) be
smooth vector fields. Let be a smooth curve in( ). We write ( )( ) =

( ) for ( ) R [0 1]. Then, for each fixed 0, it holds that

( )
= 0

=
= 0 = 0

for a.a. [0 1]

Proof. First we show (i). Note that the mapping defined by

= ( ) [0 1] (R ) 2([0 1] : R )

is continuous linear. Hence, the curve is a smooth curve in2([0 1] : R )
and thus we have shown (i).

Next we show (ii). As we stated before we may regard as a submanifold of an
Eucleadian space of high dimension. Hence we can apply (i). Note that in (i) the time
interval [0 1] is not essential and can easily be replaced with any subinterval [1 2].

Let us take a local chart (1 ) around (0 0). Then, the exist [1 2] and
[ 1 2] such that (0 0) ( 1 2) ( 1 2) and [1 2] [ 1 2] is contained in the local
chart. The local functions and can be extended as a global function defined on
the Eucleadian space. Then, the function

[0 1]
= 0

= ( ( ) )
= 0

= ( )
= 0

is an well-defined element in (R). (Here, the time interval in the definition of (R)
should be appropriately replaced). Hence,

[0 1]
= 0

= ( )
= 0

+ ( )
= 0

(3.9)

is an element in 2([ 1 2] : R). Similarly,

R = ( ( ) ) = ( )

is a smooth curve in 2([ 1 2] : R). Its derivative at =0 in 2([ 1 2] : R) is

= 0

= ( )
= 0

+ ( )
= 0

(3.10)

From (3.9), (3.10) and (i) of this lemma we obtain (ii).
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4. Piecewise geodesic approximations

In this section we first construct, for a given partitionP [0 1], finite dimen-
sional submanifold P ( ) ( ), which consists of piecewise geodesics. Then, we
show that, in an appropriate sense, the probability measure1 converges to the diffu-
sion measure on ( ) whose generator is 2 = trace( 2) as the mesh ofP
tends to zero.

We set some notations. Let = [0 1] andP = 0 = 0 1 = 1 .
P = max 1 is called the mesh of the partitionP. We set = ( 1 ] and

for . For a function , let = ( ) ( 1) and = 1. For a
piecewise continuous function on = [0 1], we write ( +) = lim0 ( + ).

DEFINITION 4.1. For a partitionP, set

P = (R ) 2( P) ( ) = 0 for P

and

P ( ) = ( ) 2( P) ( ) = 0 for P

P (resp. P ( )) is the set of piecewise linear curves inR (resp. piecewise
geodesics in ), which change directions only at the points inP.

Note that ( P ) = P ( ) since, for ( ) = ,

( ) = ( ) ( ) = ( ) ( ) = 0

Since P is a subspace of (R ) and is a diffeomorphism of Hilbert manifolds,

P ( ) is an orientable submanifold of ( ). Clearly, its dimension is = (#P)
dim .

For P ( ), the tangent space P ( ) is a subspace of ( ). In the
next proposition, we give a necessary and sufficient condition for ( ) to be
in P ( ).

Proposition 4.2. Let P ( ) and ( ). We write = 1( ) and
= ( ) as above.

(i) Then, P ( ) if and only if

2

2
( ) = ( ( ) ( )) + ( ( ) ( )) ( )
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= ( ) ( )

+ ( )( ( ); ( ) ( )) + ( ( ) ( )) ( ) on P

(4.1)

Note that ( ) ( ) = ( ) ( ), etc.
(ii) Equivalently, for (R ), ( ) P ( ) if and only if

( ) = ( )( ( ) ( ))

+ ( )( ( ); ( ) ( )) + ( )( ( ) ( )) ( ) on P
(4.2)

Proof. By the definition of the Jacobi fields, we have the first equality (the Ja-
cobi equation) in (4.1). The second equality can be easily shown by the Leibniz rule
for . For the Jacobi fields and equations of affine connections, see Section VIII in
Kobayashi and Nomizu [4], Vol. II.

We can easily obtain (4.2), by scalarizing (4.1). Note that () ( ) = ( ),
( ) ( ) = ( ), ( ) ( ) = ( ) ( ) and ( ) ( ) = ( 2 2) ( ).

Now we define the Riemannian structure onP ( ).

DEFINITION 4.3. Let P and P ( ) be as above. For P , set

P
=

1

0
( ) ( ) =

=1

( 1+) ( 1+)

This is the restriction of the inner product on (R ). For P ( ) and

P ( ), set

1
P ( ) =

=1

( 1+) ( 1+)

By the same reason as in the Levi-Citita case (see Remark 4.5 in [1]), it follows from
Proposition 4.2 that 1

P
is non-degenerate and hence defines a Riemannian structure

on P ( ).

DEFINITION 4.4. For a partitionP we set VolP and Vol 1
P

be the volume form on

P and P ( ), respectively. We also set

1
P ( ) = (2 ) 2 exp

( )

2
VolP ( )

and

1
P ( ) = (2 ) 2 exp

( )

2
Vol 1

P
( )
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Here ( ) and ( ) denote the energy of the paths and , respectively.

We introduce some notations. For a partitionP = 0 = 0 1 = 1 and
( 1 ], we set

ˆ ( ) = 1( ) and ˜ ( ) = ( ) 1( )

Clearly, = ˆ + ˜ . From (3.5) in Theorem 3.1,

(4.3) ( ) ( ) = ( ) ˆ ( ) ( ) ˜ ( ) ( )

for (R ).
The following is the key theorem in this section. It states that preserves the

volume forms.

Theorem 4.5. Let the notations be as above. Then, (Vol 1
P

) = VolP and
( 1

P
) = 1

P
.

Proof. This proof is based on Theorem 4.8 in [1]. The second assertion immedi-
ately follows from the first one, since ( ) = ( ) if ( ) = .

We show the first assertion. Let P ( ), = 1( ) P and is an
orthonormal basis of P . It is sufficient to show that

(4.4) det 1
P ( ) = 1

We set ( ) = 1( )( )( ) and
P

= ( 1+) ( 1+) . Re-
stricted on P , P coincides with

P
. Then, = and

det 1
P ( ) = det

P

By (4.3) we have = ( ( )) = ˆ ( ) ˜ ( ) and, hence,

+ ˆ ( ) = ˜ ( )(4.5)

Note that , ˆ and are constant on ( 1 ) and that ˜ 1( ) = 0. Hence, the
both sides of (4.5) are constant and equal to (1+). Therefore,

P
=

1

0
( ) + ˆ ( ) ( ) ( ) + ˆ ( ) ( )

Set

( )( ) =
0

ˆ ( ) ( )
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Note that End( P ) since ˆ ( ) and ( ) are piecewise constant functions. Since
we have just obtained

det 1
P ( ) = det ( + ) ( + )

P

= [det( + )]2

it is sufficient to show that det( + ) = 1.
Let =1 be the canonical orthonormal basis ofR and set

=
1

0
1( 1 ]( )

for = 1 and = 1 . It is easy to see that is an orthonormal
basis of P . Note that ( ) = 0 on [0 1] and ( )( ) = 0 on [0 1], be-
cause is obtained by solving the ordinary differential equation (2.3) or (2.4). Hence,

( ) = 0 on [0 1] from (3.1) and ˆ ( ) = 0 = ( )( ) on [0 ).
Thus, if , P = 0 for any , since ( +) = 0 if = 1
and ( ) ( +) = 0 if = 1 2 1. Hence, is represented by an upper-
triangular matrix with vanishing diagonals. In particular, all the eigenvalues of are
0 and det( + ) = 1.

For a partitionP Let P : (R ) (R ) be given by ( (1) ( )).
Note that P P

is a linear isomorphism of vector spaces. We writeP = P
1
P

.
Then, we have the following (Lemma 4.11 in [1]);

P ( 1
P ) =

=1

( 1 )
=1

where 0 = 0 by convention, =1 is the standard volume form on (R ) and
( ) = (2 ) 2 exp( 2 (2 )) is the heat kernel onR . In particular,

P
( 1

P
)

corresponds to the measureP ( ), where is the Wiener measure on (R ).
For a standard -dimensional Brownian motion ( )0 1 starting at 0, we set

P = P P ( ), or explicitly,

P ( ) = ( 1) + ( 1) if ( 1 ]

where = ( ) ( 1).
Now, before stating Corollary 4.6, we give a simple fact. Let1 2 be two ori-

ented manifolds of the same dimension and :1 2 be a diffeomorphism
which preserves orientation. For 2 and 1 , we de-
note by ˜ and the (signed) measures on2 and 1, which correspond to and

, respectively. Then, the law of induced by the diffeomorphism is ˜ .
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Thus, we have obtained the following corollary.

Corollary 4.6. Let be the Wiener measure on(R ) and be the Brownian
motion defined as above. Then, the law of P and the law of ( P ) is 1

P
and 1

P
,

respectively.

We introduce some probabilistic notions. For the existenceof such notions and ba-
sic properties of them, see Section 3 in Driver [2], for example. Let ( ) 0 1 be the

-dimensional Brownian motion as above. Let ( )0 1 be the solution of the fol-
lowing stochastic differential equation:

(4.6) ( ) =H ( ) ( ) ( ) with (0) =

or equivalently:

(4.7) ( ) =
=1

( ( )) ( ) with (0) =

where ( = 1 ) is the canonical horizontal vector field on ( ) and =
( 1 ). By the existence and pathwise uniqueness of the solutionsof (4.7),
defines a measurable mapping from ( (R ) ) to ( ( )) (which is denoted by ,
again). The mapping̃ = : ( (R ) ) ( ) is called stochastic development
map. The law of˜ is denoted by . It is well-known that is a diffusion measure on

( ) with its generator trace(2) 2 = 2 + , where is the Laplace-Beltrami
operator on and

(4.8) =
1

2
ˆ

in a local coordinate (1 ). Here, ˆ and are the Cristoffel symbols of the
Levi-Civita connection and , respectively. (See equations(4.31) and (4.33) in Sec-
tion 4, Chapter V, Ikeda and Watanabe [5].) If is torsion skewsymmetric, then
vanishes i.e., is the Wiener measure on (see Section 8 in [2]). However, does
not vanish in general.

On the probability space ( ( ) ), two measurable mappings are defined. ( )
denotes the stochastic horizontal lift of . ( )0 1 is an ( )-valued process

and its law is the same as the one induced by .˜( ) = 0
1
( ) ( ) is called the

stochastic anti-development map. It is known that˜( ) is a standard -dimensional
Brownian motion defined on ( ( ) ).

Now we prove our main theorem (Theorem 1.1) in a similar way toAndersson
and Driver [1].

Proof of Theorem 1.1. We can prove this in the same way as in Andersson and
Driver [1]. So we only give a sketch of proof.
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Since we have shown Corollary 4.6, it is sufficient to show that

(4.9) lim
P 0

E[ ( ( P ))] = E[ ( ˜ ( ))]

For a bounded continuous function on ( ( )), set ( ) = ( ( )) and˜ ( ) =
( ( )). As we mentioned above, it holds that

( )

˜ ( ) ( ) = E[ ( )]

and

P ( )
( ) 1

P ( ) = E[ ( P )]

Here, E denotes the integration with respect to andP is defined from P by
(2.3) or (2.4). Note that we used the fact that the law ofP is equal to the law of

under 1
P

. In order to verifyE[ ( P )] converges toE[ ( )], we embed ( ) in
a Euclidean space of high dimension using Nash’s embedding theorem and apply the
approximation theorem of Wong-Zakai type for SDE (4.7) and ODE (2.4) with re-
placed with P . (See Theorem 4.14 in [1].) More precisely, the convergence is in the
following sense; for any 1,

lim
P 0

E sup
0 1

P ( ) ( ) = 0

Here, P and are regarded as the Euclidean space valued process by using Nash’s
embedding (see p.450 in [1]). Thus, we have shown limP 0 E[ ( P )] = E[ ( )]. By
setting = , we obtain (4.9).

5. A remark for non-compact case

In the previous sections we assumed the compactness of for simplicity. In this
section we give a simple remark for non-compact case. We assume the Riemannian
manifold is complete. Note that the solutions of ordinary differential equation (2.3)
or (2.4) does not explode in finite time.

In the previous sections compactness is used only to prove that (i) the solutions
of stochastic differential equation (4.6) or (4.7) does notexplode in finite time and (ii)
the approximation (4.9) holds.

Hence, on a complete Riemmanian manifold with a metric connection such
that the above conditions (i) and (ii) hold, Theorem 1.1 can be extended in a natural
way.

Now we give an example, which is essentially taken from Driver [3]. In this ex-
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ample, the manifold is a (non-compact) matrix Lie group withthe left invariant struc-
ture. (The right invariant case can be done in the same way.)

EXAMPLE 5.1. Let be a matrix Lie group in GL( R) for some N. For
gl( R), we set = trace( ). We consider the left invariant structure

as follows. A tangent vector at the identity element is identified with a left invariant
vector field over as usual. We consider the restriction of theinner product
to g = ( ). Here, denotes the unit element of . By using the left translation we
can define a Riemannian structure on . We consider a left invariant connection ,
that is, g for all g. We assume metric compatibility of , which is
equivalent to the property that = for all g. Hence,
can be regarded as an element inso(g).

Now we consider horizontal vector fields on ( ). By using the left translation
we may identify and ( ) with g and (g), respectively. With this
identification the horizontal subspace can be written explicitly as follows:

( ) g so(g) g

Fix an orthonormal basis 1 of g, where = dim . This is equivalent to
fixing an initial frame over . Now we may identifyg with R . In this case the
canonical horizontal vector fields are given by ( )=1.

Let ( ) = ( ( ) ( )) be the solution of the stochastic differential equa-
tion (4.7). Note that and are -valued and ( )-valued processes, respectively.
Then, the equation (4.7) can be written in matrix form as follows:

( ) = ( )
=1

( )

( ) = ( )
=1

( )

Here, ( ) =1 is the standard -dimensional Brownian motion. Note that˜ ( ) = in
this case. (Similarly, ordinary differential equation (2.4) can be written in matrix form
and its first component is ( ).)

Driver showed in Appendix A, [3] that condition (ii) above (the convergence
in (4.9)) holds in this case. Hence, Theorem 1.1 holds in thiscase, too.
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problem to his attention.
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