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Abstract

Missed or unwanted information is everywhere in visual media. Images or videos
are often captured with unwanted pixels, including film grain, sensor noise, or
objects in front of the filming target. Moreover, in many cases, depth images and
point clouds routinely have missing holes.

Inpainting has been given an increasing amount of attention due to its ability to
remove and fill in such regions. In terms of the general workflow, users indicate
unwanted regions, which are to be removed, by masking them. Many methods
have been proposed after the first inpainting framework was introduced in 2000
by Bertalmio et al. [1]. In recent years, inpainting has become an indispensable
technique for enhancing photographs or movies. However, for many users, it is
still difficult to use the technique effectively.

One reason for this is that existing inpainting methods require well-tuned parame-
ters or masked regions. Thus, the users are required to iteratively tune parameters
or mask them, employing inpainted results until desired ones are obtained by trial
and error. However, this is a very time-consuming task. It is also possible that
certain difficult images are not easily inpainted or no existing method can inpaint
the images effectively. Most existing methods fail when similar regions do not
exist in undamaged regions. General users cannot find a solution for their tasks
with such method-matter failure.

To overcome these difficulties, this study explores new approaches for inpaint-
ing, thereby providing a number of contributions in this field of research. First,
a method is proposed to pair-wisely estimate the better inpainted result, aim-
ing at selecting the best one from a number of results with different parameters.
Although it is not possible to estimate the inpainted quality before inpainting is
performed, our method is designed to delete the parameter-tuning processes often
utilized by users.

Second, to obtain training data used in pair-wise preference estimation, simulated
“failed” inpainted images are used. This contributes to achieving the preferential
estimation without any manual annotation. The other contributions is a way to
generate degraded inpainted results.

Thirdly, this study proposes a way to automatically optimize the masked region so
that the final inpainted image becomes a more “perceptually-natural” ones. This
approach contributes to reducing the user’s iteratively-mask setting processes.

Finally, this study addresses the general problem regarding inpainting, which
most existing methods fail to address when similar regions to be used for restora-
tion do not exist in images or database. To solve this problem, lower-dimensional
space is used for the restoration process and to compensate the lost information
after restoration. This new framework contributes to improving the applicability
of existing restoration algorithms.
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Chapter 1

Introduction

Computer graphics (CG) or computer vision (CV) based image processing tech-
niques have been researched to enhance images that we seek. Such techniques
have been introduced in various applications (e.g., color enhancement, texture
transfer, creating images that did not originally exist, or excluding portions of
those images that exist).

Image inpainting, originally proposed by Bertalmio et al. [1] is known as one
of the most remarkable techniques among them. Images sometimes include un-
wanted regions, such as a person walking in front of a filming target or a trash
can on a beautiful beach. Inpainting has been researched to automatically re-
moves and restores such unwanted regions in productively, so that they are as
“perceptually-natural”. The technique has been used in various applications, such
as object removal, damaged region restoration, and missing value completion.

The general inpainting workflow is shown in Fig. 1.1. It consists of three steps:
(1) users mask unwanted regions in the input image, (2) users set the parame-
ters, and (3) users execute the inpainting process. These three steps are often
repeated until the users generate their desired images. To date, numerous effec-
tive inpainting algorithms have been proposed [1, 6, 7, 8, 9, 10, 11, 12, 13, 14].
These previous studies primarily focused only on the third step, and the contribu-
tions of most of them are divided into two as shown in Tab. 1.1; robustness and
calculation cost. However, inpainting still requires its users possess considerable
expertise because of the following difficulties:

• Inpainting results vary largely depending on the method used and the pa-
rameters set. Thus, users are required to iteratively repeat parameter tuning
and review their changes until the desired results are obtained.

• Inpainted results vary largely depending on the shape of the masked re-
gion that are indicative of the region to be restored. In a typical scenario,
users have to iteratively modify a masked region until the desired results
are obtained, which is often time consuming.

• Even if parameters or masked regions are well-tuned, inpainting often fails
due to the limitations of the inpainting algorithm used. Hence, to avoid such
failures, users are required to select appropriate data for restoration and/or
select robust inpainting methods, which significantly decrease usability.
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Figure 1.1: General inpainting workflow consists of three steps: (1) users indi-
cate unwanted region by masking them, (2) tune parameters for restoration, and
(3) execute inpainting. Chapter 2 to 5 of this thesis solve the problems occurred
in these three steps.
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Table 1.1: Main contributions of existing and our methods.

Cost
Robustness Calculation Cost User Manipulation Cost

Bertalmio et al. [1] ✓
A. Telea [7] ✓

Criminisi et al. [6] ✓
Bernes et al. [8] ✓

Kawai et al. [15] ✓
Darabi et al. [9] ✓

Huang et al. [11] ✓
He et al. [10] ✓ ✓

Herling et al. [12] ✓
Iizuka et al. [13] ✓

Yu et al. [14] ✓
Isogawa et al. [2, 3](Ch.2) ✓

Isogawa et al. [4](Ch.3) ✓
Isogawa et al. [16](Ch.4) ✓

Isogawa et al. [5, 17](Ch.5) ✓

For the first problem in this regard, how different parameters affect the final
result is shown in Fig. 1.2. Fig. 1.2(a) and (b)show the masked image and its
inpainted results with different parameters, respectively. Although all inpainted
images are generated with the same masked image, their appearances vary largely
depending on the inpainting parameters used.

With regard to the second difficulty, Fig. 1.3 shows how differences in masked
regions affect the inpainting results. Fig. 1.3(a-1) and (a-2) show the original
images with masked regions highlighted in red, and (b-1) and (b-2) show the
inpainted results of (a-1) and (a-2), respectively. Although there are only slight
changes in the masked regions between (a-1) and (a-2), the final inpainted results
reveal a significant difference.

Finally, Fig. 1.4 shows a case where the inpainting fails even with the well-tuned
parameters and the masked region because of the inpainting method’s limita-
tion. Fig. 1.4(a) and (b) show the original image with the masked region and its
inpainted image. Although the masked region is appropriately drawn to remove
the tail of the yellow bird, inpainting fails because there are no hints to fill in the
hole, that is, there are no regions that have similar color and texture inside the
image.

To solve these three difficulties, although existing inpainting methods focus only
on the third part, this thesis also focuses on the first and second difficulties. In
Chapter 2 and 3, I propose learning-based preference order between inpainted im-
ages and a training data generation method to solve the first issue. To resolve the
second difficulty, I propose the method for masked region optimization described
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Inpainted images with different parameters

Original image with 
damaged region masked with red

Inpaint

Figure 1.2: Inpainted results with different parameter sets. Although the orig-
inal image and its masked region are the same as shown in (a), the results vary
depending on the parameters used for inpainting as shown in (b).

Original image (a-1) (b-1) (a-2) (b-2)

Figure 1.3: Inpainted results in different masked regions. (a-1) and (a-2) show
original images with masked regions highlighted in red, and (b-1) and (b-2)
show the inpainted results of (a-1) and (a-2), respectively. Although both results
are generated with the same original image, slight changes in the masked regions
significantly affect the final image quality.

(a) Original image with masked region (b) Inpainted image with failure

Figure 1.4: Example of inpainting failure due to the lack of similar region.
Although same shapes of plastic birds existed, inpainting of the yellow bird’s
tail fails due to the lack of a similar pattern regarding color and texture.
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in Chapter 4. These three chapters were developed to reduce the users’ work-
ing time associated with trial and error. In particular, in Chapter 5, our method
improves the third issue by using a lower dimensional image space for image
restoration. The next section describes the contributions of this thesis in greater
detail.
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1.1 Contributions

The main contribution of this thesis is an exploration of new approaches for im-
proving inpainting techniques in terms of “usability-awareness”. This study aims
to improve inpainting not only for professional image processing engineers but
also for general users. So far, inpainting has been researched to improve restora-
tion itself, and no work has been dedicated to reduce the burden on users. This
lack of work for usability with respect to inpainting still requires users’ trial and
error as described in the previous section, which can be considered as a bottleneck
for general users who wish to utilize inpainting. Thus, with this thesis, from the
viewpoint of user experience, I have focused on eliminating this bottleneck via
four proposed methods. The list of contributions are organized as follows: pref-
erence order estimation, training data generation, masked region optimization,
and inpainting via feature reduction and compensation.

1.1.1 Learning-Based Preference Order Estimation for Image
Inpainting

It is widely known that inpainting results vary significantly depending on the
method used for inpainting and the parameters set. Thus, in a typical case, users
must manually select the inpainting method and the parameters that yield the best
result. This manual selection takes a great deal of time; hence, there is a great
need for a way to automatically estimate the best result.

To solve the issue, in Chapter 2, I propose an image quality assessment (IQA)
method for image inpainting that aims to select the best option from a number of
results. Unlike existing IQA methods for inpainting, the proposed method solves
this problem as a learning-based ordering task between inpainted images because
the problem can be divided into a set of “pairwise preference order estimation”
elemental problems. I also introduce effective feature designs enabled, which are
investigated by actually measuring human gazes for order estimation.

1.1.2 Training Data Generation without any Manual Opera-
tions

Existing learning-based IQA methods for inpainting, such as the approach de-
scribed in Chapter 2, require subjectively annotated data for training. However,
subjective annotation is costly and subjects’ judgment occasionally differs from
person to person in accordance with the judgment criteria.

To overcome these difficulties, in Chapter 3, I propose a learning-based quality
evaluation framework for inpainted results that does not require any subjectively
annotated training data. The proposed framework generates and uses simulated
failure results of inpainted images whose subjective qualities are controlled as



Chapter 1. Introduction 7

the training data. I also propose a masking method for generating training datain
terms of fully automated training data generation. These approaches make it
possible to successfully estimate better inpainted images, even though the task is
quite subjective.

1.1.3 Masked Region Optimization for Image Inpainting

In image inpainting, users draw a mask to specify the region. However, it is
widely known that users typically need to adjust the masked region by trial and
error until they obtain a desired natural inpainting result because inpainting qual-
ity is significantly affected by even a slight change in the mask as shown in the
previous section. This manual masking takes a significant amount of users’ work-
ing time and requires considerable input.

To reduce this amount of human labor, Chapter 4 proposes a method for masked-
region optimization so that good inpainting results can be automatically obtained.
To this end, our approach estimates the “naturalness of inpainting” for all super
pixels in inpainted images and reforms an original mask on a super-pixel-basis so
that the naturalness of the inpainting result is improved.

1.1.4 Image Inpainting via Feature Reduction and Compensa-
tion

Most existing research have failed to perform inpainting processing when simi-
lar regions do not exist in undamaged regions. To overcome this, in Chapter 5,
a new framework for image inpainting is proposed that creates similar regions
by projecting a low-dimensional space from the original space. The approach
comprises three stages. First, input images are converted to a lower dimensional
feature space. The damaged region is then restored in the converted feature space.
Finally, inverse conversion is performed from the lower dimensional space to the
original space.

This generates two advantages: (1) the possibility of applying patches dissimilar
to those in the original color space is enhanced, and (2) the use of many existing
restoration methods is made possible, each having various advantages because
the feature space for retrieving similar patches is the only extension.
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1.2 Outline of Dissertation

The remainder of the thesis is organized in the following manner: Chapter 2.
Learning to Rank Based Preference Order Estimation. This chapter proposes
learning-to-rank based preference order estimation for inpainted images aimed
to choose the best result among the several results inpainted with different pa-
rameters. The chapter introduces effective image features for learning via eye
gaze measurement experiments, and the preference order estimation experiment
results suggest the method works with a higher estimation accuracy than existing
methods.

Chapter 3. Training Data Generation without any Manual Operations for
Learning-Based Preference Order Estimation. Herein, I propose a framework
that generates and uses simulated failure results of inpainted images whose sub-
jective qualities are controlled as the training data. I also propose a masking
method for generating training data in terms of fully automated training data gen-
eration. To demonstrate the effectiveness of our approach, I test our algorithm
with various datasets and demonstrate that it outperforms existing IQA methods
for inpainting.

Chapter 4. Masked Region Optimization for Image Inpainting. This chapter
proposes a new solution to improve image inpainting by optimizing the masked
region. To demonstrate the effectiveness of our approach, I test our algorithm
with varied images and show that it outperforms existing inpainting methods
without masked region reformation.

Chapter 5. Image Inpainting via Dimension Reduction and Compensation.
This chapter proposes a new framework for inpainting that uses lower dimen-
sional feature space for restoration. The framework’s effectiveness was verified
in experiments using various methods, the feature space for restoration in the
second stage, and inverse conversion methods.

Chapter 6. Discussion and Conclusion. This chapter summarizes the contri-
butions of this thesis, the remaining issues that need more research, and outlines
the future direction of such research.
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Chapter 2

Image Quality Assessment for
Inpainting via Learning to Rank

This chapter proposes an image quality assessment (IQA) method for image in-
painting, aiming at selecting the best one from a plurality of results. It is known
that inpainting results vary largely with the method used for inpainting and the
parameters set. Thus, in a typical use case, users need to manually select the
inpainting method and the parameters that yield the best result. This manual se-
lection takes a great deal of time and thus there is a great need for a way to auto-
matically estimate the best result. Unlike existing IQA methods for inpainting, I
and contributors propose the method that solves this problem as a learning-based
ordering task between inpainted images. This approach makes it possible to in-
troduce auto-generated training sets for more effective learning, which has been
difficult for existing methods because judging inpainting quality is quite subjec-
tive. Our method focuses on the following three points: (1) the problem can be
divided into a set of “pairwise preference order estimation” elemental problems,
(2) this pairwise ordering approach enables a training set to be generated auto-
matically, and (3) effective feature design is enabled by investigating actually
measured human gazes for order estimation.

2.1 Introduction

Photos sometimes include unwanted regions such as a person walking in front of
a filming target or a trash can on a beautiful beach. Image inpainting is a tech-
nique to automatically remove such areas (“damaged regions” in this thesis) and
restore them [6, 10, 11, 18, 19, 8, 9, 20]. However, it is known that inpainted
results vary largely with the method used and the parameters set1. For example,
He et al.’s method effectively repairs images including horizontally or vertically
repeated textures [10] and Huang et al.’s method is especially efficient for struc-
tural images [11]. In the conventional approach to obtain the best inpainting

1Inpainting quality is quite substantially affected by parameters such as multi-scale level or
patch size to search appropriate regions for restoration. For variations depending on such param-
eters, please refer to Figs. 2.10 and 2.11.
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results, a user selects the inpainting technique and tunes the parameters by trial
and error, while observing the inpainted results. Since this is time consuming and
requires special knowledge, a method for automatically selecting the best result
is required.

Unfortunately, no method has been established to determine the inpainting method
and its parameters before conducting inpainting. Instead, we feel that methods
for image quality assessment (IQA) that assess the quality of inpainted images
have possibility to tackle this purpose. Assessing quality of inpainted images is
widely acknowledged as a task that is difficult for automation because its judg-
ment is quite subjective. To handle such tasks, many IQA methods for inpainting
focus on how the gaze gathers when a human watches an unnatural image [21, 22,
23, 24, 25, 26, 27]. Through the assumption that unnatural removal of unwanted
region gathers human attention, they tried to find a way to represent subjective
quality by means of objectively measurable indicators. To obtain human atten-
tion, most of these IQA methods use a computational visual saliency map, which
simulates human gaze density [22, 24, 25, 26, 27].

Although the basic idea of using human attention is reasonable, these existing
methods are difficult to apply for comparing the qualities of two inpainted im-
ages due to the following two factors. One is the difficulty in estimating human
attention. Actual human attention changes by contexts such as the reason for
viewing. Isogawa et al. [3] revealed that the human gaze pattern while watching
inpainted images is different from any computational saliency maps. The other
one is the resolution of a saliency map, which is generally coarse. Thus, it is
difficult to apply this method to the current task in which the difference resides in
a locally ubiquitous way.

Estimation of subjective quality is not unique to inpainting image. In the research
field of subjective-evaluation-estimation, learning to rank approaches have been
investigated actively [28, 29, 30, 31, 32, 33, 34, 35]. Although for learning based
approaches, large and representative training data sets are essential to improve
estimation accuracy, accumulating training data is difficult in view of annotation
cost and fluctuation of user annotation. The learning to rank framework replaces
the subjective evaluation tasks as an ordering task without estimating an abso-
lute score. It is considered that it opens up a new era within the research field of
subjective evaluation. The problem setting is quite reasonable and reduces prepa-
ration costs since it enables learning without absolute scores annotated by human
subjects; selecting the better one is rather easier than providing the scores for im-
ages to be subjectively evaluated such as inpainted images. We consider that the
learning to rank framework has the potential to further reduce the training data
accumulation by making good use of ordering traits. Recently, some studies have
automatically generated and/or augmented training data by image processing [36,
37, 38]. We believe this concept is also applicable to IQA for inpainting.

In this chapter, we show how we tackle the task of obtaining the best inpainted re-
sult among inpainted images obtained through various methods and parameters.
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We also propose a new learning to rank based ordering approach for inpainted im-
ages. Unlike existing IQA methods for inpainting, our method has a new feature
that does not use a computational visual saliency map but uses our investigation
of human gaze while watching inpainted images. Another important proposal is
automatic generation of training data. By making good use of pair-wise learning,
we propose automatic generation of training pairs to improve estimation accu-
racy. The contributions of this chapter are as follows:

• This is the first trial for applying learning to rank for IQA of inpainted
images.

• The proposed method enables automatically generated training data to be
introduced by making good use of a ranking mechanism, although the
learning target is quite subjective.

• It proposes new image features dedicated to inpainted image quality assess-
ment on the basis of gaze measurement experiments.

This chapter is based on our previous conference proceedings [3] and adds a com-
prehensive investigation on how the proposed features work and a novel method
for accumulating training data automatically to improve estimation accuracy. The
rest of this chapter is organized as follows. In Section 2.2 we briefly review re-
lated work. Section 2.3 investigates actual human gazes to design effective image
features for learning. Section 2.4 describes the learning based ranking method
we propose, which was developed with the knowledge detailed in Section 2.3.
In Section 2.5 we verify the method’s effectiveness by comparing it with exist-
ing IQA methods. We also describe the effectiveness of introducing an auto-
generated training set. In Section 2.6, we conclude the chapter with a summary
of key points and mention future work to be done.

2.2 Related Work

This section reviews previous studies. Subsection 2.2.1 introduces IQA methods
for image inpainting whose purposes are the same as ours. Then, in 2.2.2, we
introduce a learning to rank approach that has attracted attention as a method for
estimating subjective evaluations.

2.2.1 IQA Methods for Image Inpainting

Estimating quality is one of the difficult issues for image inpainting. The main
reasons are the ambiguity in subjective evaluations, and the cost for obtaining
training data. Because of the former issue, although many effective IQA methods
for degraded images, e.g., burred, compressed, or noised images have been pro-
posed [39, 32, 33, 34, 35], these methods cannot be applied assessing inpainted
images.
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To overcome the former issue and to obtain subjective evaluations stably, there are
three main approaches: reflecting human reactions such as gaze transition [23, 24,
25], asking subjects to provide their judgments [26], and combining them [27].

The basic concept of human reaction based IQA is that less natural inpainted re-
gions will gather more gazes because of the unnaturalness for human perception.
Thus, this method estimates inpainted image quality on the basis of gaze density
before and after images are inpainted [23]. To reduce the cost for measuring ac-
tual human gazes, many metrics use computational visual saliency maps instead
of actual gazes [24, 25, 27]. A computational visual saliency map (“saliency
map” for short), is a topographically arranged map that represents estimated vi-
sual saliency only from the image. If saliency maps well reflect actual human
gaze patterns, substituting them for actual gazes will work well. However, the
accuracy of saliency maps is unfortunately quite limited as we mention in Sec-
tion 2.3, and thus the performance of saliency map-based IQA methods is also
limited.

Learning based approaches that depend on support vector regression (SVR) have
also been reported [26, 27]. For these methods, subjectively annotated rating
scores are essential for training regression models. Because of the need for ab-
solutely subjective scores, all of the training data should be manually annotated,
which is the second issue for building an IQA method for inpainting. Thus gen-
erating training sets requires quite high annotation cost. To overcome this issue,
our method generates training data automatically as described in 2.4.2.

2.2.2 Ranking based Image Evaluation for Subjective Judg-
ment

In many subjective evaluation tasks, it is difficult to provide absolute scores. For
example, scoring the degree of smiles is a quite difficult task and the scores may
vary largely by question. Since estimating such varied subjective scores is quite
difficult, sidestep methods have been widely considered. learning to rank based
approaches are now acknowledged as a promising solution. Rather than abso-
lute scores, they provide a learning framework for merely ordering scores among
target samples. Coming back to the above cited example, sorting the images by
degree of smile is easier than giving smile scores to each image.

Among learning to rank approach variants, pairwise learning to rank methods
have gathered attention due to the ease with which they can be implemented.
They have been frequently applied for estimating preference order [28, 29, 30,
31]. Chang et al. estimated the age of a single face image [28]. Yan et al.
obtained the most visually appealing color enhancement of an image [29]. Abe et
al. estimated the surface qualities of an object, such as glossiness or transparency
from its images [30], and Khosla et al. estimated the most memorable region
inside images [31].
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(a) Stare at white cross with  
black background (2 sec) (b) Observe images (10 sec) (c) Provide scores 
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5 : Perfect	
	

4 : Good	
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Select the most 
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Figure 2.1: Three step test procedure of the preliminary experiment conducted
to elucidate the relationship between human gaze and subjective scores. Sub-
jects are required to; (a) stare at the white cross to fix initial viewpoint, (b)
observe an image, and (c) provide a 5-point opinion score (subjective assess-
ment) of the image.

learning to rank has also been introduced in IQA methods [32, 33, 34, 35]. Gao
et al. [32] and Xu et al. [33, 34] proposed blind image quality assessment frame-
works for degraded images, e.g., blurred or compressed images or images with
white noise. In addition, Ma et al. introduced learning to rank to assessing retar-
geted images [35]. Although retargeted images are quite different from general
degraded images that existing IQA methods deal with, they examined and inves-
tigated the effects of learning to rank based IQA for image retargeting.

Unlike existing methods, the method discussed in this chapter focuses on assess-
ing inpainted images. Since estimating the quality of inpainted images is a quite
different task than assessing other deteriorated images, we designed new image
features dedicated for assessing inpainted images. In addition, this chapter shows
that by using pairwise learning traits we can produce training data automatically
and use the data to improve estimation accuracy.

2.3 Toward Effective Image Features:
Eye Gaze Investigation

Many IQA methods use visual saliency maps as substitutes for actual gazes.
However, we have doubts about the coherence of computational visual saliency
and actual human gazes, especially when observing inpainted images. There-
fore, before we go into the proposed method, we will describe an eye gaze mea-
surement experiment we conducted for two purposes. The first was to show the
difference between measured gazes and the saliency map and to reveal the diffi-
culty in using saliency maps instead of actual human gazes for IQA. The second
was to analyze the region and features within inpainted images we should focus
on to assess the quality of the images on the basis of measured gazes and the
corresponding subjective evaluations.
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2.3.1 Procedure and Set-Up of Eye Tracking Experiment

We conducted this experiment with the aim of verifying coherence between the
measured gazes and the saliency map. We also obtained subjective scores for
each image to investigate how gazes affected the total subjective image quality.
Fig. 2.1 shows the test procedure, in which subjects repeated three tasks: (a)
stare at a white cross on a black background for two seconds to fix their initial
viewpoint, (b) observe images for 10 seconds, and (c) provide 5-point opinion
scores representing image quality unnaturalness. The scores 1-5 respectively cor-
responded to Very noticeable, Rather noticeable, Slightly noticeable, Hardly no-
ticeable, and Unnoticeable. Higher scores are better since they indicate that the
unnaturalness that occurs with inpainting is unnoticeable.

The observed image in task (b) includes original images and inpainted images.
Original images are images that are not inpainted. Inpainted images were gen-
erated with two methods, i.e., those reported by He et al. [10] and Huang et
al. [11]. The subjects had no prior knowledge on the types of images displayed
(i.e., whether they were original images or images that had been inpainted by
using the methods reported by He et al. [10] and Huang et al. [11]).

To prevent the subjects from having prior knowledge of the material, we gener-
ated three types of images generated from each of 100 original images. We asked
24 subjects (8 males and 16 females) with normal vision to report the image qual-
ity after observing the displayed images. These subjects were divided into three
groups and the subjects in each group watched the same type of image. Each
subject watched 100 images.

We applied a stationary Tobii eye tracker for gaze measurement. The LCD mon-
itor used for stimulus presentation was 21 inches (1280 × 1080 pixels). The
monitor-observer distance was 60 cm.

2.3.2 Integrity between Computational Saliency Maps and Hu-
man Visual Attention

In Fig. 2.2, (a) shows an inpainting target image and (b) shows the inpainted
result in which an undesired man standing in front of a boat was removed. Mea-
sured human attention is overlaid in (c). Calculated visual saliency maps obtained
with calculation methods proposed by Hou et al. [40], Achanta et al.’s [41], and
Walther et al.’s [42] are respectively shown in (d), (e), and ( f ). These maps have
actually been used for assessing the image quality of inpainted images; they were
respectively used by Voronin et al. [27], Trung et al. [25], and Oncu et al. [24].
From these maps, we can observe that the resolution of computational visual
saliency maps is quite coarse and their results are significantly varied. Addition-
ally, saliency maps are quite different from human visual attention. As shown
in Fig. 2.2(b), inpainting failed to fill the shape of the boat. Because this failure
produces significant unnaturalness, the most salient areas for actual human gazes
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(a)	 (b)	 (c)	

(d)	 (e)	 (f)	

Close-up	 Close-up	 Close-up	

Close-up	 Close-up	 Close-up	

Figure 2.2: Comparison between observed human visual attention and compu-
tational visual saliency. (a) Inpainting target image. (b) Inpainted image. (c)
Human visual attention overlaid on (b) (red gathers more gazes). (e)-( f ) Com-
putational visual saliency overlaid on (b) (red gathers more gazes). Saliency
maps are (d) Hou et al.’s [40] used in Voronin et al.’s metric[27], (e) Achanta et
al.’s [41] used in Trung et al.’s metric [25], and ( f ) Walther et al.’s [42] used in
Oncu et al.’s metric [24].
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Figure 2.3: Gaze measurement results; (a) gaze histogram with Fig. 2.2(b), (b)
relationship between the subjective score and density of gaze within the vicinity
of damaged region’s contour.

were those around the damaged boat (See Fig. 2.2(c)). The areas around the boat
in (d) and (e) were somewhat salient, but were more salient in other areas (e.g.,
the other boats or the oars). In ( f ) no saliency around the boat was represented at
all. These results suggest that it is difficult to use computational visual saliency
maps as a substitute for human gazes. Thus, it is essential to come up with new
image features that represent such unnaturalness.
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2.3.3 Correlation between Subjective Quality and Human Vi-
sual Attention to Damaged Region Contours

Human gazes are potentially an excellent means for assessing inpainting quality,
and a metric based on human gazes was proposed by Venkatesh et al. [23]. This
metric categorizes eye gaze position into two categories, i.e., inside and outside
damaged regions. They use the difference of amount of gazes between pre- and
post- inpainted images. We were inspired by this simple and effective idea and
so tackled further analysis of eye gaze patterns in categories other than inside and
outside damaged regions. This section shows how we analyzed what we should
focus on to assess the quality of the inpainted images on the basis of knowledge
of human attention and corresponding subjective evaluations. We believe that this
knowledge will be useful in developing an IQA method for image inpainting.

We analyzed the characteristics of observed gaze and corresponding MOS lev-
els. The MOS values are the average of the 5-point annotated scores provided
by subjects as described in the previous section. We first investigated on where
human beings tend to watch for inpainted results. Fig. 2.3(a) shows an example
gaze histogram for the inpainted image in Fig. 2.2(b). Its vertical axis is the time
the gaze was oriented and the horizontal axis is the distance from the contour
of a damaged region, where a negative value means inside the damaged region.
As shown in the histogram, around the contour, i.e., distance = 0, gathers more
gazes, which indicates the contour of the damaged region tends to be salient.

To be more specific, Fig. 2.3(b) shows the relationship between subjective score
and gaze density within the vicinity of a damaged region’s contour for two differ-
ent inpainting methods. Green and red points are for the methods proposed by He
et al. [10] and Huang et al. [11]. Here, we set the contour vicinity to be within 30
pixels from the contour. This corresponds to the 1.0 degree view angle we used
in our experimental setup. As shown in Fig. 2.3(b), the correlation coefficients r
for the inpainted results provided by He et al. and Huang et al. are respectively
r = −0.63 and r = −0.47. These results indicate a high negative correlation ex-
ists between subjective scores and gaze density around the contour. Thus there
is a high probability that the image features around the contour are important for
preference estimation.

2.4 Proposed Method

Now we are ready to describe our proposed method. Our goal is to obtain the
best result among inpainted images that are generated with different inpainting
methods and parameters. In 2.4.1, we describe our pairwise ordering method
and in 2.4.2 show how we automatically generated large auto-generated training
set in which manual intervention was not required. Then, in 2.4.3 we show ef-
fective image features for this approach, which include the knowledge given in
Section 2.3.
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Figure 2.4: Proposed method overview.

2.4.1 Ranking by Assessing Image Quality with Learning

Aiming at tackling the difficulty in reflecting subjective evaluations for inpainted
results to scores, we based our preference order estimation on a learning to rank
approach. Fig. 2.4 shows the overview of our proposed method.

Before we explain the details, let us briefly explain a typical pairwise learning
to rank algorithm. This algorithm premises a ranking function f (x), which com-
putes the strength of the target attribute for each sample, as described below.
Hereafter, we use xi to denote a feature vector extracted from sample image zi.
The f (x) is trained so that the ordering of the output value from the function f (x)
reflects the user annotated preference order zi ≻ z j between image pairs. In a
word, the function f should satisfy the following formula:

zi ≻ z j ⇐⇒ f (xi)> f (x j) (2.1)

We modeled f with the linear function f (x) = ω⊤x. Then inequalities (4.1) can
be written as below.

zi ≻ z j ⇐⇒ ω⊤(xi − x j)> 0 (2.2)

This mirrors the problem of binary classification. To implement the formulation
that uses binary classification to calculate the preference order of pairs of images,
the pair-wise learning to rank approach is widely used. From among the various
methods yielding pair-wise learning to rank, we adopted RankingSVM [43] as it
is used widely [29, 30, 31] due to its effectiveness and ease of implementation.

In our method, function f is trained with the pair of image feature vectors de-
scribed in 2.4.3 with their preferences. We call a training data set of this type
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(b) Auto-generated images for training set	

Figure 2.5: Auto-generated images for training set. (a) Original image with
region to be synthesized, which is masked in red. (b) Multi-levels of auto-
generated images with (i) brighter color distortion, (ii) darker color distortion,
(iii) blurred distortion.

a “query” (see Fig. 2.4(e)). Basically, all preferences for generating queries are
manually annotated by subjects. First, inpainted images with several parameters
are generated with a masked image as shown in Fig. 2.4(i-a). These results are
used to make a pair of train images like those in Fig. 2.4(i-b). Then, as shown
in Fig. 2.4(i-c), subjects were asked to provide their preference judgment (x) to a
pair of inpainted images (z). Subjects’ preferences are reflected to all image pairs
(Fig. 2.4(i-d)).

However, the training data shortage problem still remains. To solve this problem,
we additionally propose a way to automatically generate training data as shown
in Fig. 2.4(ii). In this case, auto-generated images (Fig. 2.4(ii-a)) are used instead
of inpainted images. The difference is that we already know that preferences
depend on the degradation level. Thus we can skip to annotation; images with
preferences (Fig. 2.4(ii-d)) are directly generated with image pairs (Fig. 2.4(ii-
b)). In the next section we will describe how we designed a way to automatically
generate a training set for which manual annotation is not required.

2.4.2 Auto-Generated Training Data

Existing learning-based IQA methods for inpainting learn the relationship be-
tween image features and corresponding scores provided by subjects. Thus, they
require user annotated samples. Here, we propose one effective solution, i.e., an
IQA method for inpainted images by pairwise ordering. It is effective because it
does not need any absolute scores but only pairwise relationships.

We add some distortions, such as proportional changes in pixel values or apply-
ing a low pass filter, to the original images that tend to occur as the result of
inpainting. Several levels of such distorted images and original images generate
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training data with the assumption that increased distortion lessens preference. Of
course, the original image has better quality than the distorted image. Because
our method requires only pairwise relationships, not absolute scores, this simple
relationship in which images become more distorted can work as a training data
source. Fig. 2.5 shows examples of several levels of auto-generated images for
training. The i-th auto-generated train image Ii is synthesized by combining the
original image Iorig and the i-th distorted image Di as below.

Ii(x,y) =

{
Dγ

i (x,y) ((x,y) ∈ Ω)

Iorig(x,y) (otherwise)
(2.3)

γ =

{
c (brighter or darker color distortion)
b (blur distortion)

(2.4)

where Ω is a masked region to reflect distortion (see Fig. 2.5(a)).

The reason we apply color and blur distortion is to simulate typical failures oc-
curring as a result of inpainting. Human attention is considered to be quite sensi-
tive to unnaturalness that is produced by differences in brightness and frequency
components in images. To represent unnaturalness of this type, we focus on three
types of distortion, i.e., that caused by brighter colors, darker colors, and blur-
ring. The former two distortions represent undesired inpainted results in which
the colors of inpainted regions are brighter or darker color than those outside the
contour of the inpainted region. The latter represents undesired inpainted results
in which there is edge discontinuity around the inpainted region. Distorted im-
ages of these types are generated as follows.

Brighter and darker color distorted images
We define the i-th brighter/darker damaged image as below:

D(c)
i (x,y) = Iorig(x,y)+α β i (2.5)

β =

{
+1 (brighter color distortion)
−1 (darker color distortion)

(2.6)

where α is a scalar parameter. In the work we report in this chapter, we set
α = 10.

Blurred distorted image
We define the i-th blurred distorted image as below:

D(b)
i (x,y) = ∑

(k,l)
Iorig(x− k,y− l)G(k, l) (2.7)
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Figure 2.6: Damaged/distorted region and its contour. Pin(p) and Pout(p) show
masked or non masked regions in patch P(p), which is centered at point p.

Here, G is a 2-dimensional Gaussian distribution with kernel size γ and we set
γ = 2i+1.

2.4.3 Features for Learning to Rank

Using the observation provided in Section 2.3, we designed image features for our
framework. We call this image feature patch-based contour consistency (PBCC).
As we described in Section 2.3, human perception is quite sensitive to color or
edge discontinuities between in/out of damaged/distorted regions, which we com-
bined to design the PBCC.

The PBCC consists of the following two components: (1) differences between
in/out of damaged/distorted region, and (2) normalized image around the contour.
The former represents continuity across the contour of the damaged/distorted re-
gion. The latter represents the relative quality of images; the coherence of image
quality between the inside and outside parts of a damaged region largely affects
subjective quality. Thus, even if the image quality within the damaged region
is the same, its perceptive quality varies depending on its surrounding region’s
quality.

To make the features dedicated for evaluating inpainted images, these compo-
nents are computed along contours of the damaged/distorted region as shown in
Fig. 2.6. We set the features as x = (Xd,Xs), where Xd and Xs respectively repre-
sent the first and the second components. Xd and Xs are computed as below;

Xd = ||S(Pin)−S(Pout)||22 (2.8)

Xs =
∑p∈δΩ S(Pout(p))

∑p∈δΩ 1
(2.9)

where Ω and δΩ respectively denote a damaged/distorted region and its con-
tour. Eq. A.1 represents squared 2-norm. Pin(p) and Pout(p) show masked or non
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Figure 2.7: The flowchart for experiments conducted in Section 2.5. In Section
5.2, we investigated the efficacy of our proposed image representation. Section
5.3 verifies the effectiveness of auto-generated training data and Section 5.4
compares the estimation accuracy of our method and previous methods to assess
their performance.

masked regions in patch P(p), which is centered at point p (See Fig. 2.6). In ad-
dition, S(Pin(p)) and S(Pout(p)) represent average features of Pin(p) and Pout(p)
as shown below.

S(Pin(p)) =
∑q∈P(p)∩Ω s(q)

∑q∈P(p)∩Ω 1
(2.10)

S(Pout(p)) =
∑q∈P(p)∩Ω̄ s(q)

∑q∈P(p)∩Ω̄ 1
(2.11)

To the extent of the work we report in this chapter, we used s(p) = (u(p),v(p)),
where u(p) = (uR(p),uG(p),uB(p)) and v(p), each denoting RGB pixel values
and edge strength.

2.5 Experiments

This section describes how we investigated the effectiveness of the proposed
method. We will start by detailing the experimental setups used in 2.5.1. We
will then verify the effectiveness our method by using the image features we
derived and auto-generated training data as described in 2.5.2 and 2.5.3, respec-
tively. 2.5.4 then compares our method with the other existing IQA methods. For
easy understanding, Fig. 2.7 shows the flow chart of the experiments conducted
in this section.
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Figure 2.8: Annotation interface for obtaining training data. Two different
inpainted results are displayed side by side. Subjects annotate their preferences
among three options: r: right image is better, l: left image is better, and n: no
preference order.

2.5.1 Experimental Setup

To generate training and test images, 111 images with manually masked dam-
aged regions were prepared. The 111 images were inpainted with two inpainting
methods [10, 11] and six parameters (3 patch sizes and 2 levels of multi-scale
parameters) were used for each method. The quality of the images was evaluated
by 24 subjects (12 males and 12 females) with normal vision. To make the users’
judgment easy, we randomly displayed a pair of inpainted images side-by-side as
shown in Fig. 2.8. Subjects were asked to choose one of three options: r: right
image is better, l: left image is better, and n: no preference order (i.e., it is hard
to decide which one is better or which one is worse). Excluding inpainted images
with extremely poor quality, we obtained 2,466 image pairs. We excluded poor
quality images because they might change subjects’ judgement criteria during the
experiment.

We implemented RankingSVM with SVM Rank [44] with Radial Basis Function
(RBF) as the kernel function (γ = 2−7), and the regularization parameter (C =
2−5). We used a desktop PC (Intel Core i7, 3.4GHz CPU, 32GB memory) and
used Matlab to implement the existing method.

2.5.2 Performance Comparisons for Different Image Features

This subsection verifies the effectiveness of PBCC, the proposed image feature
described in 2.4.3. Table 2.1 compares the performances attained with seven
different image features: Fall [32], GIST [45], EMD kernel [26, 27], Saliency, Fin,
Fout , and PBCC. Note that in verifying performance with these image features we
used the same training data and estimator; only the image features were different.

Here, we briefly introduce each of the compared features. Fall was originally used
for learning-based-IQA of degraded images. GIST is one of the most commonly
used global image features and is used for learning-based IQA for retargeted im-
ages. The EMD kernel is calculated on the basis of EMD and has been used in
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Table 2.1: Performance comparison for different image features. The highest
score is underlined. [%]

Feature estimation accuracy

Fall [32] 44.47
GIST [45] 60.80

EMD kernel [26, 27] 53.27
Saliency [42] 57.03

Fin 45.73
Fout 40.45

PBCC(Ours) 70.10

learning-based-IQA for inpainted images. Fin and Fout are the original features of
this chapter and represent the inside and outside parts of inpainted regions. The
two methods represented by Eq.12 and 13. were used for verifying the effective-
ness of contour consistency on which PBCC focuses. Saliency is for comparison
of computational saliency maps. The same as PBCC, Saliency is calculated so
that it represents the inside and outside parts of inpainted regions and depends
on how PBCC is claculated. We used Walther et al.’s computational saliency
map [42], as it is used by previous work [24].

Fin =
∑q∩Ω s(q)

∑q∩Ω 1
(2.12)

Fout =
∑q∩Ω̄ s(q)

∑q∩Ω̄ 1
(2.13)

Table 2.1 shows the estimation accuracy obtained, which is the ratio at which the
preference order is correctly estimated among annotated pairs. As can be seen
from the table, PBCC correctly estimated the image pair preferences at 70.10%,
as opposed to the 40.45% to 60.80% obtained with other methods. These results
confirm the effectiveness of the proposed PBCC.

2.5.3 Verification of Effectiveness Depends on the Amount of
Auto-Generated Training Data

In this section we will show the results obtained in an investigation we conducted,
which indicate that the system performance changes depending on the size of the
auto-generated training set. First, we will show the results obtained with N = 0,
in which no auto-generated images are included. Second, we will show how an
auto-generated training set affects the performance. We used 100 original images
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Distortion level [N]	

Accuracy w/o  
auto-generated data: 70.6%	

Figure 2.9: Investigation of performance depending on the amount of auto-
generated training set. Estimation accuracy depending on distortion level N is
shown with magenta line with left y-axis. Accuracy without any auto-generated
data is shown in blue line. Ratio of subjectively annotated training data to whole
data is shown in orange bar graph with right y-axis.

to generate auto-generated image levels of N = 1 to 10. Each level included the
three types of distortion described in 2.4.2.

N levels of auto-generated images make N+1C2 combinations of pair images, in-
cluding comparisons with the original image. All of these N+1C2 pairs are used
for training. We investigated the effect of the amount of data with N = 1 to 10.
Fig. 2.9 shows a line graph in which the left y-axis shows estimation accuracy
depending on N, which means the number of auto-generated images. Estimation
accuracy without any auto-generated training set is annotated with a blue line for
reference. The ratio of subjectively annotated training data to the data as a whole
is shown by the orange line for the right y-axis. The training set in which N was
3 consists of 900 pairs of samples based on the 100 original images, with three
types and three levels (six distortion combinations). In the same way, the training
set in which N was 4 consists of 1800 pairs based on the 100 original images,
with three types and four levels (10 distortion combinations). These results indi-
cate that a larger training set is more effective; however, a set larger than certain
levels of images results in worse performance.

One of the possible causes for this is that training sets with similar data may
result in worse total prediction accuracy. If N is increased, a similar training set
generated with the same original images will also increase. This additional data
may decrease the effectiveness of learning. We also consider that another cause
may be that the rate of subjective annotated data decreases as the amount of auto-
generated data becomes larger. In the next section, we will show how we used two
settings with different amounts of auto-generated data as our proposed methods:
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Table 2.2: Prediction accuracy comparison with existing image quality assess-
ment metrics. The highest score is underlined. [%]

Method estimation accuracy

ASVS [22] 58.04
DN [22] 60.22

GDin [23] 55.88
BorSal [24] 50.46

StructBorSal [24] 51.55
Ours (w/o auto-generated data) 70.10
Ours (w/ auto-generated data) 73.87

(b)	(a)	 (c)	

Figure 2.10: Correctly ordered images with proposed method; (a) original im-
age with damaged region masked in red while (b) and (c) are inpainted pairs of
images that subjects annotated as (b)≻ (c).

N = 0 with no auto-generated images, and N = 3, which was most effective for
learning.

2.5.4 Comparison with Existing Methods

We conducted experiments in which we compared our method with other IQA
methods for image inpainting, i.e., ASV S and DN by Ardis et al. [22], GDin by
Venkatesh et al. [23], and BorSal,StructBorSal by Oncu et al. [24]. Because
we did not use an actual eye gazes for this experiment, we used a saliency map
instead of human gaze for GDin; this is the same method that was used in the
comparison experiment reported by Oncu et al. [24]. For our method we used
N = 0 without an auto-generated training set and N = 3 with such a set; the
results obtained were presented in 2.5.3.
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(b)	(a)	 (c)	

Figure 2.11: Incorrectly ordered images with proposed method; (a) original
image with damaged region masked in red while (b) and (c) are inpainted pairs
of images that subjects annotated as (b)≻ (c).

Tab. 2.2 shows the prediction accuracy obtained for each metric. Our method
without/with auto-generated training data correctly estimated the image pair pref-
erences at 70.10% and 73.87% respectively, as opposed to the 50.46% to 60.22%
obtained with other metrics. Thus, the improvement our method achieved over
existing methods was around 13 percentage points.

Figs. 2.10 and 2.11 respectively show example outputs of correct and incorrect
estimation obtained with our method. In both figures, (a) is an original image
with a damaged region marked in red, and (b) and (c) are the inpainted results
annotated by subjects as (b) ≻ (c). In Fig. 2.10, (b) images are successfully
inpainted while example (c) was an inpainting failure in terms of both color con-
sistency and structure. Our method successfully estimates preferences for such
image pairs. We consider that because our image feature design focuses on the
unnaturalness produced by color or structural discontinuity, it works well as the
Fig. 2.10 results show. It is especially notable that none of the other existing met-
rics correctly estimated the preferences for the top left images in Tab. 2.2. Other
than StructBorSal [24], these methods also failed to estimate preferences for the
bottom left images.

We consider that these methods failed due to the uncertainty of the computed
visual saliency maps. To demonstrate the cause of the previous method’s failure,
Fig. 2.12 shows a saliency map overlaid on the left half images of Fig. 2.10. In
Fig. 2.12, (a) to (c) correspond to (a) to (c) in Fig. 2.10; the original image and
inpainted pairs of images. All subjects answered that (b) was better than (c).

The upper (c) in Fig. 2.12 includes an inpainting failure around the stairs. How-
ever, neither (b) nor (c) gather saliency around the inpainted region. Also, the
lower (c) in Fig. 2.12 has color and structural discontinuity, which generates huge
unnaturalness. However (b) gathers more saliency on un-inpainted regions. We
consider that this type of uncertainty and instability in saliency maps impede IQA
quality.



Chapter 2. Image Quality Assessment for Inpainting via Learning to Rank 27

(b)	(a)	 (c)	

Figure 2.12: To show the cause of the other existing methods’ failure, a saliency
map is overlaid on the left top and bottom images in Fig. 2.10. (a)− (c) are
related to Fig. 2.10; original image and inpainted images. Upper images show
that there are no significant differences between the two inpainted images. In
the lower images, (b) gathered more gazes although subjects preferred (b).

Our method’s limitation is shown in Fig. 2.11. In this figure, (b) has a blurred
region and also has color discontinuity, but it is relatively natural in context. In
(c), if we hide the left half of the picture, it is quite natural. However, structural
unnaturalness occurs in the left half of the image and generates context unnatural-
ness. Because human perception is considered to be more sensitive for contextual
failures, subjects preferred (b). Currently our method does not consider any se-
mantic information, thus for such image pairs it generates ordering failures.

2.6 Conclusion

In this chapter we described an image quality assessment method we developed
for image inpainting. Three key ideas of our method are that (1) we use a ranking-
by-learning algorithm to estimate the ordering of inpainted images on the basis of
subjective quality, (2) our ranking system easily introduces auto-generated train-
ing data for more effective learning, and (3) we introducing image features that
reflect differences around a contour of damaged regions on the basis of gaze mea-
suring experiments which showed that a high negative correlation exists between
subjective quality and gaze density around the contour. Unlike existing image
quality assessment (IQA) methods for image inpainting, ours makes it possi-
ble to introduce auto-generated training data, due to introduction of our pairwise
learning. Preference order estimation experiment results suggest the method’s ef-
ficacy. Especially with auto-generated training sets, the estimation performance
was about 13 percentage points higher than that of existing IQA methods. In
future work, we will introduce other image features such as describing semantic
unnaturalness inside inpainted images.
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Chapter 3

Training Data Generation without
Any Manual Operations

In this chapter I and contributors propose a learning-based quality evaluation
framework for inpainted results that does not require any subjectively annotated
training data. Image inpainting, which removes and restores unwanted regions
in images, is widely acknowledged as a task whose results are quite difficult
to evaluate objectively. Thus, existing learning-based image quality assessment
(IQA) methods for inpainting require subjectively annotated data for training.
However, subjective annotation requires huge cost and subjects’ judgment occa-
sionally differs from person to person in accordance with the judgment criteria.
To overcome these difficulties, the proposed framework generates and uses simu-
lated failure results of inpainted images whose subjective qualities are controlled
as the training data. We also propose a masking method for generating training
data towards fully automated training data generation. These approaches make it
possible to successfully estimate better inpainted images, even though the task is
quite subjective. To demonstrate the effectiveness of our approach, we test our
algorithm with various datasets and show it outperforms existing IQA methods
for inpainting.

3.1 Introduction

The previous chapter proposes the preference order estimation framework aim-
ing at automatically select the best results among several inpainted images with
varied parameters. To achieve such automatic selection, we have identified two
main issues. The first is that evaluating “correctness” of inpainted results is a task
that requires subjective judgment. The second is that even with human judgment,
providing absolute scores in a stable manner for inpainted images is a difficult
task. Due to these issues, no definitive way has previously been found to estimate
subjective quality on the basis of objectively measurable features.

Figure 3.1 explains these two issues with examples. In the figure, Figs. 3.1(c) to
(e) show inpainted results obtained with different parameters. These depend on
the original image and the original image with the damaged regions respectively
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shown in Figs. 3.1(a) and (b). The former issue is explained by the results seen in
Figs. 3.1(c) and (d). Although neither of these results are different from the orig-
inal one shown in Fig. 3.1(a), both of them are perceptually natural. Results such
as these are considered to be “correct” as long as they are perceptually natural for
humans, even if they differ from the original one [10, 11, 18]. The difficulty in
defining this kind of “correctness” means human judgment must be relied on in
many cases.

(b) Original image 
with damaged region

(a) Original image (c) Inpainted image 1 (d) Inpainted image 2 (e) Inpainted image 3

Figure 3.1: An example that explains difficulty of evaluating inpainted images
objectively.

The latter issue is explained by the results seen in Figs. 3.1(d) and (e). Although
differences in quality can be seen between these images, it is quite difficult to sta-
bly give absolute scores to them because personal judgment plays such an impor-
tant role in giving them. Because of these two difficulties, estimating inpainting
quality has long been considered a challenging task.

To address the former issue, existing image quality assessment (IQA) methods
have tried to find a way to represent subjective quality by means of objectively
measurable indicators. Venkatesh and Cheung used observed gaze density inside
and outside the damaged region in inpainted images [23]. Instead of observed
gaze, many IQA methods using a computational visual saliency map, which simu-
lates human gaze density, have also been proposed [22, 24, 25, 26, 27]. However,
actual human gazes vary by viewer and viewing context and their correspondence
with saliency maps is quite limited. Isogawa et al. [3] revealed that the pixel-wise
unnaturalness that occurs in inpainted images is not suitable for saliency based
methods because the resolution of visual saliency maps is coarse. They also pro-
posed perceptually-aware image features focusing on the border area of mask
regions where human gazes tend to gather.

To address the latter issue, let us look once more at the Figs. 3.1(d) and (e) results.
In this case, although it is not easy to give stable scores, it is comparatively easy to
choose which results are better. Current IQA methods mainly focus on providing
absolute scores despite the difficulties involved in doing so [26, 27]. They include
support vector regression (SVR) based methods and require absolute scores for
learning, which is difficult and tends to become unstable. Unlike these methods,
that proposed by Isogawa et al. [3] involves an ordering approach, which esti-
mates the preference order of inpainted images. Therefore, to use the method for
learning purposes it is only necessary to ascertain the preference order, which is a
comparatively easy task. The method uses a learning-to-rank approach and accu-
rately estimates the subjective quality of inpainted images by dividing problems
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into a set of pairwise preference order estimation tasks. Learning based methods
such as these commonly require a subjective annotation step before the training
step, which is considered essential. This labor-intensive annotation leads to both
huge annotation cost and, what is worse, fluctuation of evaluation criteria.

Consequently, this chapter proposes a new framework for estimating learning to
rank based preference order with automatically generated training data. Such
data is referred to as “auto-generated” data in the chapter. The method simulates
“failed” inpainting and assumes that a simulated sample has worse subjective
quality than the method’s best inpainted image. Thus, it generates training pairs
automatically without any user intervention.

Contribution: The main contribution we show in this chapter is that the pro-
posed method achieves learning based preference estimation of inpainted images
without annotated training data. To the best of our knowledge, this is the first
study that tackles learning based estimation of subjective attributes without man-
ually annotated training data. The other contributions include a way to generate
degraded inpainted results and a way to generate masked regions as means to
fully generate automated training data.

The rest of this chapter is organized as follows. In Section 3.2 we review re-
lated work. Section 3.3 describes the learning based ranking method we propose,
which is trained with auto-generated data. Section 3.4 proposes a way to generate
masked regions with the aim of generating fully automated training data. Section
3.5 verifies the effectiveness of the proposed method and Section 3.6 concludes
the chapter with a summary of key points and describes the subjects for future
work.

3.2 Related Work

This section introduces related work. First, 3.2.1 overviews existing IQA meth-
ods for image inpainting. In 3.2.2 we focus on machine learning, especially as a
means to prepare training data. Studies on automatic generation or augmentation
of training data are introduced.

3.2.1 Learning Based IQA Methods for Inpainted Image

With the aim of selecting the best one from a plurality of results among varied
inpainted images, many IQA methods have been proposed [22, 24, 25, 26, 27, 3].
Among these methods, learning based approaches have demonstrated effective
performance [26, 27, 3]. Frantc et al. [26] and Voronin et al. [27] proposed SVR
based IQA methods. These approaches estimate an absolute subjective score for
each test image. For training regression models, subjectively annotated rating
scores are essential. Thus, they used data annotated by subjects who were asked
to provide scores on a 5-point scale.
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Another learning based approach to tackle this problem is the learning-to-rank
approach. It learns and estimates rank order on the basis of a trained ranking
function. The important advantage of this approach is that it can learn only on
the basis of rank order. Because of this advantage, this approach has been the
focus of considerable attention, especially when it is applied to tasks where it is
difficult to estimate subjective preference objectively [28, 29, 30, 31]. Isogawa
et al. [3] proposed a learning-to-rank based IQA method by pairwise preference
estimation, which is written in the previous chapter of this thesis. This method
focuses on the premise that the preference order, rather than absolute scores, is
good for selecting the best one from a plurality of results, which is the method’s
primary goal. For training data, the method requires image pairs with annotated
preference order.

As described above, one difficulty that commonly exists in learning based meth-
ods is the need for a labor-intensive annotation step for obtaining training data.
These manual annotations require huge annotation cost. In addition, the judg-
ment criteria of subjects fluctuate occasionally. To overcome these problems, the
proposed method enables automatic generation of training data. It generates pair-
wise training data automatically and applies a learning-to-rank based algorithm
to the preference order estimation.

3.2.2 Learning with Auto-Generated Training Set

Larger amounts of training data generally lead to higher performance in learning-
based methods. Therefore, in recent years some studies have improved learning
accuracy by augmenting the learning data with automatic generation [37, 38].
Pishchulin et al. [37] proposed a human detection and pose estimation by using
automatically generated training sets. The main advantage of their method is that
it enables human poses and shapes to be controlled explicitly on the basis of ex-
isting training sets. They also combine various background images to increase
training data. Ros et al. [38] proposed learning based pixel-wise semantic seg-
mentation that uses automatically generated training data. Since annotation data
for this task must be provided on a pixel-by-pixel basis, having humans provide
the data is labor-intensive. To overcome the problem, they use realistic synthetic
images of urban views in a virtual world that can provide annotation data on a
pixel-by-pixel basis.

In these tasks, it is apparent that an image generation model can be obtained
from annotation data. Thus, generation of training examples, i.e., a set of an-
notated data and the generated images, is rather easy. In contrast, modeling the
relationship between inpainted images and their annotated subjective quality is
quite difficult. The reason is shown in Fig. 3.1, where both inpainted images have
subjectively good quality. This makes it difficult to create the auto-generated
training data. To the best of our knowledge, this study is the first trial of making
auto-generated training data for subjectively assessing inpainted image quality.
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Figure 3.2: Overview of our proposed learning framework

3.3 Proposed Method

3.3.1 Overview

Figure 3.2 shows the overview of the proposed preference ordering framework
with automatic generation of training data. Our framework consists of training
and estimation phases.

In the training phase, the proposed method first generates a simulated training
set. Then, a ranking model is trained with these auto-generated images. As the
ranking model, we utilize the pairwise learning-to-rank based method previously
used by Isogawa et al. [3]. This is because unlike SVR-based methods [26, 27],
a pairwise method only requires a set of preference orders between two images
and does not require absolute scores of subjective quality. The learning process
is detailed in 3.3.2. Because the proposed method uses pairwise learning-to-rank,
the proposed generation of training data yields inpainted image pairs with known
preference orders. This is described in more detail in 3.3.3.

The estimation phase procedure is fairly clear. With inpainted image pair input,
the method extracts feature vectors that focus on the unnaturalness produced by
color or structural discontinuity around the inpainted region contours. Then, the
ranking function’s scalar output values are calculated. The magnitude relation-
ship between pairs of images shows their preference order.

3.3.2 Model Learning with Auto-Generated Training Data

This subsection describes a learning-to-rank based learning algorithm for order-
ing pairwise images. The method is trained with auto-generated simulation im-
ages that represent degraded inpainted results.
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This algorithm premises a ranking function f (xi) that projects feature vector xi,
which is obtained by xi = g(Ii) from image Ii, to a one-dimensional axis in ac-
cordance with the subjective quality of inpainted results, where g(·) is a feature
extraction function. For simplicity, we use “Ii ≻ I j” to express that “Ii is preferred
to I j”.

For easy understanding, before we describe the ranking algorithm trained with
auto-generated training data, let us briefly explain the training algorithm for f (x).
We define the function h(xi,x j) that denotes preference order as follows.

h(xi,x j) =


+1 (Ii ≻ I j)

0 (no preferences)
−1 (I j ≻ Ii),

(3.1)

The f (x) is trained so that the difference of outputs f (xi)− f (x j) has the same
sign as h(xi,x j). In a word, the function f should satisfy the following formula:

sign(h(xi,x j)) = sign( f (xi)− f (x j)). (3.2)

The goal is to learn f , which is concordant with the training samples. We modeled
f with the linear function f (x) = ω⊤x. Then Eq. 4.2 can be rewritten as

sign(h(xi,x j)) = sign(ω⊤(xi − x j)). (3.3)

The error function is defined on the basis of Eq. 4.3 and is optimized with respect
to ω . This is the same problem as that of binary classification. We use a pairwise
learning-to-rank algorithm called RankingSVM [43] to solve it.

Now we are ready to introduce auto-generated training set into the ranking algo-
rithm. Let Il

sim be a simulated inpainted image with l degraded level, with which
larger l indicates more degradation. In accordance with degraded level, the pref-
erence order among such images is

l1 < l2 → Il1
sim ≻ Il2

sim. (3.4)

Such auto-generated images are used to train the ranking function. The way to
generate degraded images Isim is described in the next subsection.

3.3.3 Automatic Training Data Generation

The proposed method relies on existing inpainting methods and devices for them
to obtain degraded inpainted images that well simulate inpainting failures. Sub-
section 3.3.3.1 briefly reviews typical inpainting algorithms and then 3.3.3.2 de-
scribes how degraded data are generated on the basis of the existing inpainting
algorithms.
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(b) (c) (d)(a)

Figure 3.3: Typical patch-based approach for image inpainting

3.3.3.1 Patch Based Image Inpainting Algorithms

Among various inpainting methods, patch-based algorithms are widely acknowl-
edged as promising approaches. Typically they comprise three steps, which we
will explain by using Fig. 3.3. For the damaged region masked with red in
Fig. 3.3(a), (1) a patch that includes both the source and the damaged region
is set as a target, the blue rectangle in Fig. 3.3(b), (2) a similar patch for the target
patch, the green rectangle in Fig. 3.3(b), is retrieved in the source region, and
(3) the damaged region in the target patch is replaced in accordance with similar
patches as in Fig. 3.3(c). The resultant restored image is shown in Fig. 3.3(d).

For proposing our method in subsequent part, we will introduce the following
notation for the above patch-based inpainting concept. Here, P(p) is a target
patch whose center pixel is p, and P̂N

p denotes the N-th most similar patch from
P(p). Since total inpainting quality highly depends on the quality of retrieved
patches, it is basically acknowledged that the more similar the retrieved patch is,
the better the inpainted quality becomes. That is, for “fine” inpainted results, the
most similar patch (i.e., with N = 1) from P(p), which is denoted as P̂1

p , is used
as in Eq. 3.5 to restore a missing region.

P̂1
p = P(q′) = argmin

P(q)
dist(P(p),P(q)) (3.5)

dist(·) represents distance function. The proposed method uses the assumption
in an inverse way, i.e., dissimilar patches generate unnatural inpainted images.

3.3.3.2 Auto-Generated Inpainted Images as a Training Set

In simulating failed inpainted images, we found that if we selected the N-th most
similar patch P̂N having larger N, it would apparently correspond to the cases
in which good patches for inpainting cannot be found. This is a typical case of
inpainting failure. Therefore, as the value N gets larger, the patches become dis-
similar and the inpainting results get worse. That is, simulated inpainted images
are generated so that their relationships depend on the level of patch similarity as
Il1
sim ≻ Il2

sim when l1 < l2, where IN
sim represents a simulated image inpainted with
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Figure 3.4: Patch based degraded inpainted image generation.

N-th similar patches. We propose incorporating this patch retrieval into existing
inpainting algorithms. The following shows our simulated image generation with
two types of algorithms as examples.

With Patch-Retrieval Based Method. Here we explain our data simulation for
patch retrieval based inpainting methods with Criminisi et al’s method [6] as a
base algorithm. This simulation can also be applied to other patch-based algo-
rithms. The original method uses simple patch retrieval as shown in Eq. 3.5. Our
method can be easily incorporated into this patch retrieval; instead of retrieving
the most similar patches P̂1

p , we obtain P̂L
p with L > 1. Figure 3.4 illustrates this

in more detail. The original image with damaged region is shown in (a). The
resultant inpainted images are shown in (b) and (c). Here, (b) is the method’s
best result and (c) is a simulated deteriorated result obtained using our proposed
method. As the typical procedure of patch-based inpainting, target patch P(p) is
determined in (i), and then a similar patch is retrieved and used for filling in the
hole. In case (b), the most similar patch is used. Unlike this, the proposed method
uses a dissimilar patch depending on degraded level L and obtains the degraded
result as shown in (c-ii).

With Image-Retrieval Based Method. Some current studies extend the basic al-
gorithms by using patch retrieval indirectly. Our training data simulation method
can also be applied to such methods without loss of generality. Here we explain
an extension using He and Sun’s method [10] as the base algorithm. He and Sun
improve the basic algorithm on the basis of two ideas; extension of the patch P
to the whole image I, and treating an inpainting task as a Photomontage prob-
lem [46]. Figure 3.5 illustrates this in more detail. The original image with dam-
aged region and the target region to be inpainted are shown in Figs. 3.5(a) and (b).
The resultant inpainted images are shown in Figs. 3.5(c) and (d). Fig. 3.5(c) is
the method’s best result and Fig. 3.5(d) is a simulated deteriorated result obtained
using our proposed method. Let ÎN be the N-th most similar image for damaged
image I. To generate the method’s best inpainting result, they retrieve the K most
similar images ÎK = {Î1, Î2, ..., ÎK} and the missing region is filled by combining
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Figure 3.5: Image retrieval based degraded inpainted image generation.

a stack of these images. Our method modifies this image retrieval part; instead of
retrieving the K most similar images, we obtain ÎαL that excludes Îα(L−1). That
is, we obtain ÎαL − Îα(L−1) = {Îα(L−1)+1, Îα(L−1)+2, ..., ÎαL} to generate an L-th
level of a degraded image.

3.4 Towards Completely Automatic Training Data
Generation: Masked Region Generation

The previous section focuses only on the labor cost involved in annotating pref-
erence orders. Since training data generation requires huge annotation cost, our
approach with auto-generated data can significantly reduce the cost. However,
there is still a process that must be done manually in this method. That is to
designate the region to be inpainted as a masked region. This operation requires
manual intervention and hinders larger training set generation.

To improve our method, we also propose a method to generate masked regions
for effective auto-generated data by utilizing semantic segmentation. By addi-
tionally using this automatic designation of mask regions, the method eliminates
any manual work needed to generate training data. In other words, it makes it
possible to increase the amount of training data with no labor cost.

However, it is known that the quality of inpainted results varies largely depend-
ing on their masked region. Since our training data generation method assumes
that simulated image pairs with multi-levels of degradation have orders in terms
of quality, the method’s best inpainted images with no degradation should have
good enough quality with its masked region. In case the method’s best inpainting
results with degradation level L = 0 do not have good enough quality, the quality
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(a)

(b)

(c)

Original image 
with masked region

L=0
Close-up view of auto-generated training images with degraded level L

L=1 L=2

Figure 3.6: Example of auto-generated data quality depending on masked re-
gion; (a) desirable multi-degraded auto-generated data, (b)(c) undesirable auto-
generated data with masked region that do not satisfy the requirements.

of all degraded image is biased toward poor directions and thus it might break our
assumption.

Thus, we consider that desirable masked regions for effective auto generated data
should satisfy the following three requirements; (1) the images for training data
include varied scenes for high versatility training sets, (2) other objects are not
adjacent to the contours of the masked regions, and (3) the region of the object to
be inpainted does not protrude from the masked region.

Figure 3.6 explains how requirements (2) and (3) affect auto-generated data. In
the figure, (a) shows the masked region that satisfies the requirement and its auto-
generated data with degradation level 0 to 2. Multi-levels of degraded images
become worse if degradation level L increases, as expected. Figs. 3.6(b) and (c)
respectively show failure cases in which requirements (2) or (3) are not satisfied.
In Fig. 3.6(b) another object touches a masked human region, and in Fig. 3.6(c)
the people’s region to be inpainted is revealed from the masked region. In both
cases, unnatural inpainted results are generated in all degradation stages and there
are no definitive preferences between them. This is due to the fact that the des-
ignated masked region makes it difficult to find the source region to be used for
filling the hole. Restoring missing objects such as adjacent humans or revealed
human regions is rather difficult.

To satisfy the requirements described above, we use people’s regions in images
found by semantic segmentation. Humans appear in a lot of images and they
are less likely to be adjacent to other objects compared to other objects such as
desks in a classroom. Therefore, using such regions makes it possible to meet the



Chapter 3. Training Data Generation without Any Manual Operations 38

(a)

(b) (c)

Figure 3.7: Proposed masked region generation. The method first detects peo-
ple’s regions as shown in (a) and dilates initial masked region (b) to (c) so that
the region satisfies the mask requirements.

first and second requirements. In order to meet the second point better, we use
regions that do not have any adjacency with other objects. To satisfy the third
requirement, we dilate the extracted region since the human region extracted by
semantic segmentation is often smaller than that of an actual human region.

The detailed process of masked region generation is described below (see Fig. 3.7).
With original image Iorig obtained from a dataset, the Internet, etc (see Fig. 3.7(a)),
semantic segmentation results are calculated as shown in Fig. 3.7(b). We use
Mask R-CNN [47] as a semantic segmentation method. If the detected people’s
region has no overlap with any other object and its size is 1 to 20 % of Iorig, the ini-
tial masked image Iinit

mask is generated with the segmented region (see Fig. 3.7(c)).
For Iorig with multiple people’s regions, only the region having the largest area
is adopted. The final masked image Imask shown in Fig. 3.7(d) is calculated by
dilating the masked region in Iinit

mask.

3.5 Experiment

This section reports the efficacy of the proposed method. In Subsection 3.5.1 we
will show the experimental setup we used, including training data preparation. In
3.5.2 we will show the efficacy of our auto-generated data as a training set. In
3.5.3 we will demonstrate the efficacy of the proposed masked region generation.

3.5.1 Experimental Setup

3.5.1.1 Ranking Learning

The proposed method uses Isogawa et al.’s rank learning framework [3]. The
characteristics and advantage of the framework are as follows. The framework
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Inpainted images and close-up view
(the left preferred by subjects)

Original image 
with damaged region

(a)

(b)

Figure 3.8: Inpainted image pairs, the preference orders of which were cor-
rectly estimated with our model even with (a) non-uniformity background tex-
tures, and (b) complex shape of masked region.

uses RankingSVM, implemented using SVM Rank [44] with a radial basis func-
tion (RBF) kernel, whose parameters are well tuned. For training and testing, it
uses ten-dimensional image features that focus on the unnaturalness around the
contours of the inpainted regions produced by color or structural discontinuity.
Since the features are normalized for the size of the masked region contour, the
rank learning is relatively robust for the shape complexity of the masked region or
non-uniformity of the texture (see Fig. 3.8 for image pairs, the preference orders
of which were correctly estimated).

3.5.1.2 Preparing Manually Annotated Data

Manually annotated data were basically used for test data with ground-truth pref-
erence annotation. They were also used as training data for comparing the estima-
tion accuracy obtained with an auto-generation data based model to that obtained
with a manual annotation data based one.

Subjective Annotation. We prepared 100 publicly available images obtained
from the Web. Damaged regions in these images were manually masked. For
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each masked image, we generated a fixed number of inpainted results with dif-
ferent parameters. The number differed depending on the experiments we con-
ducted. The experiments discussed in 3.5.2.1 and 3.5.2.2 and the first experiment
discussed in 3.5.2.3 involved generating six inpainted results by a combination
of three options of patch size and two options of number of similar images to be
retrieved. The second experiment discussed in 3.5.2.3 involved preparing three
inpainted results by changing the pre-trained model for inpainting. The third ex-
periment discussed in 3.5.2.3 also involved preparing three inpainted results by
changing the inpainting method.

The quality of the images was evaluated by eight subjects (four males and four
females) with normal vision. To make the users’ judgment easy, we randomly
displayed a pair of inpainted images side-by-side. Subjects were asked to choose
one of three options: right image is better, left image is better, and no prefer-
ence order (i.e., it is hard to decide which one is better or which one is worse).
As inpainting methods, we basically used He and Sun’s method [10] throughout
this section, but in 3.5.2.3 we add Huang et al.’s method [11], Herling et al.’s
method [12], and Yu et al.’s method [14].

Notation and Reliability of Annotated Data. We used T (M,S)
a to denote anno-

tated datasets with inpainted method M, for which a consensus was obtained for
at least S subjects. For example, T (He,8)

a indicates the dataset with He et al’s in-
painting method, which got a unanimous answer from all eight subjects. With
the dataset T (He,5)

a consensus was obtained for from five to eight subjects. Thus,
more than half of the subjects gave the same preference order to pairs in T (He,5)

a .
This indicates that S reflects the difficulty humans have in making judgments in
such cases.

3.5.1.3 Auto-Generated Training Data

This subsection describes how we got an auto-generated training set.

Degraded Image Simulation. We gathered the same images of annotated data.
But, please note that we excluded auto-generated data simulated with identical
images as test data. Damaged regions in these images were manually masked.
Since the position, size, and shape of the damaged region are normalized during
the learning-to-rank process, we were able to set the damaged regions arbitrar-
ily regardless of the objects in the target images. We set five degradation levels
for simulating inpainted images IL

sim, i.e., L = 0,1,2,3, and 4, where L = 0 in-
dicates an image without any intentional degradation, i.e., the method’s best in-
painted image. These five image levels are generated from one original image.
By combining these five images, we generated 5C2 = 10 pairs of training data,
with preference orders Ix

sim ≻ Iy
sim (∀x < y), i.e., the inverse of degradation level.

Figure 3.9(b) shows degraded images depending on the degraded level L (L =
0,1,2,3, and 4). All degraded images are inpainted with the masked region
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(a) Original image 
with damaged region

L=0
(b)  Close-up view of automatically generated training images with degraded level L

L=1 L=2 L=3 L=4

Figure 3.9: Simulated inpainted images.

Table 3.1: Prediction accuracy comparison with existing image quality assess-
ment metrics. The highest scores are underlined. [%]

T (He,5)
a T (He,6)

a T (He,7)
a T (He,8)

a

ASVS [22] 45.11 44.85 43.66 44.74
DN [22] 53.26 53.68 56.34 57.89

GDin [23] 43.48 44.85 40.85 39.47
BorSal [24] 42.39 43.38 42.25 44.74

StructBorSal [24] 46.74 45.59 42.25 52.63
RankIQA [48] 65.79 60.53 63.16 42.11

Isogawa et al. [3] 60.33 62.5 71.83 76.32
Ours(T He

d ) 66.85 70.59 76.06 78.95
Ours(T He

d +T He
a ) 65.22 68.38 76.06 78.95

shown in (a). Figure 3.9 shows that our method simulates degraded images well;
each degraded image gets worse quality as L increases. Though the deteriora-
tion is subjective, it well simulates the failures that typically occur in ordinary
inpainting methods having inappropriate parameters such as patch size.

Notation. We denote the auto-generated degraded images with inpainting
method M for training T M

d . For example, auto-generated data with He et al’s
inpainting method is denoted as T He

d .

3.5.2 Investigation to Ascertain Effectiveness of
Auto-Generated Training Data

3.5.2.1 Comparison with Existing IQA Methods

We conducted experiments comparing our method to other IQA methods for im-
age inpainting, i.e., ASV S and DN by Ardis and Singhal. [22], GDin by Venkatesh
and Cheung [23], BorSal,StructBorSal by Oncu et al. [24] as non learning-based
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methods, and Isogawa et al.’s method [3] as a learning-based method. We also
verified RankIQA [48], the rank-learning-based IQA method with a deep neural
network (DNN). Although the method is not for IQA of inpainting, we argue that
the comparison with the DNN-based IQA method is informative. Note that al-
though the GDin originally uses measured human gaze, we used a saliency map
instead. This is the same evaluation approach used in Oncu et al. [24]. For train-
ing with Isogawa et al.’s method we used the annotation data of T (He,8)

a . Our
proposed learning method trained with auto-generated data T He

d is denoted as
Ours(T He

d ).

Table 3.1 shows the prediction accuracy for all test data T (He,S)
a (5 ≤ S ≤ 8) ob-

tained for each metric. Excluding inpainted images with extremely poor quality,
the amounts of test data |T S

a | of T S
a with S = 5 to 8 were (|T 5

a |, |T 6
a |, |T 7

a |, |T 8
a |) =

(184,136,71,38). Our method Ours(T He
d ) correctly estimated the preference or-

der within image pair with the highest score for all test data; the improvement
our method achieved over Isogawa et al.’s method was 6.52, 8.09, 4.23, and 2.63
points for test data T (He,5)

a , T (He,6)
a , T (He,7)

a , and T (He,8)
a .

Figure 3.8 shows examples of image pairs, the preference orders of which were
correctly estimated even with non-uniformity texture (see (a)) and shape com-
plexity of masked region (see (b)). Please refer our supplemental material for
more results.

3.5.2.2 Verifying Effectiveness of Auto-Generated Training Data Depend-
ing on Varied Conditions

This subsection describes three more investigations we conducted to verify the
validity of the auto-generated data. The first one investigates the effects of the
volume of auto-generated data on estimation accuracy, which is the ratio of es-
timation success of preference order among annotated pairs. Figure 3.10 shows
the estimation accuracy obtained when the amount of auto-generated data is in-
creased from 50 to 990 in 50 increments. Training data are randomly selected
from T He

d . As shown in the graphs in the figure, estimation accuracy increased
as the amount of training data increased. In addition, to investigate whether auto-
generated data can be used as a substitute for annotated data, the performances de-
pending on the proportion of auto-generated data were tested. Figure 3.11 shows
performances depending on the proportion of auto-generated data with T (He,5)

a .
Here, the number of training data was fixed to 990 in all cases; only the propor-
tion of annotated and auto-generated data was changed. The amount of annotated
data was decreased from 180 to 0 in 10 decrements. Even though the amount of
subjectively annotated training data was changed, the estimation accuracies were
almost constant in all cases. These results suggested that auto-generated training
data could be a substitute for manually annotated data.
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Figure 3.10: Prediction accu-
racy with each T He

a depending
on the amount of T He

d .

Figure 3.11: Prediction accu-
racy depending on the propor-
tion of T He

d .

Figure 3.12: Prediction accuracy depending on the levels of T He
d .

We also investigated how the amount of auto-generated data affected estimation
accuracy. Figure 3.12 shows estimation accuracy for each T S

a when the auto-
generated training data levels L were changed between L = 1 to 4. The available
training data amounts were respectively 99, 297, 594, and 990 for L = 1, 2, 3,
and 4. However, to focus on the affect of data levels, we set it to the smallest
number 99, i.e., that for L = 1. Note that the results are average performances
with 10 trial runs and that training data for each trial are randomly selected. As
the figure shows, the estimation accuracy increases as L increases, which suggests
that multi-levels of auto-generated data work effectively. These two kinds of
investigations suggest that the auto-generated data works as expected and using
multi-levels of data works effectively.

The third one verifies the performance when subjectively annotated data is added
to auto-generated data. We added T (He,S)

a to T He
d for further verification of auto-

generated data performance. Hereafter, in this section we denote these two data as
T S

a and Td for simplify the explanation. We denote our learning method with such
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Table 3.2: Prediction accuracy with or without subjectively annotated data. The
highest scores are underlined. [%]

T 5
a T 6

a T 7
a T 8

a

Ours(Td) 66.85 70.59 76.06 78.95
Ours(Td +Ta) 65.22 68.38 76.06 78.95

Table 3.3: Prediction accuracy with or without unreliable data. The highest
scores are underlined. [%]

T 5
a T 6

a T 7
a T 8

a

Ours(T re
d ) 66.30 69.85 76.06 81.58

Ours(T un
d ) 63.04 67.65 73.24 78.95

data as Ours(Td + Ta). The comparison between Ours(Td) and Ours(Td + Ta)
with all test data T S

a with S = 5,6,7, and 8 is shown in Table 3.2.

With this table, we found that the use of annotated training data does not show
significant changes on prediction accuracies of for all cases (T 5

a ,T
6

a ,T
7

a , and T 8
a ).

However, in case of low consensus data such as S = 5 and 6, the use of annotated
training data deteriorated the prediction accuracy. “Low consensus” means the
subjective judgement varies by the subject and may not suit for machine learning.
To verify this consideration, we conducted the next experiment.

We divide the auto-generated data, Td into two groups; reliable data set consisted
by auto-generated data of L =1 and 4, T re

d ; unreliable data set consisted by that
of L =2 and 3, T un

d . We subjectively confirmed that T un
d have small difference in

subjective quality and are difficult to be judged by a large margin compare to T re
d ,

as in Fig. 3.9. The prediction accuracy is shown in Table 3.3. For all test data,
Ours(T re

d ) excels Ours(T un
d ). It also suggests that subjectively similar data like

T un
d is not a good data for training. Thus, we should consider the balance between

the number of auto-generated data and the quality of them as a future work.

3.5.2.3 Effectiveness for Test Image with Unknown Inpainting Method

Up to the preceding sections, we have examined the effect of auto-generated train-
ing data under the condition that the inpainting method used for test and training
data generation is same. However, since inpainted results vary depending on their
inpainting method, auto-generated training data are also varied by their inpainting
methods. Thus, this section investigates how ranking function trained with a cer-
tain method works for the test data generated by another method. Hereafter, we
define “pre-trained” and “re-trained” ranking functions as that are trained with-
out/with auto-generated training data inpainted with same method as test data.
We also denote test data whose inpainting method is not used for pre-training
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Table 3.4: Prediction accuracy with or without auto-generated data inpainted
with unknown Huang et al’s method [%]

T (Sc,5)
a T (Sc,6)

a T (Sc,7)
a T (Sc,8)

a

Ours(T He
d ) 71.03 74.37 81.48 82.98

Ours(T He+Sc
d ) 69.16 71.86 77.78 82.98

Table 3.5: Prediction accuracy with or without auto-generated data inpainted
with unknown Herling et al’s method [%]

T (Pix,5)
a T (Pix,6)

a T (Pix,7)
a T (Pix,8)

a

Ours(T He
d ) 66.41 67.61 70.28 72.87

Ours(T He+Pix
d ) 62.92 63.46 68.11 71.29

as “unknown test data” or “test data with unknown method”, and its inpainting
method as “unknown inpainting method”.

With Patch-Based Inpainting Methods. For investigation, we used Huang et
al.’s [11] and Herling et al’s [12] methods as unknown patch-based inpainting
methods. Since these two are patch-retrieval based methods, our patch-retrieval
based simulation method is applied for auto-generated data preparation. Such
auto-generated data with these two methods were not used for pre-training and
we used He et al.’s method [10] for pre-training same as previous section. From
here we denote auto-generated training data with these three inpainting methods
as T He

d , T Sc
d , and T Pix

d . Samely, we denote test data with new two methods as T Sc
a

and T Pix
a . As a ground truth, preference orders for T Sc

a and T Pix
a are annotated by

8 subjects. T Sc
a , T Pix

a with at least S subject’s consensus is denoted as T (Sc,S)
a and

T (Pix,S)
a . The amounts of test data of T (Sc,S)

a and T (Pix,S)
a with S = 5 to 8 were (321,

199, 108, 47) and (712, 602, 461, 317), respectively. Same as previous section,
100 original images for auto-generated training data were prepared for five levels
of degraded images. Each of T He

d , T Sc
d , T Pix

d includes 5C2 ×100 = 1000 pairs of
training data.

Test data with unknown inpainted method T Sc
a , T Pix

a are evaluated under two con-
ditions; one is with pre-trained ranking model with T He

d , and the other is re-
trained model with same inpainting method as test data, i.e., mixture training
data includes T He

d and T Sc
d , or T He

d and T Pix
d . We call such adjacent data as “mix-

ture training data” and denote them as T He+Sc
d and T He+Pix

d , respectively. These
mixture training data have twice samples of each training data, i.e., 2000 pairs.

Figures 3.13 and 3.14 show estimation accuracy for each T S
a where S = 5,6,7,

and 8 with pre-trained ranking function with T He
d (see (a)) and re-trained it with

mixture training data T He+Sc
d or T He+Pix

d (see (b)). In the figures, vertical axis
shows estimation accuracy and horizontal axis shows amount of training data,
which is auto-generated. That are increased from 100 to 1000 in 100 increments



Chapter 3. Training Data Generation without Any Manual Operations 46

(a) (b)

Figure 3.13: Prediction accuracy for T Sc
a with (a) pre-trained model with T He

d
and (b) re-trained model with T He+Sc

d .

(a) (b)

Figure 3.14: Prediction accuracy for T Pix
a with (a) pre-trained model with T He

d
and (b) re-trained model with T He+Pix

d .

for (a) and from 100 to 2000 in 100 increments for (b). The training data are
randomly selected and the plotted accuracy is an average of 10 runs with these
standard deviations. Tables 3.4 and 3.5 show the estimation accuracy value we
obtained for each T S

a , where S = 5,6,7, and 8 with the pre-trained ranking func-
tion with T He

d with 1000 data elements and re-trained it with mixture training set
T He+Sc

d or T He+Pix
d with 2000 data.

As the results show, it was possible to estimate preference orders with high ac-
curacy, i.e., 82.97% for T Sc

a and 72.87% for T Pix
a even for these unknown test

data. In addition, regarding result with T He+Sc
d , although estimation accuracy

was slightly decreased with mixture training data, significant differences could
not be observed. These results show that our method has a certain amount of
robustness against the patch-based inpainting method used.

With GAN-Based Inpainting Methods. So far, we have used specific types
of inpainting methods, i.e., image retrieval based and patch based. However,
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(a) (b)

Figure 3.15: Prediction accuracy for (a) T GAN
a and (b) T Multi

a . T He
d was used as

trained model

in addition to these effective conventional methods, generative adversarial net-
work (GAN) based inpainting methods have achieved remarkable progress in re-
cent years. We verified how our IQA method trained with auto-generated data
works for GAN-based inpainting methods that may have different types of degra-
dation.

We used Yu et al.’s [14] GAN-based inpainting method as the unknown method.
The method was trained with the three database, i.e., places2 [49], CelebA [50],
and imageNet [51]. As in Sections 3.5.2.1 and 3.5.2.2, we used He et al.’s
method [10] for training our preference-ordering model. The denotation for auto-
generated data is the same as previous one; T He

d . Test data with Yu et al.’s GAN-
based inpainting method are denoted as T GAN

a , and T GAN
a with the consensus of at

least S participants are denoted as T (GAN,S)
a . The amount of T (GAN,S)

a with S = 5
to 8 was (212, 204, 151, 139). As discussed in the previous section, 100 original
images for auto-generated training data were prepared for five levels of degraded
images; thus, T He

d includes 5C2 ×100 = 1000 pairs of training data.

Figure 3.15(a) shows the estimation accuracy for each T (GAN,S)
a , where S = 5,6,7,

and 8 with the pre-trained ranking function with T He
d . The vertical axis shows

estimation accuracy and the horizontal axis shows the amount of training data,
which were auto-generated. The amount of training data were increased from
100 to 1000 in 100 increments. The training data were randomly selected, and the
plotted accuracy is an average of 10 runs with these standard deviations. Table 3.6
shows the estimation accuracy score for each T (GAN,S)

a , where S = 5,6,7, and 8
with the pre-trained ranking function with T He

d . Even with the GAN-based in-
painted images, it was possible to estimate preference orders with high accuracy,
i.e., 82.73%. The results also indicate that our method can handle test images
with different types of inpainting methods with a certain amount of robustness.

With Multiple Types of Inpainting Methods for Test Images. So far, we have
focused on one inpainting algorithm for one experiment to generate test images.
That is, our ranking algorithm estimates preference orders of images inpainted
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Table 3.6: Prediction accuracy for test sets generated with unknown inpainted
methods, i.e., Yu et al.’s GAN-based inpainting method [%]

T (GAN,5)
a T (GAN,6)

a T (GAN,7)
a T (GAN,8)

a

Ours(T He
d ) 76.42 76.96 82.78 82.73

Table 3.7: Prediction accuracy for test sets generated with multiple unknown
inpainted methods, i.e., Yu et al.’s GAN-based, He et al.’s image retrieval based,
and Huang et al’s patch based methods[%]

T (Multi,5)
a T (Multi,6)

a T (Multi,7)
a T (Multi,8)

a

Ours(T He
d ) 68.02 68.04 71.63 71.43

with the same algorithms. However, there may be situations in which users
want to find the orders between images inpainted with different algorithms. To
generate test images, this experiment uses three different types of inpainted algo-
rithms, i.e., patch based [11], image retrieval based [10], and GAN based [14],
trained with the places2 dataset [49]. As in the previous experiments, we used He
et al.’s method [10] for auto-generated training data. The auto-generated training
and test sets consisting of images with the three different inpainting methods are
respectively denoted as T He

d and T Multi
a . The T Multi

a with the consensus of at least

S participants is denoted as T (Multi,S)
a . The amount of test data of T (Multi,S)

a with
S = 5 to 8 was (197, 194, 141, 140). Training data consisted of 5C2×100 = 1000
pairs, as in the previous experiments.

Figure 3.15(b) shows the estimation accuracy for each T (Multi,S)
a where S = 5,6,7,

and 8. The vertical axis shows estimation accuracy and the horizontal axis shows
the amount of training data, which were auto-generated. That are increased from
100 to 1000 in 100 increments. The training data were randomly selected, and the
plotted accuracy is an average of 10 runs with these standard deviations. Table 3.7
shows the estimation accuracy score for each T (Multi,S)

a , where S = 5,6,7, and
8. Despite the task’s difficulty in estimating preference orders between images
generated using different inpainting methods, our proposed method estimated the
orders with 71.43%. Note that the test images contained inpainted results with
two unknown and fundamentally different algorithms from that for training-data
generation. The results also indicate that our method can work well even for a
test data set consisting of images inpainted using different types of methods.

3.5.3 Effectiveness Investigation for Masked Region Genera-
tion

This section investigates the effectiveness of proposed masked region creation to-
wards completely human labor-free training data generation. Note that our main
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Original image 
with damaged region

L=0
Close-up view of automatically generated training images with degraded level L

L=1 L=2 L=3 L=4

Figure 3.16: Auto-generated training data with proposed masked region gen-
eration; (a) generated Ipeople

mask , (b) close-up view of multi levels of simulated
inpainted images.

proposal is a training-data-generation method with the degraded inpainting intro-
duced thus far. It is not restricted to fully automatic masking, which is introduced
in this section.

Experimental Setup. For experiments, we additionally gathered new images
from ImageNet [51]. The mask type, i.e., the masked images of the proposed
method and comparison targets, are as follows.

1. The proposed method is denoted by Ipeople
mask , which uses automatically seg-

mented people regions without contacting other objects (proposed in Sec. 3.4).

2. The first method for comparison is denoted by Irect
mask, which is masked by

rectangle of 200×200 [pixels] centered at the original image.

3. The second method for comparison is denoted by Ipeople(ad)
mask , which is sim-

ilar to the proposed method but includes images that are adjacent to other
objects.

4. The third method for comparison is denoted by Iall
mask, which is also similar

to the proposed method. Although the proposed method only used people’s
region, it uses all kinds of objects that are automatically tagged.

Training Data Generation. Inpainted images of five levels of degradation with
use of He et al.’s method were generated for each mask type. These training data
that corresponds to Ipeople

mask , Irect
mask, Ipeople(ad)

mask , and Iall
mask are denoted by T people

d ,

T rect
d , T people(ad)

d , and T all
d respectively. The amount of original images used for



Chapter 3. Training Data Generation without Any Manual Operations 50

su
cc

es
s

fa
ilu

re
su

cc
es

s
fa

ilu
re

su
cc

es
s

fa
ilu

re

Original image 
with damaged region

L=0
Close-up view of automatically generated training images with degraded level L

L=1 L=2 L=3 L=4

(a)

(b)

(c)

Figure 3.17: Success or failure case of auto-generated training data with auto-
matically generated masked region (a) Irect

mask, (b) Ipeople(ad)
mask , and (a) Iall

mask.

auto-generated data were 900 for each type of mask and thus each auto-generated
training set consisted of 5C2 × 900 = 9000 pairs of training data. Examples of
training data T people

d with degraded levels L are shown in Fig. 3.16. As these
examples show, degraded inpainting images as training data are appropriately
generated. Examples of other training set, i.e., Irect

mask, Ipeople(ad)
mask , and Iall

mask, are
shown in Fig. 3.17.

Results. Figure 3.18 shows estimation accuracy for each T S
a with He et al.’s

method where S = 5,6,7, and 8 with each dataset T people
d , T rect

d , T people(ad)
d , and

T all
d . In all of these graphs, vertical axis shows estimation accuracy and horizon-

tal axis shows amount of data used for training, that are increased from 100 to
9000 in 100 increments. The training data are randomly selected and the plotted

Table 3.8: Prediction accuracy comparison for auto-generated training sets with
different types of masked regions. The highest scores are underlined. [%]

T (He,5)
a T (He,6)

a T (He,7)
a T (He,8)

a

Ours(T people
d ) 64.35 66.84 72.96 79.47

Ours(T rect
d ) 58.80 59.41 60.70 61.84

Ours(T people(ad)
d ) 57.72 57.35 58.31 59.74
Ours(T all

d ) 61.96 63.60 67.75 74.47



Chapter 3. Training Data Generation without Any Manual Operations 51

(a) (b)

(c) (d)

Figure 3.18: Prediction accuracy for each T S
a (S=5,6,7,8) with (a)T people

d ,
(b)T rect

d , (c)T people(ad)
d , and (d)T all

d

accuracy is an average of 10 runs with standard deviation. As reference, black
dotted lines indicate estimation accuracy with auto-generated data with manually
designated masked region, i.e., T He

d , which is considered to be the most effective
training data proposed in 3.3.3. Table 3.8 compares estimation accuracy for each
T S

a with four types of training sets.

As shown in the graphs in Fig. 3.18 and Table 3.8, estimation accuracy with
T people

d was 79.47%. Although this training set requires no human labor for both
masked region designation nor training data generation, the estimation accuracy
was rather higher than that of T He

d described in 3.5.2.1, which requires annotated

masked regions. Regarding other types of masked regions, i.e., T rect
d , T people(ad)

d ,
and T all

d , the estimation accuracies were 59.74 to 74.47, which were far below the
accuracy with T people

d . These results support our assumption that designation of
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Original image 
with damaged region

L=0
Close-up view of automatically generated training images with degraded level L

L=1 L=2 L=3 L=4

Figure 3.19: Failure case of our masked region generation. Since the people’s
region is protruded from masked region, multi levels of auto-generated data are
biased towards worse quality direction.

the masked region is important to generate effective auto-generated training data.

Figure 3.17 explains possible reasons for the accuracy with T rect
d , T people(ad)

d , and
T all

d did not reach that of T people
d with failure examples of auto-generated data.

The failure case in (b) shows an example where the masked people’s region is
adjacent to another people’s region, and the failure case shown in (c) shows an
example where the object’s region to be inpainted is revealed from the mask. In
either case, since the masked regions are not appropriate for inpainting, auto- gen-
erated data results with degradation level L = 0 have lower quality, even though
ideally they should not include any degradation. Therefore, we consider that the
effectiveness of training data might be reduced because the quality of each level
of simulated data was biased towards the worse quality direction and it was diffi-
cult to get definitive preference relationships between them.

In addition, although auto-generated training set T people
d with proposed masked

region showed higher accuracy than T He
d , which requires annotated masked re-

gions, we consider that there is still room for improvement. Our masked region
generation strategy avoids adjacency with other objects in images and protruding
object regions. However, we found that it was not always satisfied. Figure 3.19
shows examples of failure cases of our mask generation. The masked people’s
region is protruded from the masked region and degraded inpainted images are
biased towards worse quality direction. This is the current limitation of our pro-
posed method. We are planning to optimize the masked region towards effective
inpainting as a subject for future work.

3.6 Conclusion

This chapter describes a learning-based ranking framework for image inpaint-
ing. Unlike existing learning-based IQA methods, our method trains without us-
ing subjectively annotated data by using auto-generated data; we used simulated
“failed” inpainted images by focusing on inpainting algorithms. In addition, we
also proposed an automatic masked region generation method for auto-generated
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data, with the aim of generating completely effortless training data. Preference
order estimation experiment results suggest the method’s efficacy and several in-
vestigations suggest the validity of using auto-generated data instead of subjec-
tively annotated data.

In future work we will optimize the balance between the amount of auto-generated
data and their quality for our proposed system and optimize masked region to-
wards more effective masked region generation. Applying neural network (NN)-
based rank learning is also for our future work. Since our proposed data-generation
method can increase the amount of training data, we argue that the NN-based
ranking algorithm has a high affinity with our method. Also, we believe that
the idea of generating training data by daringly generating failed images can be
widely applied to other tasks requiring subjective evaluations such as image col-
orization [52] or image transfer [53]. Investigating the efficacy for these other
tasks is also a subject for our future work.



54

Chapter 4

Mask Optimization for Image
Inpainting

In this chapter, I and contributors introduce a novel approach of image inpainting
that optimize the shape of masked region given by users. In image inpainting,
users draw a mask to specify the region. However, it is widely known that users
typically need to adjust the mask region by trial and error until they obtain a
desired naturally inpainting result, because inpainting quality is significantly af-
fected by even a slight change in the mask. This manual masking takes a great
deal of users’ working time and requires considerable input. Thus, to reduce
such human labor, we propose the method for masked region optimization so that
good inpainting results can be automatically obtained. To this end, our approach
estimates “naturalness of inpainting” for all super pixels in inpainted image and
reforms an original mask on the super-pixel-basis so that the naturalness of the
inpainting result is improved. The efficacy of this approach does not depend on
inpainting algorithms, thus it can be applied for every inpainting method as a
plug-in. To demonstrate the effectiveness of our approach, we test our algorithm
with varied images and show it outperforms existing inpainting methods without
masked region reformation.

4.1 Introduction

Many effective inpainting algorithms have been researched [6, 8, 9, 10, 11], and
recently researchers have tried to apply convolutional neural networks (CNNs)
to this domain, and in doing so showed great improvement could be obtained
in the inpainting performance [54, 55, 56, 13, 57]. However, all the inpainting
algorithms reported so far share the same limitation.

They assume that a user manually draws a mask to specify an unwanted region
as an offline process; they mask either by drawing the boundary [58, 59, 60] or
marking few points on the target region [61, 62], or marking few scrambles on the
region [63, 64]. The inpainting quality thus significantly depends on the masked
region.
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(1)

(2)

(a) masked image 
(damaged region masked with red)

(b) Inpainted image

Original image

Figure 4.1: An example that shows how masked region reformation affect total
inpainting quality. Although inpainted result is unnatural with original masked
region (1), reformed masked region (2) achieves better inpainted result.

To explain this bottleneck and achieve better inpainting, we go back to the work-
flow of inpainting with the basic patch-based approach. It consists of two parts:
(1) users mask unwanted regions in the input image and (2) users execute the in-
painting process for the masked image. Existing inpainting methods focus only
on the latter part.

To review how the masked region affects inpainting quality, we consider an in-
painting task to remove the image of a woman standing in front of the image of
another woman with two different masked regions as shown in Figure 4.1. Here-
inafter, we focus on the patch-based approach, while the discussion here does
not lose the generality. In Figure 4.1, both (1-a) and (1-b) and (2-a) and (2-b)
represent a masked region and its inpainted results. Interestingly, although it is
typically expected that better inpainting results should be obtained for (1-a) be-
cause the masked region is smaller, they are actually less natural.

The reason differences due to the masked region occur is shown with by blue
patches in the Figure 4.1. The patch-based approach divides the original image
into small patches for replacing a patch containing masked region with a similar
patch only containing source region. Note that the source region consists of pixels
that do not belong to the masked region. The similarity is computed merely by
using the source region in the patch. In the image shown in (1-a) there are no
similar patches to the blue patch since the latter includes a unique texture, i.e.,
that of a part of the neighboring person’s body.
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Patch retrieval failure deteriorates inpainting quality as shown in Figure 4.1(1-
b). In contrast, with the blue patch in (2-a), which includes only sea textures
outside of the mask textures, many similar patches exist. Thus, the inpainting
quality of (2-b) becomes better though the source region is smaller. As shown
in this example, the masked region should be optimized to achieve perceptually
natural inpainting results. Although one might think the best mask region could
be acquired by perfectly segmenting the object region, a desired inpainting result
is not always generated in the manner discussed above.

This chapter proposes a masked region optimization method. The method re-
forms an initial masked region drawn by a user towards perceptually natural
inpainted results. In particular, the method iteratively localizes unnaturally in-
painted regions and reforms the masked region so that the localized regions do
not form the contour of masked region. There are two technical issues to achieve
this: (1) localizing unnaturally inpainted region, and (2) reforming the masked
region.

For the former issue, we consider applying an image quality assessment (IQA)
technique for image inpainting [3]. The original method applies a learning-to-
rank approach to judge which inpainting result is more natural given two in-
painted results. However, it does not localize unnatural regions (in this thesis
we define “unnatural” as “unnatural in human-perception occurred by inpainting
failure”) in all images nor indicate where reformation should occur in the masked
region. Thus it cannot be directly applied to our method. For the latter issue,
we should consider an efficient strategy for reforming masked regions regarding
computational cost. Since unnatural region localization should be performed for
all masked regions, a huge number of iterations (masked region reformation, in-
painting, and assessment) would be required if we reformed the masked region
on a per-pixel basis.

Therefore, to address both the former and latter issues, we applied the super pixel
concept [65]. This is an entity that groups similar pixels given a specified criteria.
It can be used as computation units of localized unnaturalness and reformation to
reduce the computational cost. In the work we report in this chapter, we extended
IQA methods for inpainting so that they locally assess the naturalness of super
pixels rather than entire images. Then we dilated or eroded masked regions so
that the super pixels with unnaturalness do not form the contour of masked region.

Contributions: The main contribution of this chapter is proposing masked re-
gion optimization, a new solution to improve image inpainting. We also propose
a super-pixel-wise unnatural region localization and masked region reformation
algorithms to verify the validity of the main contribution.

The rest of this chapter is organized as follows. In Section 4.2 we briefly review
related work. Section 4.3 describes the super-pixel-based mask optimization ap-
proach we propose. In Section 4.4, we verify the method’s efficacy with varied
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experiments. Section 4.5 reviews and discusses experimental results, and in Sec-
tion 4.6, we conclude the chapter with a summary of key points and a mention of
future work to be done.

4.2 Related work

This section first introduces existing work for image inpainting in subsection 4.2.1.
Then, we review existing methods to solve the two remaining issues we described
in the previous section. Subsection 4.2.2 shows IQA methods for naturalness es-
timation, and then subsection 4.2.3 introduces super pixels as the reformation
unit.

4.2.1 Image inpainting methods

Many effective approaches for image inpainting have been proposed [66]. Exem-
plar based inpainting methods that fill unwanted regions by using other regions
in images or databases are acknowledged as a promising approach. Criminisi et
al. [6] first proposed exemplar-based inpainting based on patch retrieval. This
algorithm replaces a target patch with patches similar to it from source regions
in images. However, this method fails if there are no appropriate patches in the
source region. To overcome the limitation, approaches that increase the patch
availability have been proposed. There are mainly two approaches: transform-
ing patches or retrieving patches with relaxed constraints. Patch transforming
approaches use patches unsuitable for filling holes in their original condition by
transforming the patch geometry. Darabi et al. [9] introduce scaling and rota-
tion of patches while Huang et al. [11] allow projective transformation. As an
approach with relaxed constraints, it was found that retrieving patches in differ-
ent feature space makes restoration more effective than in original spaces such as
motion field [67] and lower dimensional space [18].

CNN-based inpainting methods have also been proposed [54, 55, 56]. Yang et
al. [57] extended CNN-based inpainting to larger masked regions. They pro-
posed a context encoder to learn features by inpainting based on GAN. Iizuka et
al. [13] proposed locally and globally consistent inpainting based on GAN. To
train the network, they use global and local context discriminators to distinguish
real images from completed ones. Although many effective methods have been
proposed as described above, no inpainting algorithms have shown to be success-
ful if the masked region is not appropriate for the inpainting task. In addition,
even subtle changes in masked regions generate huge differences in inpainted re-
sults as we showed in Figure 4.1. In our work, we overcome this bottleneck by
optimizing masked regions.
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(b) Original image
with masked region

(a) Original image (c) Inpainted image 1 (d) Inpainted image 2

Figure 4.2: An example that shows the difficulty in evaluating inpainted images
objectively. (a) and (b) are the original image and the masked region. (c) and
(d) are inpainted images for (b) with different algorithms. Although both results
are different from the original, they are perceptually natural.

4.2.2 IQA methods for inpainted images

Assessing naturalness of inpainted images is acknowledged as a task that can
only be done by subjective judgment. One primary reason is explained by using
Figure 4.2. In the figure, (a) and (b) respectively show an original image and one
with a masked region, while (c) and (d) are inpainted images for (b) with different
algorithms. Although both of these results are different from the original image,
these results are perceptually natural. In the inpainting context, these results are
“correct.”

Existing IQA methods have tried to find a way to represent subjective quality
of naturalness of inpainted results by means of objectively measurable indica-
tors. Venkatesh and Cheung used observed gaze density inside and outside the
masked region in inpainted images [23]. Instead of observed gaze, many IQA
methods use a computational visual saliency map, which simulates human gaze
density [22, 24, 25, 26, 27]. However, actual human gazes vary by individual
viewers and viewing contexts and their correspondence with saliency maps is
quite limited. Some recent saliency models are robust to general image degrada-
tions such as blurring, down-sampling, or compression-noise [68, 69]. However,
they are not dedicated for finding the unnaturalness in inpainted images.

Thus, to estimate the unnaturalness of inpainting, machine learning based IQA
methods have been developed [26, 27, 3]. Frantc et al. [26] and Voronin et al. [27]
proposed support vector regression (SVR)-based approaches. Isogawa et al. [3]
achieved more accurate subjective unnaturalness estimation for inpainted images
by dividing the problem into a set of pairwise preference order estimation tasks
and using the learning-to-rank approach, whose concept has been widely applied
(not limited to image quality) to various tasks requiring subjective judgments [28,
29, 30, 31].

The method focuses on estimating preference orders rather than absolute scores.
Here, the preference orders represent which inpainted images are more preferred
(i.e., natural) by human perception. Preference orders allow us to select the best
one from multiple inpainting results. The important advantage of a learning-to-
rank-based approach is that it can learn only on the basis of rank order. In our
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work we used this learning-to-rank-based IQA method [3] as an optimization
indicator.

4.2.3 Super pixel

The “super pixel” concept, originally developed by Ren et al. [65], is a perceptu-
ally meaningful entity that groups similar pixels into smaller regions. Such super
pixels have many desired properties. By grouping the pixels, super pixels reduce
computational complexity [70]. They also reduce processing complexity; they
carry more information than pixels and thus are perceptually meaningful objects,
having the scale between the pixel level and the object level [71, 72].

Currently many applications have been proposed on the basis of such properties
of super pixels [73, 71, 72]. Lucchi et al. [74] use super pixels for image segmen-
tation to reduce computational cost and enforce local consistency. Super pixels
have also been effectively used with tracking tasks [75, 76]. In such cases su-
per pixels are used as the perspective representation of mid-level features. Zhang
et al. [77] also proposed a super-pixel-based graphical model for remote sens-
ing. They introduced super pixels as new basic units in conditional random field
modeling.

To achieve computational and processing efficacy, we apply super pixels as a
unit for unnatural region estimation and masked region reformation. Section 4.3
explains this in more detail.

4.3 Proposed method

We propose a mask optimization method for image inpainting. The key idea is
that a masked region is reformed so that the regions that are unnaturally inpainted
do not form the contours of the masked region. The proposed method consists of
the following four steps (see Figure 4.3) and these procedure are repeated until
Step 3 does not detect any unnatural regions.

Step1 Obtaining the original image and the current masked image (manually
designated or updated after Step 4)

Step2 Inpainting the current masked image

Step3 Localizing the unnaturally inpainted regions

Step4 Reforming the mask depending on localized unnatural regions

So far, our algorithm only supports reformation of one direction, i.e., dilation or
erosion. Neither larger nor smaller masked regions beyond those that are neces-
sary decrease inpainting quality. Larger masked regions may overlap neighbor
objects and reduce source regions used for filling holes. Smaller masked regions
may reveal target objects that are desired to be removed.
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Figure 4.3: Proposed mask optimization framework overview. The method
consists of the four steps; (1) obtain an original and a masked images, (2) inpaint
with current mask, (3) localize unnaturally inpainted region, and (4) reform
current masked region. These steps are repeated until Step 3 does not detect any
unnaturally inpainted regions.

For proposed masked region optimization, we need to solve two issues. One is
a way to localize unnaturally inpainted regions in Step 3. The other is a way to
reform the masked region in Step 4. The following subsections first introduce the
previous IQA methods for inpainted images [3] in 4.3.1, since it is the key method
for our proposed method. Then, 4.3.2 and 4.3.3 respectively describe localization
of unnatural regions and masked region reformation.

4.3.1 Learning-to-rank based image quality assessment

Before we describe our proposed method’s details, this subsection introduces the
learning-to-rank-based quality assessment for inpainted images [3], which is used
in developing our unnatural regions localization. This method premises a ranking
function f (x) that projects inpainted images to a one-dimensional axis in accor-
dance with unnatural inpainting.

The overview of the method’s framework is shown in Figure 4.4. As training
data, paired inpainted images are obtained (see (b)) with several inpainted images
Ii with varied parameters as shown in (a). Then, subjective preference orders are
manually annotated (see (c)) to generate inpainted pairs with preferences (see
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Figure 4.4: Overview of IQA method for inpainted image [3] that our unnatural
region detection uses.

(d)). These samples are extracted into feature vectors xi as shown in (e) to train
ranking function f (x). Given two inpainted images as shown in (f) with their
extracted features (see (g)), preference orders for these two inpainted images are
obtained as output values via f (x). The training and estimation processes are
explained below.

Train the ranking function. Hereafter, we use “Ii ≻ I j” to express that “Ii is
preferred to I j”. We define the function h(xi,x j) that denotes annotated prefer-
ences by subjects as follows:

h(xi,x j) =


+1 (Ii ≻ I j)

0(no preferences)
−1 (I j ≻ Ii),

(4.1)

f (x) is trained so that the difference in outputs f (xi)− f (x j) has the same sign as
h(xi,x j). In a word, the function f (x) should satisfy the following formula with
the training samples:

sgn(h(xi,x j)) = sgn( f (xi)− f (x j)). (4.2)

The method models f (x) with the linear function f (x) = ω⊤x. Accordingly,
Eq. 4.2 can be rewritten as

sgn(h(xi,x j)) = sgn(ω⊤(xi − x j)). (4.3)

Then, the weight vector ω satisfying Eq. 4.3 for most training data pairs is found.
This is the same problem as that of binary classification. The method uses a
pairwise learning-to-rank algorithm called RankingSVM [43] to solve it.

Estimate preference orders. Given pair-wise inpainted images Ia and Ib with
their image feature vectors xa and xb, output of ranking functions f (xa) and f (xb)
are calculated for all images. The preference orders between Ia and Ib are ob-
tained as Ia ≻ Ib when f (xa)> f (xb), and Ib ≻ Ia when f (xb)> f (xa).

Unlike this previous IQA method for a single whole image evaluation, we need
to localize the unnaturally inpainted region where requires better masked region.
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Figure 4.5: Super pixel projection to eigenspace that represents inpainting un-
naturalness. With pre- and post- inpainted super pixels (a), feature vector of
these super pixels are computed as shown in (b). These feature vectors are pro-
jected into an eigenspace via ranking function (c). Outlier samples in the space
are detected as unnatural super pixels.

The next subsection describes how our method does it.

4.3.2 Estimating unnatural region with learning-to-rank

Now we are ready to explain how we localize unnatural regions in inpainted im-
ages. We add two improvements to the previous IQA method. First, the proposed
method evaluates the relative unnaturalness for the super pixels instead of the
whole images by considering a pair of adjacent super pixels as a single image.
Second, it localizes unnatural super pixels by finding outlier ones in projected
eigenspace that represent inpainting unnaturalness.

Applying IQA method to adjacent super pixels. We applied the previous IQA
method [3] to adjacent super pixel A. We denote this adjacent super pixel as Amask

for a masked image and Ainp for an inpainted image. Amask is composed of the
contours of the masked region. It consists of two super pixels, one in the masked
region and the other at the outside of the masked region. We denote these super
pixels in the masked region as Smask. Similarly, Ainp consists of one inpainted
super pixel and the other at the outside of the inpainted region.

By considering Amask and Ainp as pre- and post- inpainting images as shown in
Figure 4.5(a), feature vectors of inpainted adjacent super pixel Ainp can be ex-
tracted as shown in Figure 4.5(b). Then, these features can be projected via a
ranking function into a one-dimensional axis representing inpainting unnatural-
ness (see Figure 4.5(c)). The feature vector calculation formula is provided in
Appendix A.

Localizing unnatural regions. The ranking function behavior shows that nearby
coordinates are mapped on the one-dimensional axis for similar samples. That
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is, the mapping via ranking function can be used to find outliers. Under the
assumption that a majority of super pixel samples are naturally inpainted, outliers
can be considered as unnaturally inpainted samples (see Figure 4.5(c)). Masked
super pixels related with these outlier samples are detected as unnatural super
pixels to be reformed.

Algorithm 1 Unnatural super pixels localization.

Input: Adjacent super pixels Ainp and corresponding masked super pixels Smask

Output: Unnatural super pixels Sre f

1: N = |Ainp|
2: for n = 1 to N do
3: xn ⇐ CalculateFeatureVector(Ainp

n )
4: f (xn)⇐ Out putRankingValue(xn)
5: end for
6: F(X) = { f (x1), f (x2), ..., f (xN)}
7: if T H has not been calculated yet then
8: T H = (min(F(X))+max(F(X)))/2
9: end if

10: for n = 1 to N do
11: if f (xn)< T H then
12: Add Smask

n to Sre f

13: end if
14: end for

Detailed algorithms are as follows (See Algorithm 1). Among all adjacent super
pixels in inpainted image Ainp = {Ainp

1 ,Ainp
2 , ...,Ainp

N } projected into an eigenspace
via the ranking function, we find outlier adjacent super pixels. N is the amount of
Ainp. To find such outlier samples with simple way to find outliers that has lower
calculation cost, a threshold value T H is calculated as below.

T H =
min(F(X))+max(F(X))

2
(4.4)

where F(X) = { f (x1), f (x2), ..., f (xN)} is an ranking value vector via ranking
function f for each Ainp. X = {x1,x2, ...,xN} represents image features for Ainp.
T H is calculated only with the initial masked region in the first iteration and it
continues to be used in the subsequent loops. Note that the output value of the
ranking function does not represent the absolute score of the inpainting quality.
However, the relative relationships of the output values reflect these quality or-
ders. Therefore, we can not set the threshold value T H beforehand, and T H
should be determined with relative relationships of the samples.

With the T H, masked super pixels to be reformed Sre f = {Sre f
1 ,Sre f

2 , ...,Sre f
M } are

obtained among Smask by finding corresponding outlier adjacent super pixels with
lower ranking value than T H. If Sre f exist, the masked region is reformed; i.e.,
dilated or eroded. Super pixels with f (x) < T H indicate more unnaturalness
because we define that positive ranking values are better as shown in Eq. 4.1.
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Figure 4.6: Masked region dilation processes. (a) Unnatural masked super pixel
to be reformed Sre f and its neighbor non-masked super pixels Snei are obtained.
(b) To avoid over masking, not Snei as a whole but only the pixels whose nearest
masked super pixel is Sre f (shown in blue) are added to the mask. (c) Dilated
masked region.

4.3.3 Masked region reformation

This subsection describes algorithms for masked region reformation. The key
idea here is that masked regions are dilated or eroded so that unnatural super
pixels do not form the contours of a masked region. This reforming makes it
possible to avoid generating unnatural inpainting. Reforming towards dilation or
erosion is decided before the optimization. In subsections 4.3.3.1 and 4.3.3.2 we
respectively show masked region dilation and erosion algorithms.

4.3.3.1 Masked region dilation

The basic idea for masked region dilation is that masked regions are iteratively
expanded until there are no unnatural adjacent super pixels included in Ainp. For
expansion, a neighbor super pixel of a super pixel to be reformed Sre f is added
into a masked region. Algorithm 2 and Figure 4.6 show the pseudo code and
figures of this processing.

Let Snei
n = {Snei

(n,1),S
nei
(n,2), ...,S

nei
(n,l)} be neighbor super pixels of Sre f

n . Sre f
n represents

the n− th super pixel to be reformed (See Figure 4.6(a)). Here, including all the
pixels in Snei in the masked region expands the region more than necessary. To
avoid this over masking, the method selects pixels to be added into the masked
region. This is because in general, smaller masked regions are better unless they
do not generate unnatural inpainted regions. For each pixel p consists of Snei, the
closest masked super pixel is found from Smask. Let the center of each Smask

n be
On as shown in Figure 4.6(b). For all pixels p, the index of the closest masked
super pixel Smask

n′ , i.e., n′ is calculated as below.

n′ = argmin
n

(distance(p,On)), (4.5)
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Algorithm 2 Masked region dilation.

Input: Masked image Im, super pixels to be reformed Sre f

Output: Dilated masked image Im
1: for n = 1 to |Sre f | do
2: Snei ⇐ neighbor super pixels of Sre f

n
3: for l = 1 to |Snei| do
4: for Each pixels p consists of Snei do
5: Retrieve the nearest masked super pixel Smask

n′

6: if Smask
n′ == Sre f

n then
7: Add p to masked region in Im
8: end if
9: end for

10: end for
11: end for

where the function distance calculates euclidian distance between two points.

If obtained super pixel Smask
n′ is equal to Sre f

n , p is added to the masked region as
shown in the blue region of Figure 4.6(b). After this processing for each Sre f , the
updated masked region is obtained as shown in Figure 4.6(c).

4.3.3.2 Masked region erosion

The basic idea of masked region erosion is iterative removal of masked pixels,
until there are no unnatural adjacent super pixels found from Ainp. For the re-
moval, super pixels to be reformed Sre f are excluded while unwanted objects are
not revealed. Algorithm 3 and Figure 4.7 show the pseudo code and figure of this
processing.

Unlike the masked dilation algorithm, super pixels consisting of an original image
are also considered. Let Sorig = {Sorig

(n,1),S
orig
(n,2), ...,S

orig
(n,l)} be super pixels generated

with original image Io overlapped with Sre f
n . In Figure 4.7(a), Sorig are overlapped

onto super pixels in masked images shown in blue dotted lines.

Sorig is used for deciding whether pixels are excluded from a masked region. Ex-
cluding Sre f as a whole may reveal unwanted objects behind the masked region.
Since Sorig is considered to be suitable for objects in an original image, using
Sorig can avoid unnecessary exclusion. Each pixel p of Sre f is excluded only
when Sorig where p overlaps the outermost side face (See the region masked with
blue in Figure 4.7(b)). After this erosion for each Sre f , the updated masked region
is obtained as shown in Figure 4.7(c).
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Figure 4.7: Masked region erosion processes. (a) Unnatural masked super pixel
to be reformed Sre f , and super pixels with original image (shown with blue dot-
ted line) that are locationally overlapped with both Sre f and non-masked region
obtained as Sorig. (b) To avoid unnecessary exclusion of masks, not Sre f as a
whole but only pixels overlapped with Sorig shown in blue are excluded from
masks. (c) Eroded masked region.

4.4 Experiments

This section investigates the effectiveness of our proposed method. We will start
with the experimental setups to obtain ranking function f in subsection 4.4.1.
Then subsection 4.4.2 investigates the proposed method’s effectiveness for find-
ing unnatural inpainted images, compared with other metrics. Subsection 4.4.3
shows the effectiveness of our masked region reformation framework with vari-
ous images and 4.4.4 subjectively evaluates the inpainted results.

4.4.1 Experimental setup

To generate a training set for ranking function f , 111 images with manually
masked unwanted regions were prepared. The 111 images were inpainted with
two existing inpainting methods [10, 11]. Six parameter sets (= 3 patch sizes × 2
levels of multi-scale parameters) were used for both methods. We randomly dis-
played a pair of inpainted images side-by-side as shown in Figure 4.8. Subjects
were asked to choose one of three options: r: right image is more natural, l: left
image is more natural, and n: no preference order (i.e., it is hard to decide which
one is more natural). Excluding inpainted images with extremely low level of
naturalness and images without consistent response of all subjects, we prepared
2,466 image pairs.

We implemented RankingSVM with SVM Rank [44] with Radial Basis Func-
tion (RBF) as the kernel function (γ = 2−7), and the regularization parameter
(C = 2−5). We used a desktop PC (Intel Core i7, 3.4GHz CPU, 32GB memory)
for training f . Eight subjects (four males and four females) with normal vision
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Algorithm 3 Masked region erosion.

Input: Masked and original images Im, Io and super pixels to be reformed Sre f

Output: reformed masked image Im
1: Sorig ⇐ SuperPixelSegmentation(Io)
2: for k = 1 to |Sre f | do
3: for l = 1 to |Sorig| do
4: if Sre f

k and Sorig
l are overlapped then

5: Add Sorig
l to Sorig

6: end if
7: end for
8: for pixels p = (p.x, p.y) consists of Sorig do
9: if p is included in Sre f

k then
10: Im(p.x, p.y)⇐ Io(p.x, p.y)
11: end if
12: end for
13: end for

Figure 4.8: Annotation interface for obtaining training data. Two different
inpainted results are displayed side by side. Subjects annotate their preferences
among three options: r: right image is better, l: left image is better, and n: no
preference order.

evaluated which images were more natural. Ranking function f was trained de-
pending on this annotation. The trained f is used for unnatural region detection
in next subsection.

4.4.2 Comparison with existing metrics for estimating unnat-
uralness

This subsection investigates the effectiveness of our proposed unnatural region
estimation for inpainted images using the trained ranking function. We compare
our technique with existing IQA methods using computational saliency maps by
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Figure 4.9: Stimulus images for subjective mask annotation. Top and middle
rows show inpainted images. Not inpainted images are shown in the bottom
row.

Hou et al. [40] and Walther et al. [42] that used by IQA methods of Voronin et
al. [27] and Oncu et al. [24].

To prepare ground-truth data, we asked 12 subjects(11 males, one female) with
normal vision to draw unnatural regions in 10 images consisting of seven in-
painted and three not inpainted images as shown in Figure 4.9. The latter are
original images to which no image processing was applied.

A drawing interface is shown in Figure 4.10. Subjects were asked to point un-
natural regions out in images without any time limitation. They used a mouse as
a drawing device and could change the pen size of drawing as they liked. De-
pending on how hard the subjects pressed the pen, the opacity (brush depth) of

Figure 4.10: User interface for pointing out unnatural region in inpainted im-
age.
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(a) (b) (c) (d) (e) (f) (g) 

Figure 4.11: Comparison between proposed unnatural region detection and ex-
isting metrics for finding unnaturalness with subjectively annotated unnatural
region as ground truth. (a) original image with damaged region masked in red,
(b) and (c) inpainted image and their close-up views of unnatural regions, (d)
subjectively annotated unnatural region. (e)-(g) Obtained unnatural regions with
heat maps overlaid on (b) (red gathers more unnaturalness). (e) with proposed
method by super pixel basis, (f) with saliency maps by Hou et al’s method [40]
used in Voronin et al’s metric [27], (g) Walther et al.’s [42] used in Oncu et al.’s
metric [24].

the line was changed. Then a heat map was generated from a drawn mask and
overlaid on an image as shown in Figure 4.10. Subjects were informed that the
observed images included both inpainted and unpainted images, but were not in-
formed how many images were inpainted in order to prevent them from being
affected by prior knowledge. The LCD monitor used for stimulus presentation
was 21 inches (1280× 1080 pixels). The distance between the monitor and the
observers was 60 cm.

The inpainted image results are shown in Figure 4.11. Original images with a
region masked in red are shown in (a), (b) and (c) show inpainted images and
close-up views of their unnatural regions, (d) shows subjectively annotated un-
natural regions as ground-truth, and (e)-(g) show computed unnatural regions as
a heat map overlaid on (b) (red gathers more unnaturalness). (e) shows results
obtained with the proposed method on a super pixel basis and (f) shows those
obtained with the saliency map described by Hou et al. [40] and used in Voronin
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et al.’s IQA metric [27]. (g) shows those obtained with the map described by
Walther et al. [42] and used in Oncu et al.’s IQA metric [24].

As shown in the fourth row of Figure 4.11, for a region that is obviously unnatural
such as a part of the wing of the airplane left in the uniform sky texture, all
methods correctly simulate human attention. However, as shown in (f) and (g),
existing saliency maps failed to simulate human attention in other rows. One
of the reasons for this is that there are gaps between human gaze patterns and
computational saliency maps as Isogawa et al. [3] revealed. For example, in the
first and third rows, the red cloth worn by the woman or the red flowers gather
more attention with existing metrics as shown in (f) and (g) because saliency
maps are typically designed by assuming that warmer colors gather more gazes.
In addition, in the second, fifth, and sixth rows, regions with more edges gather
more attention, unlike subjectively annotated attention. The reason for this also
comes from typical saliency map designs, which estimate more gazes on stronger
edges. At the bottom row, existing metrics could not find unnatural inpainting
because of the subtle changes in texture or color, while our metric could do so
as shown in (f) and (g). As shown in (e), our method successfully estimates
subjects’ attention for all image stimuli, indicating that the proposed unnatural
region estimation method works effectively.

4.4.3 Masked region reformation experiments

This subsection investigates the efficacy of the proposed masked region optimiza-
tion method. Figures 4.12 and 4.13 respectively show masked region dilation or
erosion obtained with the proposed method. In both figures, (a) shows an original
image, (b) shows an initial masked region (shown in red) for the original image,
(c) shows the final masked image obtained for the reformed masked region with
the proposed method, and (d) shows the final inpainted images obtained with (c).
Rows (e) and (f) show the output results obtained in each iterative step, and (e)
shows the masked image and its close-up view with colored super pixels and their
ranking value plots. Colored super pixels excluding red ones are super pixels on
the contours of the masked region, which are candidates for dilation or erosion.
Ranking values via ranking function f for all colored super pixels are also plotted
at the bottom right of (e) in each step. All plotted samples and super pixels cor-
respond to each other in color. Samples plotted lower than T H are outliers that
indicate super pixels to be reformed. The iterations of unnatural region detection
and masked region reformation empirically converges in about three to five times.

In Figure 4.12, the initial masked region shown in (b) hides an unwanted lantern,
but is also overlapped with the flowers and branches of a cherry blossom tree.
This provides a failed inpainted result that has discontinuities in both color and
structure around the flowers or branches (See Step 1 in (f)). To avoid such fail-
ures, masked region dilation is performed. All colored super pixels other than
those in red in (c) are reformation candidates. In the first iteration step, the thresh-
old to find outlier super pixels was obtained as T H =−0.37. In the close-up view
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Figure 4.12: Masked region dilation result. (a) original image, (b) initial
masked region (shown in red) for (a), (c) final masked image obtained for the re-
formed masked region, and (d) final inpainted images with (c). Rows (e) and (f)
show the output results in each iterative step, and (e) shows the masked image
and its close-up view with colored super pixels and their ranking value plots.
Colored super pixels excluding red ones are super pixels on the contours of the
masked region, which are candidates for dilation. Ranking values for all colored
super pixels are also plotted at the bottom right of (e). All plotted samples and
super pixels correspond to each other in color. Samples plotted lower than T H
are outliers that indicate super pixels to be reformed.

in (e), outlier super pixels are annotated with the arrows and masked regions are
dilated depending on such super pixels as shown in (e) in the next step. Finally,
in step 5, there are no outlier super pixels and good inpainted results are obtained
(See step 5 in (f)).

On the other hand, in Figure 4.13, the initial masked region in (b) masks the
yachts seen above the woman. However, the region also masks the woman’s
head. This provides undesired inpainted results as shown in (f) at step 1, where
the woman’s head becomes unnaturally larger. In this case, masked region ero-
sion works effectively. In the first iteration step, the threshold to find outlier
super pixels was obtained as T H = −0.28. Also, in the close-up view in (e),
outlier super pixels are annotated with the arrows and masked regions are eroded
depending on the super pixels shown in (e) in the next step. In the final step, the
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(e) Masked image and close-up view 
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(f) Inpainted image with close-up view
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Figure 4.13: Masked region erosion result. (a) original image, (b) initial
masked region (shown in red) for (a), (c) final masked image obtained for the re-
formed masked region, and (d) final inpainted images with (c). Rows (e) and (f)
show the output results in each iterative step, and (e) shows the masked image
and its close-up view with colored super pixels and their ranking value plots.
Colored super pixels excluding red ones are super pixels on the contours of the
masked region, which are candidates for erosion. Ranking values for all colored
super pixels are also plotted at the bottom right of (e). All plotted samples and
super pixels correspond to each other in color. Samples plotted lower than T H
are outliers that indicate super pixels to be reformed.

masked region excludes the head region of the woman. With this masked region,
an inpainted image without any unnatural super pixels is provided.

4.4.4 Subjective evaluation for inpainted image quality

This subsection subjectively compares the naturalness of resultant inpainted im-
ages depending on initial masked regions and those optimized with the proposed
method. Figure 4.14 shows the test procedure, in which subjects repeated four
tasks: (1) observe the first image for 10 seconds, (2) observe the second image for
10 seconds, (3) provide a score for the first image, and (4) provide a score for the
second image. We asked 6 subjects (5 males and 1 females) with normal vision
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(1) Observe 1st image
(10sec)

Observe black image
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(2) Observe 2nd image
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Observe black image
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for 1st image

(4) Provide score 
For 2nd image

Figure 4.14: Test procedure for providing 5-point scores.

to report 5 point scores for each image (1: very unnatural, 2: fairly unnatural,
3: somewhat unnatural, 4: fairly natural, and 5: very natural). Subjects in this
experiment did not duplicate those mentioned in 4.4.2. For the first and second
images, inpainted images with initial and optimized masked regions are randomly
shown. In order to avoid differences between two images being noticed, uniform
black images are shown between tasks (1) and (2).

The image stimuli are shown in Figure 4.15. In the figure, regions masked in red
and its inpainted images with close-up views for initial masked regions, while (b-
1) and (b-2) show those for masked regions optimized by the proposed method.
The top three rows are for masked region dilation while the bottom three rows
are for erosion.

The averaged scores are shown in Figure 4.16. As shown in the figure, subjec-
tive scores for inpainted images with optimized masked regions are improved for
all samples except for “snow.” In the first and second rows, the initial masked
region overlaps the pink flower and the branch, or wing of the airplane. These
overlaps generate the texture discontinuities in the inpainted region. However,
because our optimized mask includes such objects, these discontinuities are re-
moved. In the fourth, fifth, and sixth rows, the original masked region overlaps
the woman’s head, the elephant’s body, and the sheet on the table. These masked
regions cause unnatural inpainted results due to the difficulty in finding appropri-
ate source regions to fill in the holes. However, our optimized masked regions
achieve better results by excluding such object regions from masks. In “snow”,
the initial masked region overlaps a red leaf and the inpainted image has discon-
tinuity around the leaf. In this case masked region dilation was converged before
the mask covers the entire leaf. This is because the edge of the texture in the
inpainted region is changed gradually and generates less unnaturalness. In fact,
some subjects answered that the leaves in (b-2) seemed to be buried under the
snow and thus it was a natural scene.
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(a-1) Original image 
with initial mask

(b-1) Inpainted image 
with initial mask

(a-2) Original image 
with optimized mask

(b-2) Inpainted image 
with optimized mask

Cherry

Airplane

Snow

Yacht

Grassland

Toast

Figure 4.15: Image stimuluses for subjective evaluation.

4.5 Discussion

This section briefly reviews the experiments covered in the previous section. Un-
like existing IQA methods, our method can appropriately find regions including
unnatural areas in inpainted regions. This was shown through a comparison be-
tween unnatural regions that our method found and those that subjects drew. As a
result of this unnatural region detection, our method effectively reformed masked
regions and achieved better inpainted results. Even when inpainted results in-
clude unnatural areas, our method excludes them by dilating or eroding initial
masked regions.

Here we will also mention our method’s limitation. Our learning-to-rank-based
unnatural super pixel detection technique depends on color and texture discontin-
ues inside and outside damaged regions. Thus, as shown in “snow” in Figure 4.15,
our natural region detection does not work well for images that are inpainted with
blurred colors or textures. One possible improvement to the method is enabling
it to take semantic information of unwanted objects into account.

Currently our framework outputs both dilated and eroded masked regions. This
is because we cannot determine which generates better results. We believe an
acceptable procedure is for users to choose one of them as a last step of the
framework. However, we think the procedure in which users choose one of them
as a last step of the framework is acceptable.
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Figure 4.16: Average subjective scores for each images Figure 4.15.

4.6 Conclusion

This chapter introduced a masked region optimization framework for image in-
painting. This is the first method that trials showed automatically erodes or
dilates masked regions to be inpainted to achieve good inpainted results. The
method also significantly reduces users’ working time and the inputs they must
provide because it only requires a first input of a masked region. By focusing on
a learning-to-rank-based approach to estimate where unnatural inpainted results
are generated in masked regions, the proposed method reforms masked regions
to ease inpainting tasks. Experimental results showed that this framework effec-
tively works.

Since our framework outputs both dilated and eroded masked regions, an inter-
esting subject for future work will be to introduce another indicator to determine
which to choose before the iterative reformation process.
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Chapter 5

Inpainting via feature reduction and
compensation

This chapter proposes a novel framework for image and video completion that
removes and restores unwanted regions inside them. Most existing works fail
to carry out the completion processing when similar regions do not exist in un-
damaged regions. To overcome this, I and contributes’ approach creates similar
regions by projecting a low dimensional space from the original space. The ap-
proach comprises three stages. First, input images/videos are converted to a lower
dimensional feature space. Second, a damaged region is restored in the converted
feature space. Finally, inverse conversion is performed from the lower dimen-
sional space to the original space. This generates two advantages: (1) it enhances
the possibility of applying patches dissimilar to those in the original color space
and (2) it enables the use of many existing restoration methods, each having vari-
ous advantages, because the feature space for retrieving the similar patches is the
only extension. The framework’s effectiveness was verified in experiments using
various methods, the feature space for restoration in the second stage, and inverse
conversion methods.

5.1 Introduction and Motivation

So far, we have proposed how to tune the parameters or masked regions for in-
painting. However, it is also known that even with well-tuned parameters or
masked regions, inpainting often fails because of the limitation of the algorithm.
With this chapter, we propose the method for improve applicability of the existing
inpainting algorithms.

The most primitive solution for inpainting damaged regions on a pixel-by-pixel
basis with neighboring pixels. Bertalmio et al. restore damaged regions by prop-
agating pixel values from surrounding pixels along with the brightness gradi-
ent [1], assuming that the smooth changes in pixel values within the border area
enable natural image restoration. Though the method keeps luminance continuity
with neighboring pixels, it still has difficulty in maintaining temporal and struc-
tural consistency. They also proposed an interesting extension [19]. It divides a
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target image to be restored into high and low frequency images; the low frequency
image is filled by [1], while the high frequency image is restored by texture syn-
thesis. The two restored images are then combined to make a final restored image.
Although this extension is effective for restoring images with occasional or uni-
form texture, it has difficulties in restoring images with a complicated structure
or a large damaged region.

The patch-based method, which aims at maintaining consistency well even for
large damaged regions, is acknowledged as a promising approach. The method
first selects a target patch to be restored that includes both source and damaged
regions. Then it retrieves a similar patch to the target patch from the source
region. Finally, the damaged region within the target patch is filled by using the
obtained similar patch. The way similar patches are retrieved is one of the most
important aspects for restoration quality.

Since the color-based patch retrieval [6] was proposed, edges [78] or motions [79]
have been added to obtain more appropriate patches. With restrictive constraints,
restoration works well if there are patches that have satisfactory matches for all
features. In other words, these approaches implicitly assume that the target image
includes such patches. However, this assumption does not hold when the region
to be filled in contains complex structures or color distribution. Therefore, obtain-
ing good results becomes difficult when the target patches include complicated
shapes and/or have vast possible value spaces due to the lack of an appropriate
patch for completion.

To overcome such insufficiency of patches, some previous methods used geomet-
ric deformations and changes in illumination [15, 9, 11]. The concept of these
methods can be summarized as enhancing the availability of patches by trans-
forming patches that are unsuitable in their original condition. However, these
methods require huge computational cost for patch retrieval. Another method
was developed by Shiratori et al., who proposed a technique for restoring video
in a motion feature space [80]. Since this method uses motion features only for
patch retrieval, it can be considered that it relaxes patch retrieval criteria. We
think this method is quite important because it enables the restoration to be car-
ried out not in the original feature space but in the converted feature space. This
method is discussed in more detail in Section 5.2.1.

We propose a general framework for completing image and video (we use “con-
tent" to represent “image and video" when we do not need to distinguish them)
via restoration in a different feature space from the original. The feature space for
restoration we use is a lower dimensional feature space. This enables dissimilar
patches in the original feature space to become similar in the lower dimensional
space. For example, different colors in RGB space (R1,G1,B1) = (200,90,126)
and (R2,G2,B2) = (75,156,114) become the same gray scale value (127) when
they are projected to gray scale. That is, conversion to a lower dimensional
space relaxes “similarity" of patches. The framework consists of three stages
(Fig. 5.1(b)): (1) converting input content to a lower dimensional feature space,
(2) restoring the content in the converted lower dimensional feature space, and
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Stage3 Inversely
convert restored contents
to original feature space

Stage1
Convert to lower 
dimension feature space

Stage2
Patch search 
and restore

Lower dimensional 
feature space

Original 
feature space

Patch search
and restore

(a) (b)

Previous methods Proposed frame work

𝑓

𝑓"#

Original 
feature space

Figure 5.1: Completion process of previous methods (a) and proposed frame-
work (b). Most previous methods complete contents in the original feature
space, while the proposed framework completes them in a lower dimensional
feature space. Damaged contents are converted to the lower dimensional fea-
ture space in Stage 1, restored in Stage 2, and inversely converted to the original
space in Stage 3.

(3) inversely converting the restored content from the lower dimensional feature
space to the original feature space.

The remainder of this chapter is organized as follows. In Section 5.2 we briefly
review related work. We describe the new framework we propose in Section 5.3
and in Section 5.4 show how it works by observing image and video completion
results. In Section 5.5 we show that it also works well with various feature spaces,
and with some state-of-the-art completion methods. In Section 5.6, we discuss
the framework’s current limitations and further studies. Finally, we conclude in
Section 5.7 with a brief summary.

5.2 Related work

This section reviews previous studies for content restoration and feature creation.
In 5.2.1 we describe restoration methods that increase patch availability. In 5.2.2
we review methods to create and add features to the content.

5.2.1 Approaches for increasing the availability of patches

The process most patch-based methods use is as follows: (1) choose a target patch
Pt to be restored, (2) retrieve a similar patch Ps that maximizes S(Pt , Ps), where
S is a similarity function, (3) use Ps as a basis for restoring the damaged region
within Pt . In patch-based completion studies, various methods to increase the
availability of patches have been proposed. Here, we briefly introduce existing
studies in two concept categories.
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The first one is to increase the patch availability by transforming patches that
are unsuitable in their original condition. Darabi et al. [9] introduce scaling and
location while Huang et al. [11] allow projective transformation; both have re-
ported good results. Kawai et al. use patches under different illumination [15].
These methods can be implemented by allowing patch deformations or illumi-
nation changes in process step (2). However, because these methods take such
deformations or illumination changes into account, patch retrieval requires huge
computational cost.

The second one is to increase the patch availability by retrieving patches with
relaxed constraints. Shiratori et al. proposed a method for restoring video in
a motion field [80]. It retrieves patches on the basis of motion vectors, which
makes it possible to fill in a damaged region if a motion pattern similar to that of
the damaged region is contained in the reference video. Once the motion vector
is restored, the missing pixel values can be obtained from the temporally neigh-
bouring video frames. This can be done regardless of the color of the patches;
i.e., the applicability of patches is extended with respect to color. However, it
requires manual selection of a reference video that includes a motion pattern sim-
ilar to that of the damaged region. The necessity of such intervention deteriorates
the efficacy of the method in practice. In addition, when the duration of dam-
age gets longer, small differences between the selected motion vectors and the
desired ones make color propagation more difficult. We think that Shiratori et
al.’s method can be considered a reasonably effective one as it restores damaged
regions via a different feature space in process step (2). However, a motion vector
is not always the optimal feature and in some cases another feature space is more
suitable. Also, this method can be applied to video restoration only.

We propose a general framework for completion via a different feature space,
which allows us to use various feature spaces. In particular, we use a lower
dimensional feature space because we assume that patches in a lower dimensional
feature space enhance patch availability.

5.2.2 Content transportation to different feature space

Studies have been made on generative approaches to content restoration, in which
features are created and added to a content. Levin et al. proposed a colorization
method [52] that adds color information to monochrome contents. It works under
the following simple assumption: “neighboring pixels in space-time that have
similar intensities should have similar colors”. Therefore, color information can
be estimated by solving an optimization problem formalized on the basis of this
assumption and using sparsely designated color information.

Hertzmann et al. proposed a method called “image analogies”. It estimates an
image filter applied to a reference image and then applies it to another image to
add effects similar to those of the reference to the other image [53].
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Our proposed method omits some content features and completes the content us-
ing the others. It then compensates for the missing features within the completed
content by using generative approaches.

5.3 Proposed method

We propose a novel content completion framework that consists of three stages:
converting a target image to a lower dimensional feature space, restoring dam-
aged regions in the space, and inversely converting them to the original feature
space. The motivation for converting an image to a lower dimension is “to make
dissimilar patches similar" by projecting to a lower dimensional feature space.
Hereafter, we distinguish the words “restoration" and “completion" as follows:
“restoration" is used for the second stage, restoring an image in a low dimen-
sional feature space, while “completion" is used for all three stages including the
restoration stage. In this section we first overview the framework in 5.3.1 and
then in 5.3.2 describe how to inversely convert the restored image from the lower
dimensional feature space to the original feature space in Stage 3.

5.3.1 Proposed framework

Unlike existing methods, which restore damaged regions in an original feature
space such as an RGB space (Fig. 5.1(a)) or a higher dimensional space by adding
edges or motion vectors, the proposed framework uses a lower dimensional fea-
ture space. Even if there are no similar patches in the original feature space, the
lower dimensional feature space in which some information is lost makes dissim-
ilar patches become similar. The framework outline is shown in Fig. 5.1(b). The
details of each stage follow.

Stage1. Converting input contents Input contents including damaged region
Iin are converted from the original feature space to Iin′ , which is in a lower dimen-
sional feature space. This can be written by

Iin = f (Iin′) (5.1)

where f is the projection function. Ideally, this conversion should excludes fea-
tures that are less important for restoration or that can be compensated for by post
processing. However, such features depend not only on the human vision system
but on a target content. Thus, we can try making use of various lower dimen-
sional feature space simultaneously. Here we show two examples for dimension
reduction. To convert to gray scale space (one dimensional space) or RG space
(two dimensional space), f can be write as following equations (5.2) and (5.3).
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Note that Iin′R
, Iin′G

, and Iin′B
represent each RGB channels.

Iin = f (Iin′) =
[
0.299 0.587 0.114

]Iin′R
Iin′G
Iin′B

 (5.2)

Iin = f (Iin′) =

[
1 0 0
0 1 0

]Iin′R
Iin′G
Iin′B

 (5.3)

Stage2. Restoration in lower dimensional space Iin′ is restored to generate Ic
in the lower dimensional space.

Ic −→ Iin′ (5.4)

We expect that the restoration is easier in a lower dimension feature space because
some patches that are not similar and cannot be used for restoration in the original
feature space become similar and become available by projecting to lower dimen-
sional feature space. Any exemplar-based restoration methods are acceptable for
our framework. This is true even for video as the restoration target.

Stage3. Inverse conversion of restored content Inverse conversion (see 5.3.2
below) is performed to obtain final output in the original feature space. Restored
contents in lower feature space Ic are inversely converted to those in original
feature space Iout as follows.

Iout = f−1(Ic) (5.5)

where f−1 is inverse projection function. This inverse conversion is necessary to
compensate for the features that were omitted in Stage 1. More details for f−1

are explained in 5.3.2. This three-step solution generates two advantages. First,
it enhances the possibility of applying patches dissimilar to those in the original
color space. Second, it enables the use of many existing methods for restoration
because the feature space for retrieving the similar patches is the only extension.

Fig. 5.2 explains how our framework works well. Here, Fig. 5.2(a) is an exam-
ple of a damaged image that has no appropriate patches for restoration. For the
damaged yellow button, there are no similar patches having the same structure
and same color. Thus, if the original feature space is used, the blue box, which
contains an orange button, is retrieved as the most similar one as in Fig. 5.2(b).
However, as shown in Fig. 5.2(c), because yellow and pink buttons are converted
to similar levels in gray scale, dissimilar patches consisting of pink buttons in
RGB space become similar. This enables a region whose original color is pink to
become applicable for restoration as shown in Fig. 5.2(d).
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(d)(a) (b) (c)

Figure 5.2: An example of how our framework contributes to a completed re-
sult, where (a) shows a damaged original image (damaged region is masked in
white). In the original RGB space, an inappropriate similar patch (shown as
a blue box) is retrieved for a damaged patch (shown as a red box), which re-
sults in completion failure as shown in (b). However, as shown in (c), yellow
and pink buttons are converted to similar levels in gray scale, which enables a
region whose original color is pink to become applicable for restoration as in
(d).

5.3.2 Inverse conversion of restored content

Because Stage 1 excludes certain features, Ic (the restored result in the lower
dimensional space) and Iout (the completed result in the original space) have a
one-to-many relationship. Therefore, inverse conversion and compensation f−1

for missing information are required. We perform inverse transformation by using
two different approaches, described in 5.3.2.1 and 5.3.2.2 below.

5.3.2.1 Inverse conversion based on correspondence between two contents

This section describes a versatile approach utilizing data gotten from content
pairs, i.e., the original content Iin and the converted content Iin′ . Note that get-
ting such data is easy because they exist in non-damaged areas in content pairs.
By using such pairs, Stage 3 infers the inverse conversion from the non-damaged
areas of content pairs. Because this approach can be used regardless of the con-
verted lower dimensional feature space, it becomes a versatile approach.

We use Image Analogies [53] to implement the idea described above because it
works well regardless of the number of samples and distribution of the data. A
more detailed process, which has four steps, is as follows (See Fig. 5.3). First,
multi-scale representations of Iin and Iin′ , before and after Stage 1, and the re-
stored result in lower dimensional space Ic are constructed. Data vector V (p)
including information of Iin and Iin′ is then stocked for every non-damaged pixel
p. V (p) consists of Pa(p) and Pa′(p), which correspond to patches centered at
p in Iin and Iin′ . After that, Ic is inversely converted to Iout on a pixel-by-pixel
basis. To convert pixel q in Ic, data vector V (q) including information of P̂b(q)
and P̂b′(q) is calculated, where P̂b(q) and P̂b′(q) are patches centered at q in Iout
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Figure 5.3: Inverse conversion from the lower dimensional feature space to the
original space via versatile. Data vectors based on Pa(p) and Pa′(p), as well
as patches centered at every pixel p in Iin and Iin′ are stocked as a database for
conversion. Pixel q in restored content Ic is converted using a similar data vector
to V (q), a data vector based on P̂b′(q) and P̂b(q) and patches centered at q in Ic

and Iout .

and Ic. Finally, similar data vector V (p) of V (q) is retrieved from the database
and q is updated by p.

For video content, this algorithm also works well by processing frame-by-frame
or by extending V (p) consisting of spatially neighboring pixels to spatio-temporal
neighboring ones.

5.3.2.2 Dedicated inverse conversion

This section describes a dedicated method for each feature space. It is not a
general-use method but a specialized one for feature spaces that is expected to
enable better transformation.

One example method of this type is colorization [52], which is effective in gener-
ating lost color. It can be used when gray scale feature space is used for restora-
tion. Let us examine colorization-based inverse conversion in more detail. Col-
orization needs color information seeds within a gray image to be colorized and
many previous studies, including [52], set such seeds manually. However, in our
case seeding can be automated because color information of non-damaged re-
gions exists in Iin. As shown in Fig. 5.4, initial color values for colorization are
set by using the color values of the original image (Fig. 5.4(a)) as follows, where
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(a)	


(c)	


(b)	


Ω	


colorization	


Figure 5.4: Initialization for colorization process. Initial content (c) is gener-
ated by seeding color information from non-damaged regions in Iin shown in
(a), to restored content Ic shown in (b).

Ω represents the damaged region in the image:

Ic(x) =

{
Ic(x) (x ∈ Ω)

Iin(x) (otherwise)
(5.6)

Consequently, in our implementation we consider there are patches P(p) centered
at every damaged pixel p. Color information of p is estimated by solving an
optimization problem so that p and its neighboring pixels in P(p) keep luminance
consistency. This process is also effective for setting P(p) as a 3D patch including
spatio-temporal neighbor pixels.

Another example method of this type is super resolution-based inverse conver-
sion. This method is effective when a low resolution space is used as the restora-
tion space. There are many possible implementations with the existing algorithm.

5.4 Experiment

This section demonstrates how the proposed method works, i.e., how it improves
completion while maintaining the advantages of previous restoration methods.
To simplify the discussion, this section only focuses on one simple implemen-
tation, i.e., applying gray scale conversion in Stage 1, performing restoration in
gray space in Stage 2, and colorizing in Stage 3. We apply this implementation
with the expectation that unsuitable patches that have an appropriate structure but
inappropriate color can be used for restoration in gray scale feature space.



Chapter 5. Inpainting via feature reduction and compensation 85

In 5.4.1 we describe the restoration methods applied in Stage 2 and in 5.4.2 we
describe in detail how our method works and show completed results with calcu-
lation times and an objective evaluation.

5.4.1 Restoration methods

For the content restoration in Stage 2 we used two methods for image [81, 6], and
one method for video [82]. All of them restore a damaged region on the basis of
the similar patches retrieved. However, they use the retrieved patches in different
ways and thus derive different advantages. In this subsection, we introduce these
three techniques in more detail.

Criminisi et al.’s method [6] is based on the idea of copying and pasting of small
patches from a source area into the damaged region Ω. These patches are use-
ful as they provide a practical way of encoding local texture and structure. The
method does not guarantee global coherence, but it includes a way to propagate
both linear structure and texture into the hole region from patches with highest
priority. The priority computation is biased toward patches that are (i) on the
continuation of strong edges and (ii) are surrounded by high-confidence pixels.
Given a patch Φp centered at point p for multiple p included in the contour of the
damaged region, they define priority P(p) as below.

P(p) =C(p)D(p) (5.7)

Here, C(p) and D(p) correspond to (i) and (ii), respectively. They are defined as
follows:

C(p) =
∑q∩Ω̄C(q)

|Φp|
,D(p) =

|∆I⊥p ·n(p)|
α

(5.8)

where n(p) is a vector orthogonal to the contour of the damaged region, and I⊥p
is computed as the maximum value of the image gradient in Φp ∩ Ω̄. α is a
normalized factor, to be set as 255 for a typical image.

Efros et al.’s method [81] efficiently restores holes included in periodic texture
content. With this method, the damaged region to be filled is synthesized one
pixel at a time. To synthesize a pixel p, the algorithm first finds patches w(p)
from the neighboring area in the sample image that are similar to P(p), i.e.,
patches including p. It then chooses one neighborhood patch wbest(p) from w(p)
to minimize a difference between P(p) and w(p) as follows.

wbest(p) = argmindistance(P(p),w(p)) (5.9)

Positions of p within wbest(p) are represented as xp. Finally, p is newly synthe-
sized using xp as a basis.
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Newson et al.’s method [82] is effective for video content. This method restores
the damaged region on a pixel-by-pixel basis. First, several patches w(p) includ-
ing damaged pixel p are set as target patches. Positions of p within these patches
are represented as x. Similar patches ŵ for each w are then retrieved. Finally, p is
updated on the basis of the weighted mean value of q with the following formula:

up =
∑q∩Ω̄ squq

∑q∩Ω̄ sq
,q = {x ∈ ŵ} (5.10)

where Ω is the damaged region, up and uq represented the RGB values of p and
q, and sq is a weighted value for q.

In this chapter, using the previous algorithms as a basis, we represent the pro-
posed method as Prop.Method(Feature). For example, we represent the proposed
method whose lower feature space is RG feature space and which is based on
Criminisi et al.’s work as Prop.Criminisi(RG).

5.4.2 Completion and evaluation results

In this section we demonstrate completed image results in 5.4.2.1 and video re-
sults in 5.4.2.2. In 5.4.2.3 we show objective evaluations of the methods used in
the study in terms of calculation time and similarities.

5.4.2.1 Image completion result

Here we show the completion results obtained with the proposed methods and
compare them to results obtained with their restoration methods, Criminisi et
al. [6] and Efros et al. [81]. Two completed target images including a complex
structure and color changes were used for this comparison. The first one, shown
in Fig. 5.5(I) , has a rather large damaged region. Therefore, we consider that
Criminisi et al.’s method is suitable for restoring it. The other one, shown in
Fig. 5.5(II) , has a smaller damaged region but a unique cyclic structure. We
considered that for this kind of cyclic structure, Efros et al.’s method would be
better. Note that both target images include a complex structure and would be
difficult to restore with methods using spatial consistency.

Additional experimental settings are as follows. The damaged region is manually
set (Fig. 5.5(a) masked in white), the image resolutions are (I) 210×223 and (I
I) 200×150 pixels, the ratios of damaged pixels in each image are (I) 1.77% and
(II) 2.91% and the patch sizes we used are (I) 21×21 pixels and (II) 13×13 pixels.
To perform the experiments we used a desktop PC of Intel Core i7 3.40GHz CPU,
32GB memory, and a Matlab R2014. The results obtained with the proposed
methods Prop.Crimiminisi(gray) and Prop.Efros(gray) are shown in Fig. 5.5(d)
and (e). Those obtained with the previous methods (Criminisi et al.’s and Efros
et al.’s) are shown in Fig. 5.5(b) and (c).
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(a) damaged (b) Criminisi et al. (d) Prop.Criminisi
(gray)

(c) Efros et al. (e) Prop.Efros (gray)

(I)

(II)

Figure 5.5: Input and result of image completion experiment; (a) Input image
with damaged region masked in white. The close-up area is shown as a red
frame. (b), (c) Results obtained by Criminisi et al. [6] and Efros et al. [81].
(d), (e) Results obtained with the proposed method: Prop.Criminisi(gray) and
Prop.Efros(gray).

In Fig. 5.5(a) the top row (I) shows the completed results obtained with the meth-
ods used. As can readily be seen, Prop.Criminisi(gray) showed the most efficient
completion. Comparing the Prop.Criminisi(gray) and Prop.Efros(gray) results
makes it clear that the proposed framework well maintains the advantages of a
base restoration method. Because this completion target (Fig. 5.5(a)) includes
a rather large damaged region, it is intrinsically suitable for Criminisi et al.’s
method.

From Fig. 5.5(II) it is clear that Efros et al. in (c) shows better performance than
Criminisi et al. in (b), indicating Efros et al.’s method is advantageous for dealing
with periodic structured content. Some unnatural shadows are observed, however,
especially on the yellow-green warp at the center and on the yellow warp next to
that. In contrast, Prop.Efros(gray) did not show any such defects (e). These
results well verify that the proposed framework retains the advantages of a base
restoration method and improves completion quality.

Although for explanatory purposes we used unnatural images for the completion
target, rather primitive restoration methods, and gray scale space for restoration,
we will show more comprehensive completion results in Section 5.5.
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Figure 5.6: Original frames and video completion results. Original frames
including an unwanted area are shown in the top row and completed results ob-
tained with Newson et al. are shown in the second row. In our implementation,
we first obtained the restored results in low-dimensional gray space (third row)
and then generated the final results by colorizing them as shown in the bottom
row.

5.4.2.2 Video completion results

For obtaining video completion results, we implemented Prop.Newson(gray) as
the proposed method, using Newson et al.’s [82] algorithm as a basis, via gray
scale feature space. Fig. 5.6 shows a comparison between Prop.Newson(gray)
and Newson et al.’s method. The target sequence has 104 frames with 960×540
pixel resolution. The damaged region is automatically designated and its average
percentage is 6.5% of the original video.

Completed results obtained with Newson et al. are shown in the second row of
Fig. 5.6. The result for Prop.Newson(gray) is shown as a restored sequence in
gray scale feature space in the third row. The final result in the original color
space, inversely converted by colorization, is shown in the bottom row. With
Newson et al’s method, an easily distinguished red colored area appeared in
the bottom area in the enlarged images. For the same area, Prop.Newson(gray)
achieved completing with natural water color.

5.4.2.3 Objective evaluation

Objective evaluations were made among the methods in terms of similarities and
computational cost. For evaluation purposes, we calculated SSIM (Structure
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Table 5.1: Evaluation by SSIM with default parameters of [39]. The highest
scores are underlined.

size Criminisi et al. Efros et al.
Prop.Criminisi

(gray)
Prop.Efros

(gray)

(I)
original 0.9824 0.9826 0.9894 0.9828
close-up 0.6451 0.6463 0.7857 0.6500

(II)
original 0.9780 0.9834 0.9828 0.9937
close-up 0.9368 0.9528 0.9517 0.9817

Table 5.2: Evaluation by PSNR[dB]. The highest scores are underlined.

size Criminisi et al. Efros et al.
Prop.Criminisi

(gray)
Prop.Efros

(gray)

(I)
original 28.75 27.36 32.46 29.38
close-up 16.94 15.55 20.65 17.57

(II)
original 29.72 30.01 33.82 38.55
close-up 25.30 27.62 29.41 34.14

SIMilarity) [39] and PSNR1(Peak Signal-to-Noise Ratio) for the (I) (II) results
in Fig. 5.5. SSIM is a metric for using structure information to calculate image
similarity. It is a decimal value between -1 and 1, with 1 being the highest score.
The comparative results for the methods used are shown in Tables 5.1 and 5.2.
We calculated these values for original size images and also for the close-up view
in Fig. 5.5. As the tables show, in terms of (I) Prop.Criminisi(gray) recorded the
highest value and Prop.Efros(gray) recorded the next highest score for both SSIM
and PSNR. With respect to (II) , Prop.Efros(gray) showed the highest value and
Prop.Criminisi(gray) scored the second highest for both SSIM and PSNR.

Also, although our implementation, so far, does not focus on reduction of calcu-
lation cost, we briefly examined elapsed time for processing. Table 5.3 shows a
comparison of elapsed time between Criminisi et al.’s method and Prop.Criminisi
(gray), and Table 5.4 shows the same between Efros et al.’s method and Prop.Efros
(gray). There was no significant difference between the elapsed time of Criminisi
et al.’s method and Prop.Criminisi(gray), despite the fact that Prop.Criminisi(gray)

Table 5.3: Elapsed time comparison between Criminisi et al.’s method [6] and
Prop.Criminisi(gray) [sec]. For more detail, please see 5.6.2.

Criminisi et al.
Prop.Criminisi(gray)

Completion Colorization Total

(I) 1.64 0.87 1.11 1.98
(II) 2.19 1.31 0.40 1.71

1Target PSNR for general purpose lossy image compression ranges from 30 dB to 50 dB,
where the higher is the better.
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Table 5.4: Elapsed time comparison between Efros et al.’s method[81] and
Prop.Efros(gray) [sec]. For more detail, please see 5.6.2.

Efros et al.
Prop.Efros(gray)

Completion Colorization Total

(I) 297.00 147.19 0.48 147.67
(II) 77.47 46.97 0.28 47.25

Table 5.5: Variations of restoration methods and feature spaces. Note that all
of the patterns with “Prop.” were obtained with our proposed methods.

restoration methods
feature spaces

gray scale RG GB

He et al [10] Prop.He(gray) Prop.He(RG) Prop.He(GB)
Huang et al [11] Prop.Huang(gray) Prop.Huang(RG) Prop.Huang(GB)

requires an additional process, i.e., colorization. The comparison between Efros
et al’s method and Prop.Efros(gray) (Table 5.4) shows that the calculation time
was much less for the latter. The calculation cost of the former is high be-
cause of the pixel-by-pixel restoration it performs. The calculation time for
Prop.Efros(gray) is lower because the completion was done in a lower dimen-
sional space. Of course the calculation cost will change depending on hole size
or the initialization required for colorization, but this evaluation confirmed that
performing inverse conversion does not significantly affect the total calculation
time for smaller images such as those shown in Fig. 5.5. To further elaborate on
this point, section 5.6.2 describes how we analyzed computational cost in more
detail.

5.5 Results in various settings

In this section, we show that our framework is also effective with current state-of-
the-art algorithms and other feature spaces. The restoration method and feature
space we used are shown in Table 5.5. Their details are as follows.

Restoration method. First, we introduce He et al.’s and Huang et al.’s algo-
rithm [10, 11] for Stage2, the image restoration part.

He et al.’s method [10] works well for filling in missing regions through patch
offset statistics. If similar patches in the image are matched and their relative po-
sitions obtained, the statistics of these offset areas are sparsely distributed. With
these offsets the missing regions are filled by combining a stack of shifted images
via photomontage, a method for image composite by using optimization.
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Prop. He (gray)He et al.

Prop. He (GB)He et al.

(a) (b)

Prop. Huang (GB)Huang et al.

Prop. Huang (RG)Huang et al.

Prop. Huang (GB)Huang et al.

Prop. Huang (gray)Huang et al.

Prop. He (RG)He et al.

Prop. He (GB)He et al.

(c) (a) (b) (c)
Prop. He (RG)He et al. Prop. Huang (GB)Huang et al.
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Figure 5.7: Completed results obtained with current state-of-the-art restora-
tion methods and various feature spaces (gray, RG, and GB). (a) Target images
with damaged regions (masked in red). (b) Results obtained with the original
restoration method without dimension reduction. (c) Results obtained with the
proposed method with dimension reduction. Note that all of the image results
annotated “Prop.” were obtained with our proposed methods.
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Huang et al.’s method [11] is also a current state-of-the-art method and works
especially well with images including complex structures. It first estimates per-
spective and regularity in the source image and roughly segments the known re-
gion into planes, then discovers translational regularity within these planes. The
information is then converted into soft constraints for the low-level restoration
algorithm by defining prior probabilities for patch offsets and transformations.

Feature space. We use three types of feature space: RG, GB, and gray scale
space. An RG feature space is a color space that has red and green channels
only. A GB space has green and blue channels. RG and GB spaces are repre-
sented as two dimensions while original the RGB space has three dimensions.
We expect that the availability of patches will be increased by using these feature
spaces because of the decrease in dimensions. We also expect that visually im-
portant features will remain in RG and GB spaces more than in gray scale, which
is represented as one dimension. Many feature spaces are represented as two
dimensional spaces, but the green channel is well known as visually important
information. It is for this reason that we use RG and GB spaces, which include
green information. As an inverse conversion process for gray scale space, we
used colorization [52] in the same way as mentioned in 5.4.2. For RG space and
GB space the versatile method described in 5.3.2.1 was used.

Results. Completed results for the natural scenes we used are shown in Fig. 5.7.
Original images with damaged regions (masked in red) are shown in column (a),
while (c) shows the completed results obtained with the proposed method. We
show the most effective results that were obtained with various feature spaces.
The restored results obtained with the base restoration method used to get the
results in (c) are shown in (b). The proposed completion method shows better
performance than the other methods because of its utilizing a lower dimensional
feature space for restoration.

5.6 Limitation and future work

5.6.1 Feature space selection

So far, we have showed the results obtained in using a specific lower dimensional
feature space for restoration without explanation. Fig. 5.8 shows completion re-
sults obtained using the same restoration method but a different feature space;
original images with the damaged region masked in red are shown in column (a).
Effective and ineffective results obtained by using different feature spaces are
shown in (b) and (c). Note that the only difference between them is the feature
space used for restoration; the same restoration method was used for both.
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(a) (b)

Prop. He (GB)Prop. He (RG) Prop. Huang (gray)Prop. Huang (RG)

(c)(a) (b) (c)
Prop. He (RG)Prop. He (GB) Prop. Huang (RG)Prop. Huang (GB)

Figure 5.8: Comparison between completed results obtained using different
feature spaces for restoration. Note that the same restoration method was used
to obtain the two results. (a) Target images with damaged region masked in red.
(b), (c) Completed results obtained with effective/ineffective feature space.

As the results show, completion performance depends on the feature space used
for restoration. It was already mentioned in Section 5.4 that different restora-
tion methods produce different completion results even if the same feature space
is used for restoration. Thus, completion performance is affected not only by
the feature space used for restoration but by the restoration method. Currently,
however, we have not established any criteria for selecting an appropriate fea-
ture space and restoration method before observing the completion results. One
possible solution is to show the completion results obtained using various setups,
i.e., combinations of different restoration methods and feature spaces, and to have
users perform the task of selecting from among the completion results.

However, this is likely to make things difficult for the users because of the large
number of possible combinations. Aiming to provide the best inpainting result
automatically, we have already started developing an automatic ranking method
for inpainted results reflecting subjective preference of them [2]. This enables
to provide the best result from a set of images inpainted by various methods and
feature spaces. Our next step will be to reveal the optimal combination of method
and feature only by a completion target image.

5.6.2 Calculation cost

In 5.4.2.3, we show an example of elapsed time. However, introducing our pro-
posed framework produced no significant changes in elapsed time (in that setting,
we used the dedicated method version of inverse conversion for Stage 3, as given
in 5.3.2.2). Although we do not focus on the issue of calculation cost in this
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Table 5.6: Elapsed time comparison between He et al.’s method [10] and
Prop.He(gray) with two inverse conversion method explained in 5.3.2.1 and
5.3.2.2 [sec].

He et al.
Prop.He(gray)

Completion
inverse conversion via 5.3.2.1 inverse conversion via 5.3.2.2
inverse conversion total inverse conversion total

19.1 14.4 1513.6 1528.0 31.6 46.0

chapter, we think the proposed framework has potential for accelerating the pro-
cessing time of completion. Therefore, we analyze the computational cost to
further elaborate on this point.

In general patch-based completion methods like that in [6], the patch retrieval
process occupies most of the total calculation time. Its calculation order is O(NMZ),
where N and M are respectively the number of missing pixels and the number of
total pixels in the image. The parameter Z is a feature vector dimension for re-
trieving. This dimension affects the total calculation order with the power of Z,
and thus the proposed method, which uses a lower dimensional space for restora-
tion, may reduce the total calculation cost.

At the same time, the method needs to perform additional processing subsequent
to restoration, i.e., inverse conversion of feature space from a lower dimension
to the original one, as shown in 5.3.2. For this we introduced two approaches,
a generalized approach in 5.3.2.1, and dedicated approach in 5.3.2.2. The for-
mer requires considerable computational cost. Table 5.6 shows an example of
elapsed time for (b) and (c) in Fig. 5.7 A with the inverse conversion method
presented in 5.3.2.1 and 5.3.2.2. The completion time for Prop.He(gray) is lower
than that for the original method because the restoration was done in a lower di-
mensional space. However, because of the larger resolution of Fig. 5.7 A (1280×
720)[pixels], the inverse conversion methods in 5.3.2.1 and 5.3.2.2 (particularly
the former) entail quite high calculation cost.

We think that these inverse conversion methods can be made much faster by
implementing parallel computation (e.g. with GPU), because these algorithms
enable parallel computing to be performed relatively easily. The time required
for users to mask unwanted regions by users should also be taken into account.
Therefore, a subject for future work will be to consider how to reduce the time
required for inverse conversion and masking.

5.7 Conclusion

In this chapter, we introduced a new framework for image/video completion. Our
framework involves three stages: (1) converting input content to a lower dimen-
sional feature space, (2) restoring the content in the converted lower dimensional



Chapter 5. Inpainting via feature reduction and compensation 95

space, and (3) inversely converting the restored content from the lower dimen-
sional space to the original feature space. We consider the framework to be an
effective approach, first because it enhances the possibility of applying patches
dissimilar to those in the original color space, and second because it makes it
possible to use a variety of restoration methods and feature spaces. Experiment
results have verified its effectiveness.

Currently we have not established any criteria for selecting an appropriate feature
space and restoration method before observing completion results. Thus, subjects
for future work will include developing a method that will enable the most appro-
priate results to be selected automatically, with which we are currently working,
and developing criteria that will allow restoration methods and features to be se-
lected before the completion process is carried out.
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Chapter 6

Discussion and Conclusion

In this chapter, I briefly review the contributions of research work presented
herein and describe future work that is beyond the scope of the contributions
as presented herein. Specific discussions on details of individual approaches can
be found in respective sections in previous chapters.

6.1 General Discussion

Herein, I have introduced a new approach for image inpainting in terms of “usability-
awareness”. Existing inpainting methods implicitly assume that the users contain
considerable knowledge of image processing, which limits the range of users.
However, I have considered that general users can also gain significant benefits
from inpainting by reducing manual processing and improving applicability of
inpainting. To this end, I have solved the problems that limit usability of in-
painting (i.e., users are required to tune parameters and masked regions before
inpainting). Even with well-tuned parameters and masked regions, most inpaint-
ing algorithms fail when similar regions do not exist in undamaged regions. In
chapters 2-5, I have solved these important issues in the following manner:

In chapter 2, I described learning-to-rank based IQA method for image inpaint-
ing. This method solves the problem for parameter tuning by selecting the best
inpainted image from several results inpainted with different parameters. I used a
ranking-by-learning algorithm to estimate the order of inpainted images on the
basis of subjective quality. This framework easily introduces auto-generated
training data for more effective learning. In addition, image features are intro-
duced that reflect differences around a contour of damaged regions based on the
gaze measuring experiments, which indicated that a high negative correlation ex-
ists between subjective quality and gaze density around the contour. Preference
order estimation experimental results suggest the method’s efficacy. Especially
with auto-generated training sets, and the estimation performance was about 13
percentage points higher than that of existing IQA methods.

In chapter 3, I have proposed a method for training data generation with regard to
learning-to-rank-based on preference order estimation. This method covers the
weaknesses of the method described in chapter 2 (i.e., the method requires huge
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annotation cost for obtaining data with pair-wise preference orders). I used simu-
lated “failed” inpainted images by focusing on inpainting algorithms. In addition,
I also proposed an automatic masked region generation method with the aim of
generating training data effortlessly. Preference order estimation experiment re-
sults suggest the method’s effectiveness, and several investigations suggest the
validity of using auto-generated data instead of subjectively annotated data.

I proposed a masked region optimization framework for image inpainting in chap-
ter 4. This method solves the problem of users with regard to the requirement of
drawing a masked region by trial and error. Since the method automatically ad-
justs the tuned masked region, it significantly reduces users’ working time, and it
only requires the first input of a masked region so the inputs must be provided. By
focusing on a learning-to-rank-based approach as described in chapter 2 and 3 to
estimate where unnatural inpainted results are generated in masked regions, the
proposed method reforms masked regions to ease inpainting tasks. Experimental
results indicated that this framework effectively improves final inpainting qual-
ity. In chapter 5, I introduced a new framework for image completion to improve
the applicability of existing inpainting algorithms. Our framework involves three
stages as follows: (1) converting input content to a lower dimensional feature
space, (2) restoring the content in the converted lower dimensional space, and
(3) inversely converting the restored content from the lower dimensional space to
the original feature space. The framework enhances the possibility of applying
patches dissimilar to those in the original color space, and also the method makes
it possible to use a variety of restoration methods and feature spaces. Experiment
results have verified its effectiveness even if the images lack similar patterns to
be used for restoration.

6.2 Limitation and Future Work

As described in this thesis, I explored the concept of improving image inpainting
so that general users can easily deal with common issues faced as such, even if
they do not have any special knowledge. While I have made significant progress
toward fulfilling the objective, a considerable amount of additional research is
required.

IQA with Semantics or Knowledge. Herein, I introduced IQA via learning-
to-rank in chapter 2 and 3 with image feature patch-based contour consistency
(PBCC). Although this local image feature works well, it does not consider global
information. For human perception, I have hypothesized that IQA requires se-
mantic information and previous knowledge that differs from person-to-person.
Introducing such global features should be addressed in future research as a com-
mon issue for IQAs.

Education or Guide for Users toward Effective Masking. As described
in chapter 4, tuned masked regions are required for successful inpainting, even
though it is quite difficult for general users. To address this issue, I have proposed
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masked region optimization, which is a novel approach for improving inpainting.
However, I considered that other approaches also have the ability to solve this
issue. For example, education of general users so that the users can learn how to
mask appropriately or visual guidance of the user’s masking processes are also
possible approaches.

Real Time Effective Inpainting. Although many inpainting methods including
our method one described in chapter 5 have been proposed, real time inpainting
processing is still difficult for complex scenarios. Recently, inpainting has also
been used in AR/MR applications such as Diminished Reality. Based on the
results of our study, faster and more robust inpainting improves quality of such
applications and expands the application of inpainting.

6.3 Conclusion

Image inpainting is a technique that automatically removes and restores unwanted
regions in images. The technique has been used in various applications, and many
effective algorithms have been researched so far. However, each process included
in inpainting (i.e., parameter tuning, masking unwanted region, and restoration)
contain difficulties for general users, which is described in chapter 1.

Herein, I have solved each problem using the following four approaches: pref-
erence order estimation via learning-to-rank (chapter 2), training data generation
for it (chapter 3), masked region optimization (chapter 4), and restoration via
lower dimensional feature space (chapter 5).

By approaching all the steps included in the workflow, I believe that this thesis
comprehensively improves the applicability of image inpainting. In particular, I
aim to enhance the ease of using the use of inpainting even for general users, who
do not have specific knowledge of image processing.
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Appendix A

Image features for learning to rank

In chapter 4 in this thesis, as image features x dedicated for evaluating inpainted
images, we used the 10-dimensional vector x = (Xd,Xs), where Xd and Xs repre-
sent unnaturalness produced by color or structural discontinuity in an image. All
of Xd and Xs have 5-dimensional values. Xd and Xs are computed as below;

Xd = ||S(Pin)−S(Pout)||22 (A.1)

Xs =
∑p∈δΩ S(Pout(p))

∑p∈δΩ 1
(A.2)

where Ω and δΩ respectively denote a masked region and its contour. Eq. A.1
represents a squared 2-norm. Pin(p) and Pout(p) show masked and source regions
in patch P(p), which is centered at point p. In addition, S(Pin(p)) and S(Pout(p))
represent average features of Pin(p) and Pout(p) as shown below.

S(Pin(p)) =
∑q∈P(p)∩Ω s(q)

∑q∈P(p)∩Ω 1
(A.3)

S(Pout(p)) =
∑q∈P(p)∩Ω̄ s(q)

∑q∈P(p)∩Ω̄ 1
(A.4)

In the work we report in this chapter, we used s(p) = (u(p),v(p)), where u(p) =
(uR(p),uG(p),uB(p)) and v(p) = vx(p),vy(p), each denoting RGB pixel values
and two-dimensional edge texture features.
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