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Recently, clustering has played an important role in data mining and machine learning. Semi-
supervised clustering is an extension of conventional clustering technique by integrating background
information in the clustering, e.g., pairwise constraints or class labels. The conventional way to do
semi—supervised clustering is Mahalanobis—based distance metric learning which penalizes objective
function using the constraints satisfactory in order to find a suitable metric. Although, state—of—the—
art semi-supervised clustering has a rich performance to improve the clustering accuracy by utilizing
the class information from human intervention; however, it is reported that hard pairwise constraints
i.e., instance-level constraints, sometimes destroy the clustering quality, depending on relationship
between the constraints and the data distribution and there is no monotonicity to the number of
constraints, that is the improvement of cluster quality is not guaranteed by adding constraints. These
drawbacks are critical issues in practice. Evolutionary distance metric learning (EDML) has been
proposed to address the problem of instance—level constraints by directly improve cluster validity
index, however, it is categorized as a linear distance metric learning, which yields a small benefit
when the data is not linearly separable, like many other distance metric learning techniques. Even
though many researchers proposed non—linear distance metric learning, it could not get away from the
problem of instance—level constraints.

This study proposes a distance metric learning method which addresses the problem of non—linearly
separable data and the problem of instance—level constraints simultaneously. Hence, this research
provides an integration of kernelization technique with evolutionary distance metric learning called
kernelized evolutionary distance metric learning (K-EDML). The proposed methods are able to handle
either class labels or pairwise constraints and directly improve any clustering index as an objective
function and can also perform a non—linear distance metric simultaneously. It can be viewed as utilizing
cluster—level soft constraints, unlike other instance—level hard constraints which sometimes collapse
the clustering. This research demonstrates the performance of the proposed method on UCI dataset compare
with other well-known clustering and distance metric learning technique. As a result, the proposed
method empirically overcomes other methods in many datasets and secure the highest average ranking in
all dataset both in training and test sample. Moreover, the results demonstrate the benefit of
kernelization in distance metric learning on the real-world dataset. The advantage of directly optimize
the cluster validity index is illustrates by the improvement of cluster quality in EDML and K-EDML from
baseline and also state—of-the—art distance metric learning technique. In addition, the proposed method
demonstrates generalize performance over the evaluation environment which different from training
scheme.

Finally, the proposed method maintains neighbor relation of clusters and can lead to a better
visualization of the clustering result. Thus, it can be used as a novel cluster analysis technique that
analyzes both class label and features sample simultaneously as a human—centered computing. This method
is applied to the real-world problem of facial images and recipes data. The analysis provided promising
insights, i.e., more intelligible cluster structure with neighbor relations can be obtained, and a
particular cluster structure can be obtained according to the purpose of analysis
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