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Summary

Aggressive device miniaturization due to VLSI technology scaling has been improving
the average device performance. Circuits, meanwhile, have become sensitive to static
manufacturing variability and dynamic environmental fluctuation. These static and dy-
namic variations directly lead to circuit reliability degradation. To overcome variability
mentioned above, a traditional worst-case (WC) design gives design and operational
margins to ensure correct circuit operation in design time and in field, respectively.
However, as the performance variation becomes significant, such margins tend to be too
painful for designers. Therefore, the conventional WC design with guard-banding is
becoming less efficient.

The most effective tuning knob for post-silicon performance compensation is supply
voltage control, and then adaptive voltage scaling (AVS) is intensively studied. AVS
is expected to minimize process, voltage, temperature, and aging (PVTA) margin of
each chip and allocate only a small margin taking into account the entire lifetime. The
conventional PVTA margins, which are determined by the worst chip across all the
variation sources, are excessive in most of the chips, and they can be exploited as the
source of power reduction.

To put the AVS circuit into practical use, a designer needs (1) design methodology,
(2) performance evaluation in design time, and (3) post-silicon validation methodology.
In the AVS circuit, the sensors, which estimate the timing slack of the main logic and
detect/predict the timing errors, are embedded, and the supply voltage is adjusted re-
ferring to the sensor output. Note that timing errors can occur even with this AVS due
to, for example, insufficient sensor insertion. Therefore, to design the reliable AVS,
the design parameters such as sensor type and insertion place should be determined
carefully, and then the circuit performance needs to be validated in terms of power and
lifetime. After the design parameters are fixed and the circuit performance is estimated,
the design needs to be validated. Note that even in the well-designed AVS circuit, some
fast-transient delay fluctuation such as supply noise may induce timing errors. Hence,
in the post-silicon validation, each chip needs to be verified in terms of whether the AVS
can appropriately work in field under various operation conditions. In the post-silicon
validation, once an unexpected system behavior is observed, the circuit operation is an-
alyzed. In this analysis, the most challenging tasks is error localization since the time
interval between the error occurrence and the detection of such an abnormal behavior
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is quite long. Due to such a long error detection latency, it is difficult to know when
and where the timing error occurred. Consequently, to facilitate the error localization,
the post-silicon validation methodology which can quickly detect the timing error is es-
sential. Here, as a performance evaluation framework, a stochastic error rate estimation
method, which quickly estimates a mean time to failure (MTTF) and average power
dissipation, was proposed. However, neither the design methodology which enhances
the AVS performance under an MTTF constraint nor the post-silicon validation method
which facilitates the timing error localization in AVS operation are not fully studied yet.

This thesis studies the design and post-silicon validation of AVS and proposes a de-
sign and post-silicon validation methodology for the AVS circuit. The proposed design
methodology consists of three steps: (1) select the type of sensor, (2) optimize the main
logic under AVS, and (3) insert sensors into the optimized main logic. In the first step
of the sensor selection, this thesis discusses supply voltage reductions achieved by AVS
circuits with different sensors, i.e., timing error predictive FF and critical path replica.
In this work, we give the MTTF as a design constraint and compare the trade-offs of
clock period and average supply voltage between AVS circuits with these two sensors.

In the second step of the main logic design, this thesis introduces the MTTF as a
design constraint and optimizes the design with an activation-aware slack assignment
(ASA). The MTTF constraint helps explore a set of necessary operating conditions,
such as clock period and supply voltage, and reduces the operation margin from the
WC design while keeping the target MTTF. This margin reduction directly leads to the
supply voltage reduction. ASA, meanwhile, gives timing slacks to non-intrinsic active
critical paths by ECO, where non-intrinsic critical paths are timing paths whose slacks
were originally large but are reduced by downsizing and replacement to high-Vth cells
for power savings. Thus, ASA reduces the number of active critical paths whose delays
are very close to those of the intrinsic critical paths, i.e., timing paths whose slacks can-
not be reduced by re-synthesis, replacement to low-Vth cells, and sizing. In this case, we
can expect that circuits with ASA have fewer paths where timing errors are likely to oc-
cur, which can reduce the number of monitoring paths with AVS and thus can contribute
to facilitating the following sensor insertion. Also, the reduction of active critical paths
helps to extend the MTTF and thus reduce the supply voltage. Therefore, ASA can
further improve performance from the simple MTTF-aware operation of conventionally
designed main logic.

In the third step of the sensor insertion, this thesis aims at maximizing the MTTF
to reduce the power dissipation, which is based on a hypothesis that a circuit with the
longer MTTF has a larger room for power saving. To maximize the MTTF, the supply
voltage should be adjusted frequently and thus timing critical paths should be monitored
frequently. Based on this consideration, this thesis proposes a novel insertion method
that maximumly decreases the sum of gate-wise timing failure probabilities. Note that
the timing failure probability of a flip-flop (FF) is the joint probability of activation and
timing violation probabilities of the FF, and the gate-wise failure probability is calcu-
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lated from timing failure probabilities of endpoint FFs. By exploiting the information
on the paths with the higher timing failure probability, the proposed sensor insertion
makes AVS efficiently monitor the timing-critical and highly-active FFs. Moreover, by
maximizing the sum of gate-wise failure probabilities, the proposed sensor insertion can
cover the larger set of instances that can contribute to causing timing errors.

With the proposed design methodology consisting of these three steps, 38.0% power
reduction is achieved while satisfying the target MTTF. This work also experimentally
confirmed that simultaneous optimization of sensors and main logic synergistically en-
hances the performance and reliability of AVS. For example, proposed sensor selection
and insertion methodology achieved the target MTTF whereas straightforward slack-
oriented sensor insertion did not satisfy the target MTTF at all. Moreover, the proposed
main logic optimization is highly compatible with the sensor optimization and further
improves the AVS performance, e.g, the proposed ASA further saves power by 10.6%
from the AVS circuit without main logic optimization.

As for the post-silicon validation methodology, this thesis devises the error detection
mechanisms for short latency (EDM-L) and evaluates the performance of EDM-L for
timing error localization with a noise-aware logic simulator and 65-nm test chips assum-
ing the following two EDM-L usage scenarios: (1) localizing a timing error occurred in
the original program and (2) localizing as many potential timing errors as possible. Sim-
ulation results show that the EDM-L cannot locate supply noise induced timing errors
in the original program in the first scenario, but it detected 86% of non-masked errors in
the second scenario, which mean the EDM-L performance of detecting supply noise in-
duced timing errors affecting execution results is high. Hardware measurement results
show that the EDM-L detects 25% of original timing errors and 56% of non-masked
errors. These measurement results were not consistent with the simulation results. We
found that this inconsistency came from (1) the design of the power distribution net-
work, and (2) the definition of FMAX used for evaluation. By updating the simulation
setup, the EDM-L performance evaluated by the simulation was consistent with that by
the chip measurement. The devised EDM-L helps to localize the supply noise induced
timing errors in post-silicon validation and thus contributes to improving reliability of
the AVS circuit.

The design and post-silicon validation methodology established in this thesis helps
to construct the reliable AVS, which overcomes the PVTA variation and thus dramat-
ically improves the performance of VLSI circuit. The proposed design methodology
enables designers to provide the MTTF aware design flow which is essential for the
reliable VLSI design. The post-silicon validation methodology provided by this the-
sis helps to localize the timing error with short latency. This quick error localization
substantially reduces the debugging costs in the post-silicon validation and therefore
mitigates the design time-to-market, which is the one of the most serious constraints in
the VLSI design.
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Chapter 1

Introduction

This chapter describes the background and objectives of this thesis. This thesis focuses
on adaptive voltage scaling (AVS), which adaptively controls the supply voltage to save
the power dissipation while preventing timing error occurrence. This thesis studies
the design and post-silicon validation of AVS. Following sections firstly explain the
background, secondly discuss the concept of AVS, requirements, and challenges for
AVS, and lastly, describe the objectives of this thesis.

1.1 Background
In 1965, Gordon Moore provided a principle that the cost of integrated circuits was
minimized by doubling the number of transistors on an integrated circuit every year.
To achieve the cost reduction along with improved transistor performance, controlled
power dissipation, and improved functionality, Dennard et al. provided the laws for the
classical complementary metal oxide semiconductor (CMOS) scaling in 1974. These
fundamental principles have been adopted in recent decades and have provided a simple
and straightforward path for technology scaling.

Continued technology scaling has improved the device performance and increased
transistor density [1, 2]. Thanks to this significant performance improvement, the semi-
conductor industry has been grown up with expanding the market. For example, since
the late of the 1990s, the semiconductor industry expanded rapidly due to the continued
steady growth of mobile, digital consumer and entertainment markets [3]. Also, with
the dramatic advancement of information technology, several innovative technologies
are being implemented [4], where typical application fields are biotechnology, robotics,
health, artificial intelligence, autonomous vehicles, and virtual reality. These technolo-
gies combined with cloud computing, internet-of-things (IoT), and big data enable us
to access various types of information and utilize them. In this way, aggressive de-
vice miniaturization due to technology scaling has been improving the average device
performance, generating innovative technology, and expanding the application field.
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Table 1.1: Prediction of power supply voltage and threshold voltage reduction [9].

Year 2015 2017 2019 2021
Vdd [V] 0.80 0.75 0.70 0.65
Vth [mV] 351 336 333 326

As the density and size of the chips and systems continue to increase, power sav-
ings become one of the most critical missions for the semiconductor industry [5,6]. For
example, the chip consumes a large amount of dynamic power when the enormous num-
ber of transistors switch at very high rates [7]. In addition, as transistors have become
so small, off-state leakage current flows and additional static power is dissipated [6].
Such enormous power dissipation makes the packaging and cooling much difficult un-
der limited volume and cost [5]. In another case, the high power dissipation may prevent
the low-power applications such as mobile battery-operated systems from achieving the
desired performance. As a result, most circuit designers are required to confront the
problem of delivering high performance under severe power constraints [8].

One conventional strategy toward the low power design is to reduce the supply volt-
age since the dynamic power, which occupies a significant portion of power consump-
tion, is proportional to the square of the supply voltage [7]. Tab. 1.1 shows the predic-
tion of the power supply voltage (Vdd) and the threshold voltage (Vth) of logic devices,
which was reported in International Technology Roadmap for Semiconductors (ITRS)
roadmap [9]. From Tab. 1.1, we can see that it is expected to keep the continuous supply
voltage and threshold voltage reductions along with technology scaling [9].

Here, to progress further technology scaling and supply voltage reduction, we need
to overcome a significant reliability challenge, namely, the performance variation. As
technology node advances, integrated circuits have become more sensitive to static
manufacturing variability [10–13] and dynamic environmental fluctuation, e.g., supply
voltage noise [14–16] and device aging [17–25]. Manufacturing variability is caused
by the inability to precisely control the fabrication process at small-feature technolo-
gies [11, 12]. Due to this difficulty, device parameters such as the device length, doping
concentrations, and oxide thickness vary and thus the delay characteristic of the de-
vice significantly changes. As a result, the circuit delay variation originating from the
process variation becomes critical.

Supply noise occurs due to switching current I and mainly comes from resistive IR
drop and inductive L dI

dt noise. R and L represent the resistance and the inductance of
the power mesh network, power pads, and device package [15]. Along with technology
scaling, the supply voltage becomes lower as mentioned above. Here, in general, the
cell delay T and supply voltage Vdd follows the α-power law MOS model in [26].

T = β{
Vdd

(Vdd − Vth)α
}. (1.1)
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Figure 1.1: The impact of supply noise on delay fluctuation becomes larger in lower
supply voltage. Y-axis is normalized with ∆T at the supply voltage of 0.8V.

Note that α is a coefficient to express the carrier-velocity saturation effect [27] and β is
the proportional factor. Eq. (1.1) tells us that the impact of supply noise on the circuit
delay increases at a lower supply voltage even when the same amount of supply noise
happens. As an example, let us consider the situation where the supply noise of ∆Vdd

happens. In this case, the cell delay changes as the following equation.

T ′ = β{
Vdd − ∆Vdd

(Vdd − ∆Vdd − Vth)α
}, (1.2)

where T ′ is the cell delay when supply noise happens. Note that Vdd is replaced by
Vdd − ∆Vdd to take into account the supply noise impact on the cell delay. Here, from
Eqs. (1.1) and (1.2), the cell delay increase due to the supply noise can be approximated
as follows.

∆T = T ′ − T = β{
Vdd − ∆Vdd

(Vdd − ∆Vdd − Vth)α
−

Vdd

(Vdd − Vth)α
}, (1.3)

where ∆T is the delay increase due to supply noise. Then, let us substitute each pair of
Vdd and Vth in Tab. 1.1 to Eq. (1.3) as an example. Also, let us set α to 1.3, which is the
value reported in [6], and ∆Vdd to 100 mV. Fig. 1.1 shows the cell delay increase due to
supply noise which is derived from Eq. (1.3) and the above settings. Fig. 1.1 shows that
the impact of supply noise on cell delay increases dramatically as the supply voltage
decreases along with technology node improvement, e.g., ∆T at the supply voltage of
0.65V is 2.12 times of the ∆T at 0.8V.

In addition to the supply noise, device aging which is another temporal variation
degrades the performance gradually in the field. Aging is represented by negative bias
temperature instability (NBTI), positive bias temperature instability (PBTI), and hot car-
rier injection (HCI). Similarly to supply noise, the impact of aging on cell delay becomes
significant with according to the supply voltage reduction. For example, in Eq. (1.1),
if the threshold voltage degrades by ∆Vth due to aging, the ∆T can be represented as
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Figure 1.2: The impact of aging on delay increase becomes larger in lower supply volt-
age. Y-axis is normalized with ∆T at the supply voltage of 0.8V.
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Figure 1.3: TTF variation due to static and dynamic delay variation.

follows.
∆T = β{

Vdd

(Vdd − ∆Vth − Vth)α
−

Vdd

(Vdd − Vth)α
}. (1.4)

Fig. 1.2 shows a similar example to Fig. 1.1, where pairs of Vdd and Vth in Tab. 1.1 and
∆Vth of 30mV are substituted to Eq. (1.4). Fig. 1.2 indicates that the impact of threshold
voltage degradation on cell delay increases as the supply voltage decreases.

These static and temporal variations directly lead to circuit reliability degradation.
Fig. 1.3 illustrates the time to failure (TTF) variation originating from the stochas-
tic properties of manufacturing variability and aging process. Fig. 1.3 includes three
curves, where each curve represents the circuit delay transition of each chip. Statisti-
cal characterization of manufacturing variability is studied comprehensively in the last
decades [11,13,28], and its statistical modeling is now a common practice. Also, thresh-
old voltage variation due to aging such as NBTI fluctuates statistically. Due to these sta-
tistical properties, the time when the circuit delay exceeds the clock cycle time, which
corresponds to TTF, varies as illustrated in Fig. 1.3. To overcome variability mentioned
above, a traditional worst-case (WC) design gives design and operational margins to
ensure correct circuit operation in design time and in a field, respectively. However, as
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the performance variation becomes significant, such margins tend to be too painful for
designers. Therefore, the conventional WC design with guard-banding is becoming less
efficient, and an adaptive post-silicon performance compensation is eagerly demanded
as a promising countermeasure.

1.2 Adaptive Voltage Scaling
This section explains the concept of adaptive voltage scaling (AVS), which is a promis-
ing countermeasure for the performance variation, discusses requirements and chal-
lenges for AVS, and describes problems of conventional works.

1.2.1 Concept
The most effective tuning knob for post-silicon compensation is supply voltage con-
trol. AVS, which is the design concept that each chip dynamically adjusts the supply
voltage taking into account its performance, is intensively studied [28–53]. Note that
AVS is different with dynamic voltage and frequency scaling (DVFS) [54] and boost-
ing [55,56], which are another Vdd and frequency control techniques and currently used
in some commercial processors. In a DVFS system, the supply voltage and operating
frequency are dynamically adjusted according to workload to reduce the overall energy
consumption [29]. In boosting, the clock frequency will be increased from the nominal
one under the power, temperature, and current specification limit [55]. While DVFS and
boosting select the pair of the supply voltage and clock frequency referring to the work-
load and monitored performance/power/temperature, the reference pair of the voltage
and frequency, which are mostly determined in design time, include the timing guard-
band for keeping the safe operation. On the other hand, AVS is expected to minimize
process, voltage, temperature, and aging (PVTA) of each chip and allocate only a small
margin for keeping correct operation throughout the entire life as shown in Fig. 1.4.
The conventional PVTA margins, which are determined by the worst chip across all the
variation sources, are excessive in most of the chips, and they can be exploited as the
source of power reduction.

The most popular strategy of the AVS implementation studied so far is to use sen-
sors as shown in Fig. 1.5. In this AVS, sensors are embedded, and they detect or predict
the timing error occurrence. Then, Vdd control logic adjusts the supply voltage referring
to the sensor output. Once the timing slack of the monitoring paths or flip-flops (FFs)
reaches the required lower bound, the supply voltage is increased, and the instructions
are re-executed if necessary. Otherwise, the supply voltage is decreased for power sav-
ings. Here, if the inserted sensors perfectly work, the timing slack of the critical paths
can be frequently monitored and hence the supply voltage is controlled to the minimum
one while keeping the correct operation. Motivated by this expectation, various types
of sensors were studied in a last decade [28–53]. Note that there are two AVS strategies
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Figure 1.4: Supply voltages of AVS and the conventional WC design in device lifetime.
Ideal AVS minimizes PVTA margin of each chip.

V
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control logic
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��

Main logic
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Figure 1.5: AVS using sensors. The embedded sensor detects or predicts the timing error
occurrence. Vdd control logic adjusts the supply voltage referring the sensor output.

in literatures: error detection and recovery based control with, for example, Razor [29],
and error prediction and prevention based control with in-situ timing sensors 1 or critical
path replica [30]. In both the strategies, sensors are embedded to detect/predict timing
errors, and the supply voltage is controlled according to the sensor outputs.

Razor [29] was proposed at the earlier stage of the AVS. Razor FF consists of the
main FF, a shadow latch, a comparator which compares the output of the main FF and
the latch, and an error recovery mechanism. Since the shadow latch is transparent in the
positive phase of the clock, the timing error in the main FF is expected to be detected
in comparator. When the comparator finds the timing error in the main FF, the error
recovery mechanism restores the logic in the main FF. Thus, Razor enables us to scale
the supply voltage to the point of the first failure in a die for a given frequency [29].
Therefore, all margins due to global and local PVT variations are eliminated, resulting
in significant energy savings. However, Razor has a disadvantage that it introduces sig-
nificant hold-time constraints which cause large overhead and difficult timing closure.
To tackle the overhead problem of Razor, different Razor-flavor sensors such as Bubble
Razor [38], Razor-lite [40], and iRazor [28] were proposed. These techniques require a
re-execution mechanism to correct timing errors. The re-execution is performed through
architectural replay, which is often integrated into high-performance processors to sup-

1There are several names for the same structure: canary FF [57], slack monitor [42], and error predic-
tive FF [35]



1.2. ADAPTIVE VOLTAGE SCALING 7

port branch prediction. However, it is impracticable for general sequential circuits and
simple processors [35].

At around the same time when Razor arose, another sensor called critical path
replica [30] was proposed. Critical path replica consists of a delay-chain which mimics
the critical path of the actual design. The propagation delay through this replica path
is monitored, and voltage and frequency are scaled as long as the replica path meets
timing [32]. Replica can be implemented separately with the main logic unlike in-situ
Razor, and hence the replica elements are non-intrusive and are well suited for monitor-
ing global variations on the chip. However, replica suffers from capturing the variations
that are local to actual circuits such as random manufacturing variations and circuit
aging [58].

Another promising sensor for the AVS is double sampling based error predictive FF
[57]. Unlike the Razor technique which detects and corrects the timing error, the error
predictive FF predicts the timing error by checking whether the intentionally delayed
data transition causes the error [59]. Besides, this sensor can accurately capture the
actual path delay [58], which is a distinct difference with replica and other generic
sensors such as ring oscillators. Therefore, the error predictive FF has a possibility
of exploiting timing margins for both global and local variation to power reduction.
Moreover, the FF does not need the hold buffers unlike Razor as far as the main logic
satisfies the hold timing constraint.

As explained above, various types of sensors for AVS were proposed aiming at
PVTA margin elimination. However, the AVS still has a risk of causing timing errors,
which is exemplified in Fig. 1.6. For example, when the inserted sensors such as error
predictive FFs are not activated frequently enough, AVS cannot check the timing slack
of critical paths and thus cannot adjust supply voltage appropriately. In this case, the de-
lay fluctuation due to, for example, supply noise may induce timing errors before AVS
controls the supply voltage as shown in Fig. 1.6. In another case, when we use replica
or some generic monitors, the sensors involve delay mismatch between the sensed delay
and actual delay due to random delay variation, which may cause the timing error due
to excessively reduced supply voltage. From this point of view, for practical AVS which
precisely estimates the timing slack and controls the supply voltage, the designer needs
to carefully determine the type of sensors, their designs, and their locations, which will
be discussed in Section 1.2.2.

1.2.2 Requirements

Fig. 1.7 shows the key processes for realizing the AVS circuit: (1) design, (2) perfor-
mance evaluation in design time, and (3) post-silicon validation. The first process is to
design the AVS circuit. In design time, designers need to determine the design parame-
ters of AVS, e.g., which types of sensors are used, how many sensors are inserted, and
where to embed sensors. The next process is the performance evaluation. If the AVS



8 CHAPTER 1. INTRODUCTION

Years

AVS

Min. V
��

w/o error Supply noise
Fail of 

slack adjustment

Figure 1.6: If the sensors do not work well, timing error may happen in the AVS circuit.
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Figure 1.7: Key processes for realizing the AVS circuit: (1) design, (2) performance
evaluation, and (3) post-silicon validation.

circuit does not satisfy the design constraint such as the lifetime and power, designers
may go back to the design process and change the design parameter. If the design meets
the given constraints, the design will be verified in the third process, i.e., post-silicon
validation. In the third process, each chip is verified in terms of whether the AVS can
appropriately work in field under various operation conditions. If the verification tells
us that AVS fails to keep correct operation in some conditions, we may need to increase
the operation margin or re-design the AVS circuit. The remaining of this subsection
will discuss the requirements for the design, performance evaluation, and post-silicon
validation.

In the design process, designers may aim to minimize the power dissipation. For
this purpose, the inserted sensors need to predict or detect timing errors appropriately
to adjust the supply voltage. In other words, the sensors are required to estimate the
timing slack of critical paths accurately. Otherwise, the voltage control logic may fail
to adjust the supply voltage and thus delay fluctuation by aging and supply noise may
cause timing errors, which was previously explained with Fig. 1.6. Note that TTF, which
is the length of time until a chip starts to cause timing errors, can be a metric to evaluate
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the error detection or prediction performance of AVS quantitatively. In another case,
inadequate sensor insertion cannot reduce design and operation margins. To avoid these
unsuccessful AVS designs and eliminate unnecessary margins, the sensor selection and
insertion need to be validated in terms of TTF and margin reduction.

Then, the performance evaluation of the AVS design is discussed. In this evaluation,
the power dissipation and the maximum frequency may be the good metric. In addition,
the design constraints such as the area and TTF can be examined. If the design quality
is not good enough, we need to re-design the circuit and re-evaluate the performance
repeatedly with compromising a given design time to market. Here, a naive approach
to calculate the TTF is to execute gate-level simulation in the huge variation parameter
space repeatedly. However, the probability that actual timing errors occur is quite low2,
and hence the simulation time required to reproduce these errors is prohibitively long.
For example, when we evaluate the rate of timing errors that occur once per one month,
the simulation time exceeds 108 years [60] even for a simple embedded processor.

Recently, a stochastic framework that estimates a mean TTF (MTTF) is proposed
in [60, 61]. Iizuka et al. model circuit operation under dynamic delay variations as a
continuous-time Markov process [60]. The continuous-time Markov process modeling
enables us to estimate the MTTF in a reasonable time. In a test case, the MTTF is
estimated 1012 times faster than a logic simulator. Reference [61] extended the frame-
work proposed in [60] to consider manufacturing variability, temporal environmental
fluctuation, and aging in the MTTF estimation. Also, [61] takes into account workload
dependent path activation probabilities. With this framework, it becomes possible to
know, for example, the trade-off between the MTTF and supply voltage. Therefore, this
thesis utilizes this stochastic framework for the performance evaluation.

After the design parameters are fixed and the circuit performance is estimated, the
design needs to be validated. Here, validation tests can be classified with pre-silicon
validation and post-silicon validation. Pre-silicon validation inspects the design thor-
oughly by time-consuming functional verification and code review to exclude functional
bugs [62] before the tape-out. In the post-silicon validation, the coverage is severely
limited by slow simulation speeds [63]. As a result, eliminating all bugs in the design
before tape-out is very difficult [64] and thus a dependence on post-silicon validation to
verify remaining bugs is increasing.

The post-silicon validation gives a wide variety of test patterns to the fabricated chip
at various operating conditions. One main goal of the post-silicon validation is to know
error occurrence conditions in fabricated chips to debug errors and thus further improve
the design quality and reliability. Note that for some types of chips which are mass-
produced, designers may just throw away defective chips at the cost of yield. In this
validation, designers need to debug not only logic errors but also electrical timing errors,
which cause a system failure in a logically correct design due to a very specific electrical
property of the chip, e.g., the supply voltage variation, temperature gradient, crosstalk

2Otherwise, such circuits with frequent error occurrence are useless.
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noise, and so on [65]. This validation step is essential for the reliable AVS circuit since
some fast-transient delay fluctuation such as supply noise may induce timing errors
even in the well-designed AVS circuit. Also, the localization of the electrical timing
error is very significant since the reproduction of this error is much difficult compared
with functional errors. Therefore, it is crucial for designers to verify the AVS circuit
in various operating conditions and find out occurrence conditions of electrical timing
errors.

In the post-silicon validation, once an unexpected system behavior is observed, we
start on analyzing the circuit operation. In this analysis, we need to (1) notice error
occurrence, (2) localize the error in place, e.g., ALU and cache controller, and time,
and (3) manifest the occurrence condition [65]. The most efforts for this analysis are
made in (1) and (2) [66], and hence reducing these efforts are highly demanded. Error
occurrence is often detected by observing abnormal behaviors, such as system crash,
segmentation fault, and invalid opcode. End-result-check [67], which compares the
execution result with the expected result, can also be used to find error occurrence.
The next step is error localization, and it is challenging since the time interval between
the error occurrence and the detection of such an abnormal behavior is quite long. It
sometimes reaches billions of clock cycles [68]. Due to such a long error detection
latency, it is difficult to know when and where it occurred, since the trace buffer such
as Instruction Footprint Recording and Analysis (IFRA) [69], which is often used to
record signals on a chip for post-silicon debug, has limited record depth of, for example,
thousands of clock cycles. Therefore, reducing the error detection latency is essential to
facilitate the error localization.

1.2.3 Challenges for AVS and Problems of Conventional Works

This subsection discusses the challenges for design and test requirements for AVS and
problems of conventional works.

First, let me explain the design challenges. One difficult challenge is to determine
where to insert sensors for minimizing power while satisfying area and TTF constraints.
As previously mentioned in Sec. 1.2.2, AVS circuit may fail to adjust the supply voltage
when the margin checking in the chip is not perfect or when fast-transient supply noise
happens. In other words, even if the AVS is implemented, the possibility of timing error
occurrence may not be completely reduced to zero. From this perspective, designers
need to determine the set of design parameters taking into account the extremely low
probability of error occurrence to guide design optimization in design time. Here, con-
ventional works [28–53] do not consider the TTF of the AVS circuit and thus their
design may not ensure the target TTF. Some of conventional works claim that by tuning
the operational margin through some design parameter optimization, the possibility of
timing error occurrence can be reduced to almost zero and the time to failure can be
extended to over years [61]. However, any systematic tuning strategies are not provided
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to designers. Naive ad-hoc optimization can degrade the performance of the AVS cir-
cuit significantly. Therefore, to enhance the performance under AVS, designers need
to determine the design parameters taking into account the TTF of every chip in field
operation.

Another design challenge is how to optimize the main logic under AVS. Note that in
the conventional works, the identical main logic is used regardless whether or not AVS
is implemented. The conventional circuit optimization forces the circuit to increase the
number of critical paths to decrease the area and power. For example, low-Vth cells
included in non-critical paths may be replaced with high-Vth cells for the leakage power
reduction. As a result, the optimized design achieves the lower power/area but has a
lot of critical paths. Monitoring such a large number of critical paths needs a large
number of sensors, and thus it requires enormous area overheads. From this point of
view, to implement AVS systems that fully exploit run-time adaptation and eliminate
the redundant margin, we should pay attention to the main logic circuit under AVS in
addition to the sensing circuit. However, the conventional works do not customize the
main logic for AVS. In this case, the following sensor insertion becomes much complex
and difficult tasks since the AVS circuit needs to achieve the target TTF while only a
small portion of critical paths can be monitored.

Then, the challenges for post-silicon validation is discussed. As mentioned in Sec-
tion 1.2.2, quick detection of the errors occurrence is crucially important to facilitate
the validation. Recently, software-based error detection techniques, which add error de-
tection capability to test patterns, are used for error localization in the post-silicon vali-
dation. While conventional hardware-based error detection approaches, e.g., assertion-
based detection [70, 71], require additional hardware resources and need to consider
where and how to implement such structures [72], software-based approaches do not
need error detection hardware. In other words, the software-based approach can elim-
inate the risk of the design change by embedding error detection elements which are
needed by hardware-based approaches.

There are several software-based error detection techniques, which include quick
error detection (QED) transformation [67,68,73] and error detection mechanism (EDM)
transformation [74,75]. QED decomposes the input program into blocks and duplicates
each block within the program at the assembly level. Also for every pair of the original
and duplicated blocks, QED inserts a register-level consistency check that compares
calculation results. With this fine-grained checking, QED succeeded in dramatically
reducing error detection latency. Reference [68] reported that for specific logic errors,
QED improved error detection latency by six orders of magnitude, i.e., from billions of
cycles to a few thousand cycles. This shorter error detection latency helps improve the
efficiency of post-silicon validation.

EDM adds data and code redundancy to an input program written in a high-level
source language (e.g., C and C++), and generates a special program. Rebaudengo et
al. [74] proposed EDM for detecting soft errors based on the consideration that data and
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code redundancy can be used not only for verifying software but also for detecting error
occurrences in hardware, e.g., logic errors and timing errors in register and memory.
Reference [74] reported that for random bit flips injected to data memory the error
detection coverage was over 90%. In [75], the coverage of over 80% was achieved
for a single bit flip that occurred in registers. Here, various programs, e.g., random
instruction tests, architecture-specific focused tests, and end-user applications such as
operating systems and games can be given as an input program. The main advantage of
EDM transformation lies in the fact that it can be applied to a high-level source code
independent of the underlying hardware.

Here, for the post-silicon validation of the AVS circuit, not only logic error localiza-
tion but also electrical timing error localization is essential. Especially, the localization
of the supply noise induced timing errors may be one of the most important missions
for the AVS circuit. While fast transient supply noise can cause sudden large delay fluc-
tuation in the circuit, e.g., within a few nanoseconds, the sensors in AVS may fail to
monitor timing slacks of critical paths in this clock cycle. Even if the sensor can fortu-
nately monitor the timing slack, it may be difficult for the voltage control logic to adjust
the supply voltage according to the delay fluctuation speed of the fast supply noise.
Therefore, such supply noise has a potential to cause timing errors even when the AVS
is well-designed, and hence the validation of this timing error is significant to ensure
the design quality. However, in conventional works, the performance of software-based
error detection techniques for the electrical timing error has not been studied explicitly,
and their effectiveness against supply noise induced timing errors is not clear.

1.3 Objective of This Thesis
The main objective of the thesis includes constructing the design and post-silicon val-
idation methodology for establishing reliable AVS. For such a reliable AVS, this thesis
takes into account the MTTF of the AVS circuit and studies the MTTF-aware design
methodology of the AVS circuit. To achieve the target MTTF while minimizing the
timing margin, the sensor type selection and the sensor insertion need to be carefully
performed. Based on this consideration, this thesis divides the designing AVS into three
components: sensor type selection, the main logic optimization for facilitating the sen-
sor insertion, and the sensor implementation to the main logic. This thesis attacks each
component, combines them, and constructs a design methodology. In addition, to keep
the correct operation in various operating conditions after the fabrication, this thesis
studies a post-silicon validation methodology. This thesis focuses on the supply noise
induced timing error, which is one of the most critical errors in AVS operation, and thus
studies the error localization methodology for ensuring the reliability of the AVS against
the supply noise.

Fig. 1.8 illustrates the structure of the thesis including the MTTF-aware design
methodology and the test methodology. The proposed design methodology consists
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of three steps: (1) select the type of sensor, (2) optimize the main logic under AVS, and
(3) insert sensors to the optimized main logic.

In the first step of the sensor selection, Chapter 2 discusses supply voltage reduc-
tions achieved by AVS circuits with different sensors. This chapter focuses on error
prediction based AVS and thus selects two representative sensors as candidate: in-situ
sensors [35, 42, 57] and critical path replica [30, 33, 36]. Remind that in the error pre-
diction based AVS, any error recovery mechanisms are not necessary as long as the
prediction is appropriate, whereas the error detection and recovery strategy requires a
re-execution mechanism for error correction which is difficult to implement in general
sequential circuits. This thesis quantitatively evaluates the average supply voltage tak-
ing into account manufacturing variability at time zero, subsequent voltage elevation
due to aging and dynamic supply noise. Depending on the requirement of TTF, the
achievable trade-off between clock period and average supply voltage becomes differ-
ent. This work gives the MTTF as a design constraint and compares the trade-offs of
AVS circuits with different sensors. For such MTTF-aware trade-off analysis, this thesis
utilizes a stochastic framework proposed by Iizuka et al. [61].

In the second step of the main logic design, Chapter 3 explicitly introduces the
MTTF as a design constraint and optimizes the design with an activation-aware slack
assignment (ASA). The MTTF constraint helps explore a set of necessary operating
conditions, such as clock period and supply voltage, and reduces the operation margin
from the WC design while keeping the target MTTF. This margin reduction directly
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Figure 1.8: Overall structure of this thesis.
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leads to the supply voltage reduction. ASA, meanwhile, gives timing slacks to non-
intrinsic active critical paths by engineering change order (ECO), where non-intrinsic
critical paths are timing paths whose slacks were originally large but are reduced by
downsizing and replacement to high-Vth cells for power savings. Consequently, ASA
reduces the number of active critical paths whose delays are very close to those of the
intrinsic critical paths, i.e., timing paths whose slacks cannot be reduced by re-synthesis,
replacement to low-Vth cells, and sizing. In this case, it can be expected that circuits
with ASA have fewer paths where timing errors are likely to occur, which can reduce
the number of monitoring paths with AVS and thus can contribute to facilitating the
following sensor insertion. Also, the reduction of active critical paths helps extend the
TTF since the timing failure probability of such paths can be dramatically decreased.
This TTF extension can be converted to the supply voltage reduction since the circuit
can achieve the target MTTF at the lower supply voltage. Therefore, ASA can further
improve performance from the MTTF-aware operation.

In the third step of the sensor insertion, Chapter 4 aims at maximizing the MTTF
for the supply voltage reduction and power saving. To maximize the MTTF of the AVS
circuit, the timing slack of the critical paths should be monitored frequently to adjust
the supply voltage appropriately, which was mentioned in Section 1.2.2. Therefore,
for efficiently monitoring such paths, this thesis proposes a novel insertion method that
maximumly decreases the sum of gate-wise timing failure probabilities. Note that the
timing failure probability of a FF is a joint probability of activation and timing violation
probabilities of the FF, and the gate-wise failure probability is calculated from the timing
failure probability of endpoint FFs. By exploiting the information on the paths with the
higher timing failure probability, the proposed sensor insertion makes AVS efficiently
monitor the timing-critical and highly-active FFs. Moreover, by maximizing the sum
of gate-wise failure probabilities, the proposed sensor insertion can cover the larger set
of instances that can contribute to causing timing errors. In this work, we find out a
set of FFs that maximally reduces the sum of gate-wise failure probabilities by solving
instance covering problem as an integer linear programming (ILP) problem.

As for the post-silicon validation methodology, Chapter 5 devises the error detection
mechanisms for short latency (EDM-L) and evaluates the timing error localization ca-
pability of EDM-L for supply noise induced errors. This work considers two scenarios
of EDM-L usage in post-silicon validation: (1) localizing a timing error that occurred
in the original program and (2) localizing as many potential timing errors as possible.
This work investigates how often EDM-L transformation can work in above two scenar-
ios using a supply noise aware simulation framework and 65 nm test chip. This thesis
discusses the inconsistency between simulation results and hardware measurement and
find out two possible reasons: (1) the design of power distribution network, and (2) the
definition of FMAX used for evaluation. By updating the simulation setup, this work
confirmed that the EDM performance evaluated by the simulation was consistent with
that by the chip measurement.
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The rest of this thesis is organized as follows. Chapter 2 discusses supply voltage
reductions achieved by AVS circuits with different sensors and demonstrates TEP-FF
achieves the target MTTF with lower average Vdd. Chapter 3 proposes a MTTF-aware
ASA for minimizing power dissipation of voltage scaled circuit under AVS. Chapter 4
proposes a MTTF-aware design methodology for the AVS circuit. The proposed design
methodology optimizes both the voltage scaled circuit under the AVS and the sensor. In
this chapter, we propose a novel TEP-FF insertion method that minimizes the sum of
gate-wise timing failure probabilities aiming at MTTF maximization. Chapter 5 devises
the EDM-L and evaluates the performance of EDM-L for timing error localization with
a noise-aware logic simulator and 65 nm test chips. Lastly, concluding remarks are
given in Chapter 6.
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Chapter 2

Supply Voltage Reduction Aware
Sensor Selection

This chapter discusses supply voltage reductions achieved by AVS circuits with differ-
ent sensors [76]: in-situ sensors and replica. This work gives the MTTF as a design
constraint and compares the trade-offs of AVS circuits with different sensors.

2.1 Introduction
This section presents a strategy for comparing in-situ sensors and replica. First, let us
discuss the expected reduction of supply voltage thanks to AVS with in-situ TEP-FF and
replica and highlights the points for discussion in this chapter.

Fig. 2.1 exemplifies the expected Vdd reduction effects obtained by TEP-FF based
AVS and replica based AVS under an MTTF constraint. Note that X-axis is the clock
period and Y-axis is the average supply voltage. Smaller clock period or average Vdd

means that the circuit achieves the performance improvement or the Vdd reduction. The
top black curve represents the conventional WC design that accumulates timing margins
assuming the worst PVTA condition. The second blue curve shows the trade-off curve
of replica based AVS, and the elimination of timing margins for global variation is ex-
pected to reduce supply voltage. The third red curve corresponds to AVS with TEP-FF,
and this AVS is supposed to lower supply voltage further by exploiting design margins
for intra-die random variation.

A crucially important issue in investigating Fig. 2.1 is that the trade-off analysis
must be conducted under the same MTTF constraint. If we accept the shorter MTTF,
we can aggressively reduce the supply voltage and consequently the trade-off curve
shifts. References [44, 47] compare critical path replica and in-situ slack monitor and
experimentally show that replica fails to capture within-die variations such as random
manufacturing variations. For example, [44] reports that in-situ slack monitor needs
only 0.9% timing margins whereas replica requires 4.2% margins to ensure correct
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Figure 2.1: Expected voltage reduction thanks to the AVS with in-situ TEP-FF or replica
under the MTTF constraint.

operation at nominal PVTA condition. However, conventional works [44, 47] do not
explicitly take into account the MTTF constraint and the impact of dynamic delay vari-
ations such as supply noise and aging. As mentioned earlier, the performance of the
AVS circuits having different MTTFs cannot be directly compared. Also, appropriate
margining for dynamic variations are indispensable in actual designs. To derive reliable
implications from the comparison, we need to prepare a setup that can fairly compare
the performance in practical situations. From this standpoint of view, it is necessary
for designers to take into account not only static variation but the MTTF constraint and
dynamic variations.

Based on the above consideration, this chapter addresses the following question:
how much voltage reduction can be achieved by TEP-FF based AVS and replica based
AVS from the conventional WC design under static and dynamic variations and the
MTTF constraint. To answer this question, this work utilizes a stochastic error rate
estimation method [61] and evaluates the MTTF and average supply voltage taking into
account static manufacturing variability and dynamic variations such as supply noise
and aging. Moreover, this chapter formulates their design problems as similar design
optimization problems and compares the solutions aiming at a fair comparison. More
precisely, this chapter defines the same objective function and similar design constraints
using identical metrics. Sections 2.2 and 2.3 describe a TEP-FF based AVS design
and a replica based AVS design, respectively. The Vdd reduction achieved by each AVS
will be experimentally demonstrated for an industrial design, a cipher circuit, and an
embedded processor in Section 2.4.
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2.2 Designing TEP-FF Based AVS
Fig. 2.2 shows the AVS circuit which is composed of a voltage scaled circuit, voltage
control logic, and TEP-FF. TEP-FF consists of a normal FF, delay buffers and a com-
parator, e.g., XOR gate. When the timing margin is gradually decreasing, a timing error
occurs at TEP-FF before the main FF captures a wrong value due to delay buffers, which
enables us to know that the timing margin of the main FF is not large enough. A warn-
ing signal is generated to predict the timing errors. Note that TEP-FF is expected to
convert timing margins for intra-die random variations to Vdd reduction since it shares
main logic and its variation.

This work defines the design optimization problem for TEP-FF based AVS as fol-
lows.

• Objective

– Minimize : Vdd

• Variables

– BTEPi(1 ≤ i ≤ NFF)

• Constraints

– MTTF ≥ MTTFmin

– NTEP(=
∑NFF

i=1 BTEPi) ≤ Nmax
TEP

The objective of this problem is to minimize Vdd aiming at power minimization. The
variable for optimization is BTEPi . BTEPi is a binary variable, and it becomes 1 when i-th
FF is replaced by TEP-FF. The primary constraint is the MTTF, and the lower bound
of the MTTF (MTTFmin) is given as a constraint. The second constraint gives the upper
bound of the number of TEP-FF (Nmax

TEP), and this limits the area increase due to TEP-FF
insertion. To make AVS work well, TEP-FF should monitor timing margins of paths
that have a higher probability of timing error occurrence and output warning signals to
prevent the error occurrence. For this purpose, this work inserts TEP-FFs to voltage-
scaled circuits using the timing failure probability, which is the joint probability of the
timing violation probability and the activation probability, as a metric. In other words,
the inserted sensors check timing margins of critical paths more frequently, and thus it
enables temporally fine voltage control and helps to avoid timing error occurrence.

2.3 Designing Replica Based AVS
Fig. 2.3 shows the AVS circuit which is composed of a voltage scaled circuit, voltage
control logic, and critical path replica. Critical path replica includes replicated logic,
delay buffers, and an edge detector. The edge detector checks the edge timing for every
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clock cycle and generates a warning signal when the edge is too late. Therefore, the
timing margin can be measured much more frequently compared with TEP-FF.

To attain the same sensitivity of the replica to variations with the voltage scaled
circuit, the replica should include many paths in the voltage scaled circuit. However,
it requires a large area cost, and hence Kim et al. designed a compact replica with a
comprehensive sensitivity analysis in design time [53]. On the other hand, to pursuit
a discussion that is independent of replica implementation methods, this chapter as-
sumes that the inserted replica can perfectly reproduce the delay characteristics of the
paths that are selected for monitoring. With this setup, the accuracy of critical path
delay measurement degrades only due to within-die variation, which is considered in
our analysis. Note that Tschanz et al. proposed to integrate a tunable replica and tune
it after fabrication [31]. Similarly, TEP-FF can be tuned if it is designed with tunable
buffer. However, post-fabrication tuning during chip test is expensive for most of the
products, and hence it is not considered in this dissertation.

Similarly to Section 2.2, this work formulates the design optimization of AVS with
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replica as follows.

• Objective

– Minimize : Vdd

• Variables

– Breplica j
(1 ≤ j ≤ Npath)

• Constraints

– MTTF ≥ MTTFmin

– Nreplica(=
∑Npath

j=1 Breplica j
) ≤ Nmax

replica

The objective of this problem is identical with that of Section 2.2. The variable for
optimization is Breplica j

. Breplica j
is a binary variable, and it becomes 1 when the j-th path

is replicated. As the primary constraint, the lower bound of the MTTF (MTTFmin) is
given, which is the same as the first constraint in Section 2.2. The second gives the
upper bound of the number of replicated paths (Nmax

replica), and this limits the area increase
due to replica implementation. Note that the constraint of area overhead by AVS with
TEP-FF and AVS with replica will be set identically to keep fairness. Similarly to
Section 2.2, this chapter focuses on the timing failure probability and insert replica for
sensing paths whose timing failure probabilities are high.

2.4 Evaluation
This section experimentally evaluates supply voltage reduction of AVS with in-situ
TEP-FF and replica from the conventional WC design. First, Section 2.4.1 explains
the evaluation setup, and Section 2.4.2 demonstrates the average supply voltage of each
AVS. Then, Section 2.4.3 discusses the performance difference between AVS circuits
with TEP-FF and replica.

2.4.1 Evaluation Setup
This work used an industrial image signal processor (ISP), an advanced encryption stan-
dard (AES) circuit, and an OR1200 OpenRISC processor, which is a 32-bit RISC micro-
processor with five pipeline stages, as target circuits. ISP was designed by a commercial
place and route (P&R) tool with a 28 nm industrial standard cell library and AES and
OpenRISC were laid out with a 45 nm Nangate standard cell library [77]. Also, standard
cell memories [78–80] were used as SRAMs in OpenRISC processor. The post-layout
circuits include 3,133,640 combinational logic cells, 16,870 latches, and 374,880 FFs in
ISP, 1,276,989 combinational logic cells, 589,890 latches, and 2,504 FFs in OpenRISC,
and 17,948 combinational logic cells and 530 FFs in AES, respectively.
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This work prepared eight supply voltages from 0.90 V to 0.76 V with a 20 mV
interval in ISP and six supply voltages from 1.20 V to 0.95 V with a 50 mV interval in
AES and OpenRISC. The MTTF of 1.00 × 1017 cycles, i.e., 10.5 years in ISP, 1.6 years
in AES, and 13.7 years in OpenRISC, is set as MTTFmin. Note that the above MTTFmin

is just an example, and other constraints of MTTFmin can be given similarly. With this
setup, several TEP-FF or replica circuits were inserted to the voltage-scaled circuits.
The constraints of area overhead by TEP-FF or replica circuits are set to 0.1% for ISP
and OpenRISC and 1.0% for AES, respectively. In other words, the upper bound of the
number of TEP-FF and replica paths, i.e., Nmax

TEP and Nmax
replica are 483 and 69 in ISP, 30 and

9 in AES, 50 and 11 in OpenRISC, respectively. This work inserted the delay buffers
whose delay were comparable to the delay variation caused by 20 mV supply noise in
ISP and 50 mV one in AES and OpenRISC, where these numbers of 20 mV and 50 mV
correspond to one level decrement of the supply voltage. Note that, in our evaluation,
TEP-FF and replica circuits are ideally inserted to voltage-scaled circuits for simplicity.
In other words, this work calculated the MTTF from delay characteristics of laid out
voltage scaled circuits and the nominal delay and variation of logic cells in TEP-FF and
replica. Therefore, the area overhead by replica is denoted as the sum of the cell area
of the target monitoring path and delay buffers. Similarly, the area overhead by TEP-FF
is denoted as the sum of the cell area of duplicated FF, comparator, and delay buffers.
One of the future works includes to take into account the control circuit and its wirings
to TEP-FF and replica.

The MTTF and average supply voltage under PVTA variation were evaluated by a
stochastic MTTF estimation framework proposed in [61]. To estimate the MTTF with
[61], this work evaluated the timing failure probability, which is the joint probability of
the timing violation probability and the activation probability. This work derived the
activation probability of each path by associating logic simulation [81] and static timing
analysis (STA) [82]. As for workload, we selected one for ISP aiming to maximize
power consumption. In OpenRISC, three benchmark programs (crc, sha, and dijkstra)
were chosen from MIBenchmark [83]. For each program, 30 sets of input data were
prepared for MTTF estimation. Totally, this evaluation used 90 (= 3 × 30) workloads.
In AES, 1,000 random test patterns were used.

In addition, the timing violation probability was derived as followings. First, prob-
ability density functions of gate delay variability were generated according to the as-
sumed variations. Then, sensitivity-based SSTA (such as [84] and [85]) were executed
with common path pessimism removal (e.g., [86] and [87]) to obtain the canonical-form
expression of the timing violation probability. Lastly, the timing violation probability
was calculated by integrating the canonical-form expression with MATLAB 2016b [88].
Here, to calculate the meaningful MTTF, practical delay variations should be consid-
ered. This evaluation took into account the following variations.

• Dynamic supply noise, which is assumed to temporally fluctuate between -90 mV
and 70 mV in ISP and between -50 mV and 50 mV in AES and OpenRISC.
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• Manufacturing variability, which is assumed to consist of intra-die random vari-
ation and inter-die variation. In ISP, the inter-die variation is extracted from the
difference of delay characteristics between TT, i.e., typical-typical, library and SS,
i.e., slow-slow, global library and the intra-die variation is calculated with on-chip
variation coefficient defined in the 28 nm standard cell library. In AES and Open-
RISC, both the intra-die random variation and inter-die variation include NMOS
and PMOS threshold voltage variation of σ = 30 mV and gate length variation of
σ = 1 nm, respectively.

• NBTI aging, whose model was obtained by fitting a trapping/de-trapping model
[89] to the measured data in [90]. Note that, in ISP, this NBTI model is not used
since the on-chip variation coefficient in the 28 nm standard cell library already
includes aging-induced delay variation. In AES and OpenRISC, six degradation
states of 0 mV, 0.5 mV, 1 mV, 5 mV, 10 mV and 15 mV are prepared. Note
that [90] measures the NBTI degradation with a stress probability of 100%, and
thus the NBTI model used in the experiment does not consider recovery situation.
Our future work includes to investigate the adequacy of the degradation status as-
signment and consider the relationship between the degradation and the activation
probability.

• Temperature gradation, which is assumed to temporally fluctuate between −10◦C
and 110◦C in ISP. Note that this temperature gradation is not taken into account
in AES and OpenRISC.

In MTTF evaluation, the clock period was swept from 2,500 ps to 3,300 ps in ISP,
450 ps to 550 ps in AES, and from 4,000 ps to 5,500 ps in OpenRISC. For each clock
period, AVS dynamically adjusts the supply voltage. In the experiment, the monitor
period for AVS was varied from 106 cycles to 1015 cycles. Here, the monitor period of
106 cycles means, if no error prediction signals are outputted for 106 cycles, the supply
voltage is decreased. The minimum monitor period, i.e., 106 cycles, is about 3.3 ms
in ISP, 0.5 ms in AES, and 4.3 ms in OpenRISC, respectively, and it is longer than the
response time of the fast transient voltage regulator, e.g., 1.6 µs in [91].

2.4.2 Vdd Reduction by TEP-FF and Replica
Fig. 2.4 shows trade-offs between the minimum average supply voltage and the clock
period under the MTTF constraint of 1017 cycles, where (a) in ISP, (b) in AES, and (c)
in OpenRISC, respectively. The black cross plots represent the conventional WC design
with guard-banding for PVTA variation. The blue circular plots and red square plots
correspond to AVS circuits with replica and with TEP-FF, respectively. This section
examines the evaluation results from the Vdd reduction effect thanks to AVS with TEP-
FF and replica.
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First, the black and blue/red plots are compared to clarify the performance improve-
ment thanks to AVS with replica/TEP-FF. Fig. 2.4 shows that both replica based AVS
and TEP-FF based AVS reduce average supply voltage from the conventional WC de-
sign while keeping the target MTTF. For example, in Fig. 2.4(a), at a clock period of
3,300 ps, AVS with replica achieved the target MTTF at an average supply voltage of
0.82 V, whereas the conventional WC design required 0.90 V operation. In other words,
replica based AVS achieved 8.9% Vdd reduction from 0.90 V to 0.82 V. Similarly, in
Fig. 2.4(b) and Fig. 2.4(c), AVS with replica achieved 8.3% Vdd reduction from 1.20 V
to 1.10 V at clock period of 480 ps and 7.5% Vdd reduction from 1.20 V to 1.11 V at
clock period of 4,300 ps, respectively. As for AVS with TEP-FF, it achieved 13.3% Vdd

reduction from 0.90 V to 0.78 V in ISP (Fig. 2.4(a)), 10.0% Vdd reduction from 1.20
V to 1.08 V in AES (Fig. 2.4(b)), and 12.5% Vdd reduction from 1.20 V to 1.05 V in
OpenRISC (Fig. 2.4(c)), respectively. This work experimentally confirmed that AVS
with replica and TEP-FF made the significant voltage margin reduction both in ISP,
AES, and OpenRISC at the cost of 0.1% area increase in ISP and OpenRISC and 1.0%
in AES.

Next, AVS with replica and AVS with TEP-FF are compared. Fig. 2.4 shows that
AVS with TEP-FF further reduces the average supply voltage from AVS with replica.
For example, AVS with TEP-FF achieved 4.8% Vdd reduction from 0.82 V to 0.78 V at
the clock period of 3,300 ps in ISP, 2.0% Vdd reduction from 1.10 V to 1.08 V at 480
ps in AES, and 5.4% Vdd reduction from 1.11 V to 1.05 V at 4,300 ps in OpenRISC.
This voltage reduction reveals that TEP-FF helps to exploit more timing margin than
replica. TEP-FF converts the timing margin of intra-die random variation to Vdd reduc-
tion whereas replica needs to keep this margin, which will be discussed in Section 2.4.3.
From the above, this section experimentally confirmed that TEP-FF achieved the larger
supply voltage reductions in field operation and satisfied the MTTF constraint.

2.4.3 Discussion

This section discusses the difference between AVS with replica and AVS with TEP-
FF investigating the impact of intra-die random variation on the MTTF. This section
evaluates the MTTF in a case that an identical set of paths are monitored by TEP-FF
and replica. The difference of the MTTF in this experiment is supposed to originate
from how much the intra-die random variation can be considered by each sensor. As
mentioned earlier, TEP-FF shares the intra-die variation with the main logic and hence
it exploits the timing margin for the intra-die variation.

Fig. 2.5 shows the MTTF comparison between TEP-FF based AVS and replica based
AVS in ISP. Note that in the MTTF calculation, there were cases where no timing errors
occurred, i.e., the MTTF is∞. In the figure, the infinity MTTF is plotted as 1020 cycles
to include it in the figure. The number of inserted TEP-FFs is set to 483, and the inserted
TEP-FFs sense 15,285 activated paths. Hence, the number of replicated paths is set to
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Figure 2.5: MTTF comparison between TEP-FF and replica (ISP).

15,285. Fig. 2.5 shows that the MTTF of TEP-FF based AVS is longer than that of
replica based AVS even though the identical set of paths are monitored. Thus, this
section experimentally confirmed that TEP-FF more exploited the timing margin for
the intra-die random variation to MTTF extension resulting in larger voltage reduction
observed in the previous section.

2.5 Conclusion
This chapter focused on timing sensors necessary for AVS implementation and com-
pared in-situ TEP-FF and critical path replica in terms of the supply voltage reduction.
This work gave the MTTF as a design constraint and compared the trade-offs of AVS
circuits with these two sensors. Experimental results showed that TEP-FF based AVS
and replica based AVS achieved up to 13.3% and 8.9% supply voltage reduction, re-
spectively, while satisfying the target MTTF.



Chapter 3

Main Logic Optimization for
Time-to-Failure Extension and Power
Saving

This chapter proposes the MTTF-aware ASA for minimizing power dissipation of main
logic under AVS [92]. ASA gives timing slacks to critical paths and reduces the number
of active critical paths, which reduces the supply voltage and thus power dissipation.
The proposed optimization includes both a pre-ASA circuit design and ASA implemen-
tation. The former pre-ASA design prepares several design candidates laid out with
different timing constraints and selects the most promising candidate regarding power.
For this selection, every candidate is analyzed to estimate the minimum supply voltage
after ASA that can achieve the target MTTF. Then, the proposed methodology selects
a set of FFs for ASA using integer linear programming such that it reduces the sum of
gate-wise failure probabilities maximumly, and performs P&R ECO.

3.1 Introduction
In the conventional VLSI design flow, the circuit delay is adjusted to given target speed,
e.g., clock period, with saving the power and area. For example, if there are several
non-critical paths whose delay is much smaller than those of critical paths, these paths
will be downscaled or replaced with high-threshold-voltage (high-Vth gates and thus
critical paths, which are called non-intrinsic critical paths hereafter. Consequently, the
conventional design optimization dramatically increases the number of non-intrinsic
critical paths and therefore it becomes difficult to monitor such a large number of critical
paths by sensors of AVS.

This chapter proposes a design methodology for MTTF-aware ASA design. The
proposed methodology explicitly introduces the MTTF as a design constraint and op-
timizes the design with ASA. ASA gives timing slacks to non-intrinsic active critical
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paths by ECO. Thus, ASA reduces the number of active critical paths whose delays
are very close to those of the intrinsic critical paths. Therefore, it can be expected that
circuits with ASA have fewer paths where timing errors are likely to occur, which can
reduce the number of monitoring paths with AVS and thus can contribute to facilitat-
ing the following sensor insertion. Also, the reduction of active critical paths helps to
extend the TTF and thus reduce the supply voltage since timing failure probabilities of
such paths can be dramatically decreased. This chapter assumes that the supply voltage
can be set for each chip individually for power minimization. This situation is called
chip-wise voltage assignment hereafter.

Here, the design methodology needs to prepare a pre-ASA circuit, choose paths
to which ASA is applied, and determine timing slacks for each path. To save power
maximumly by ASA, this chapter firstly proposes a selection method of the pre-ASA
circuit from several design candidates. Note that, with chip-wise voltage assignment,
the optimal design is not obvious since voltage scaling varies power and speed and
the impact of ASA depends on the pre-ASA circuit. For each candidate, the proposed
method estimates minimum supply voltage after ASA (Vmin) at which the circuit can
achieve the target MTTF, and evaluates the power dissipation of circuit at Vmin. Thus,
the circuit whose estimated power is minimum can be chosen. Secondly, this chapter
proposes FF based ASA that assigns timing slack to each FF. We develop a FF selection
method using integer linear programming (ILP) that maximizes the sum of gate-wise
failure probabilities aiming to improve the MTTF maximumly. Thirdly, for each target
FF, this chapter extracts necessary timing slacks to sustain the target MTTF at Vmin and
give these timing slacks as constraints to P&R ECO.

Fig. 3.1 illustrates the expected power savings. The top black curve represents the
conventional WC design that adds timing margins assuming the worst PVTA condition.
The middle yellow curve is also WC design, but it optimizes operating conditions such
as supply voltage and clock period so that the design satisfies the target MTTF. The
bottom blue curve corresponds to the proposed ASA with MTTF-aware operation. The
proposed ASA is expected to attain a better trade-off between power dissipation and
clock period. This chapter will experimentally demonstrate these power saving effects
in an embedded processor and a cipher circuit.

The rest of this chapter is organized as follows. Section 3.2 introduces the concept of
ASA and formulates the problem of ASA circuit design including the pre-ASA circuit
design. Section 3.3 describes the overview of the proposed design methodology which is
composed of pre-ASA circuit design and ASA implementation. Section 3.4 introduces
the selection method of pre-ASA candidates and identifies the most promising one in
terms of power after ASA. Section 3.5 applies ASA to the selected pre-ASA circuit.
Section 3.6 experimentally evaluates the performance improvement thanks to MTTF-
aware design regarding power. Lastly, concluding remarks are given in Section 3.7.
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Conventional WC : 

w/o ASA & MTTF ≅ ∞

Proposed : 

w/ ASA & MTTF = MTTF
���

MTTF-aware 

w/o ASA & MTTF = MTTF
���

operation

ASA

Figure 3.1: The proposed MTTF-aware design reduces power dissipation thanks to
MTTF-aware operation and design optimization with ASA.

3.2 Activation-aware Slack Assignment and Problem For-
mulation

This section, first, explains the concept of ASA. Next, this section formulates the ASA
that aims to save power while keeping the MTTF as an optimization problem.

3.2.1 ASA
Before introducing ASA, let us first explain the conventional design. The left side of
Fig. 3.2(a) illustrates the path delay distribution of a conventionally designed circuit,
and the right side shows the pair of the activation probability and the timing violation
probability of non-intrinsic critical paths. In the conventional circuit design flow, cell
instances included in non-critical paths are replaced with smaller cells and high-Vth cells
to reduce power dissipation and area. Therefore, the number of paths whose delays are
close to the critical path delay increases. This replacement decreases timing margin
of the paths that go through the replaced instances and may increase the timing error
occurrence probability under variations. In other words, more instances are prone to
cause path delay variations.

ASA increases timing slacks of highly-activated non-intrinsic critical paths. The
left side of Fig. 3.2(b) exemplifies the path delay distribution of the ASA circuit. As
ASA enforces larger slacks on highly activated paths, highly-activated paths sustain
timing margin even when gate delay varies. Accordingly, as shown in the right side
of Fig. 3.2(b), timing violation probabilities in these paths are dramatically reduced
compared to the conventional circuit, which is the main advantage of the ASA. These
reductions extend the MTTF and consequently save power as mentioned in Section 3.1.
Here, it should be noted that ASA partially loses the power and area reduction acquired
by the conventional design optimization. From this sense, we need to find a better trade-
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Non-intrinsic
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(a) Conventional design

Figure 3.2: Path delay distributions (left side), and the activation probability and the
timing violation probability of non-intrinsic critical paths (right side) of circuits. (a) the
conventional design without ASA, (b) proposed ASA.

off relation between the timing error occurrence probability and power. To pursuit the
better trade-off, the proposed ASA adjusts the failure probability of the path to the target
failure probability as shown in the right side of Fig. 3.2(b). In other words, the amount
of slack increase is assigned to reduce power and area overheads while satisfying the
target MTTF. Thanks to this assignment, the proposed ASA can save the overhead while
extending the MTTF and saving power. Remind that the failure probability is defined
as the product of the activation probability and the timing violation probability of a
path, and the target failure probability can be calculated from the target MTTF, where
the detail is given in Section 3.4.2. The proposed design methodology of ASA will be
explained in Section 3.5.

3.2.2 Problem Formulation

The concept of ASA was explained above using the path delay distribution depicted in
Fig. 3.2. However, the path-based design optimization for ASA circuits is not efficient
since the number of paths in a circuit is huge. Instead, this chapter chooses FF-based
design optimization for ASA circuits. Fig. 3.3 exemplifies two-step FF-based ASA: (1)
increase setup time of the target i-th FF by ∆setupi artificially and re-layout the design
as an ECO process, and (2) restore the original setup time for the successive analysis
process. It should be noted that modifying the setup time is just one implementation
and there are other ways to perform FF-based ASA. For example, timing derate factors
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Slack : 0 ps Slack : 

1. Increase FF setup time by (e.g. 50 ps)

+ re-layout 

2. Restore setup time

Figure 3.3: An example of FF-based ASA.
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Figure 3.4: Failure probabilities of FFs are largely different.

for each FF may be manipulated expecting the same result of the FF-based slack assign-
ment. With this FF-based ASA, the paths ending at the target FF are enforced to have
the slack that is larger than ∆setupi.

Note that if there are intrinsic critical paths whose path delays cannot be shortened,
such paths cannot have the slack of ∆setupi. After the ASA, the circuit area increases
since conventional designs exploit such slacks for area reduction. ASA circuits have
more timing margin but involve the larger area.

An important observation in this work is that all the FFs do not have the same con-
tribution to the MTTF. Fig. 3.4 shows timing failure probabilities of FFs in an OR1200
OpenRISC processor. Fig. 3.4 shows that several FFs have high failure probabilities,
which dominantly determine the MTTF. This result motivates us to smartly select a
small number of target FFs that impact the MTTF. In this case, the area overhead of
ASA can be mitigated.

Based on the discussion above, the problem of ASA circuit design is formulated as
follows.

• Input

– NCKT pre-ASA candidates
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• Output

– one ASA circuit

• Objective

– Minimize : Power = min(Power1, · · · ,PowerNCKT)

• Constraints

– MTTF j ≥MTTFmin(1 ≤ j ≤ NCKT)

– Area j ≤ Areamax(1 ≤ j ≤ NCKT)

– NLVth j ≤ Nmax
LVth(1 ≤ j ≤ NCKT)

• Variables

– ∆setupi, j (1 ≤ i ≤ NFF, 1 ≤ j ≤ NCKT)

The inputs of this problem are NCKT pre-ASA candidates, and the output is one ASA
circuit. The objective of this problem is to minimize the power of the ASA circuit. The
ASA circuit is constrained by the MTTF (MTTFmin), circuit area (Areamax), and the
number of low-Vth cells (Nmax

Lvth). Chip-wise voltage assignment adjusts the supply volt-
age to minimize power dissipation while satisfying the target MTTFmin. The variables
∆setupi, j are the slacks given to FFs in j-th pre-ASA circuit, where ∆setupi, j is given
to the layout ECO as an intentional increase in setup time of i-th FFi in j-th pre-ASA
circuit. NFF is the number of FFs in the circuit, and it is identical in all the pre-ASA
circuits. When ∆setupi, j = 0, i-th FFi is not included in the set of target FFs of j-th
pre-ASA circuit. Thus, the number of target FFs, i.e., NASA, is expressed as the num-
ber of FFs whose ∆setupi, j is larger than 0. Here, MTTF j depends on ∆setupi, j and
supply voltage, and these relations are evaluated by the stochastic error rate estimation
method [61]. Area j and NLVth j depend on ∆setupi, j, and it is given by the layout tool
after P&R ECO.

3.3 Overview of Proposed ASA
A difficulty to solve the formulated problem is the non-linear relations among MTTF j,
Area j, NLVth j , and ∆setupi, j. Also, the evaluations of MTTF j, Area j, and NLVth j need
relatively long CPU time, and hence an explicit optimization is not efficient concerning
CPU time. Thus, to determine the set of ∆setupi, j efficiently, this work proposes a two-
step procedure shown in Fig. 3.5.
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Input : Pre-ASA candidates

Output : Post-layout ASA circuit

Step1 : Select pre-ASA circuit.

(Section 3.4)

Step2 :� determination.

Select target FFs and

determine timing slack. (Section 3.5)

Most promising pre-ASA circuit

Figure 3.5: The proposed design methodology with two-step procedure: (1) select most
promising pre-ASA circuit in terms of power, (2) perform ASA to selected one.

Fig. 3.5 shows the overview of the proposed design methodology which includes
both pre-ASA circuit design and ASA implementation. The first procedure screens
the pre-ASA candidates using the trade-off analysis between the MTTF and power and
identifies the most promising candidate that is expected to achieve the lowest power
operation after ASA, and this candidate is given to the second step. After this candidate
selection, the circuit parameter of j is fixed, and the following second step of ASA
implementation will determine ∆setupi, j. With this screening process, the determination
of the j-th circuit and i-th FF can be decoupled. The detail of the screening procedure
will be explained in Section 3.4.

After pre-ASA circuit selection, the proposed methodology implements ASA to the
selected circuit and determines ∆setupi, j. For various NASA, i.e., the number of FFs
that ASA is applied to, the proposed methodology decides the set of target FFs and
their ∆setupi, j aiming at MTTF maximization. Here, we are expecting that a circuit
with the longer MTTF has a larger room for power saving and NASA is related to the
increase in area and the number of low-Vth cells. Then, for each set of ∆setupi, j, P&R
ECO is performed to obtain Area j and NLVth j and evaluate the trade-off relation between
the supply voltage and MTTF j using the stochastic error rate estimation method. The
evaluation results identify the set of ∆setupi, j that minimizes power while satisfying the
constraints of MTTF j, Area j, and NLVth j .

Taking this approach, for each NASA, we need to select NASA FFs and determine
∆setupi, j of the selected FFs. Section 3.5.2 explains how to select NASA target FFs, and
Section 3.5.3 presents how to determine ∆setupi, j.

3.4 Design of Pre-ASA Circuit

The important consideration in this work is how to design the pre-ASA circuit to obtain
the better ASA circuit. One possible approach is to prepare a pre-ASA circuit that
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is designed at the maximum operating frequency (FMAX) and performs ASA. This
pre-ASA circuit tends to include low-Vth cells and large-area cells and consequently
increases dynamic and static power. Here, the circuit designed at looser frequency may
be flexible for an additional design change in ECO compared to the FMAX design,
and hence ASA may provide better optimization results. Please remind that chip-wise
voltage assignment compensates the frequency difference in design time with voltage
scaling after fabrication. Therefore, it is not apparent which pre-ASA circuits achieve
the minimum power operation after ASA and post-fabrication voltage assignment while
satisfying the target MTTF at a given clock period.

This section proposes a method to select the pre-ASA circuit that is expected to
be the most power-efficient from candidates. This supposes that pre-ASA candidates
are synthesized and laid out with various clock periods since the clock period has the
largest impact on the trade-off between speed and area/power. The other constraints,
such as maximum transition time, area, and power are kept unchanged for simplicity.
The proposed selection method firstly estimates the minimum supply voltage after ASA
(Vmin) at which the circuit can achieve the given target MTTF for each candidate. Then,
the proposed method evaluates the circuit power with each Vmin and selects the circuit
whose power is minimum among the candidates. The power evaluation and comparison
can be performed using EDA tools with relatively short CPU times. The explicit com-
putation to find Vmin cannot be conducted regarding CPU time since the solution space
of ASA is huge. When the pre-ASA circuit has NFF FFs, the total combinational number
of FF selection for ASA, Ncomb, is

∑NFF
NASA=1 C(NFF,NASA). In case of NFF = 1, 000 and

NASA = 100, for example, Ncomb reaches 7.18×10139.
To tackle this issue, this work focuses on the MTTF-dominant FF, which is expected

to cause the timing error at the highest supply voltage in the circuit. If the MTTF-
dominant FF can be found efficiently, the CPU time of Vmin estimation can be dramati-
cally reduced. In this case, the iteration times of ECO for finding the MTTF-dominant
FF is limited to the number of FFs (NFF), and this is much smaller than Ncomb. From the
above, to estimate Vmin of each candidate circuit efficiently, the proposed method exe-
cutes the following two steps for each candidate: (1) finding the most MTTF-dominant
FF after ASA, and (2) calculating Vmin.

3.4.1 Finding the MTTF-Dominant FF

To find the most MTTF-dominant FF after ASA, the proposed method increases the
timing slack for each FF as much as possible and calculates the failure probability of
the FF of interest, where the failure probability is the joint probability of the timing
violation probability and the activation probability. This work calculates the timing
violation probability by performing SSTA and derives the activation probability of each
path by associating the signal transition time in logic simulation and the path delay in
STA as shown in Fig. 3.6.
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Figure 3.6: Failure probability calculation.

This work regards the FF with the highest failure probability as the MTTF-dominant
FF. Here, the most MTTF-dominant FF varies depending on the supply voltage. There-
fore, failure probabilities at various supply voltages are evaluated and utilized for Vmin

estimation in the next subsection.

3.4.2 Calculating Vmin

Next, the proposed method estimates Vmin by comparing the failure probability with the
target one at each supply voltage. This work calculates the target failure probability from
the target MTTF with the worst-case assumption in which all the FF have the identical
highest failure probability, and timing error occurrences at all FFs are uncorrelated.

Pmax
fail_FF =

1
NFF ×MTTFmin

. (3.1)

In Eq. (3.1), Pmax
fail_FF is the upper bound of the failure probability of FFs, which is the

target failure probability. NFF is the number of FFs, and MTTFmin is the lower bound of
the MTTF, i.e., the target MTTF. In other words, Eq. (3.1) calculates the target failure
probability to meet MTTFmin even when all the NFF FFs have the target failure proba-
bility.

Eq. (3.1) is derived from the equation below with Maclaurin expansion.

MTTFmin =
1

1 − (1 − Pmax
fail_FF)NFF

. (3.2)

Here, 1 − Pmax
fail_FF represents the lower bound of the probability that no errors occur at a

FF during a unit time, where the unit time is defined as a clock cycle in this work. Thus,
(1 − Pmax

fail_FF)NFF is the lower bound of the probability that no errors occur in all the FFs
during a clock cycle. Therefore, 1− (1−Pmax

fail_FF)NFF is the upper bound of the probability
that timing error occurs during a clock cycle. Note that Eq. (3.2) simply multiplies
failure probabilities of FFs, which means that timing error occurrences at different FFs
are treated as uncorrelated events.
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Next, Eq. (3.2) is derived. Here, the MTTF-dominant FF has the highest failure
probability among NFF FFs. Then, if the failure probability of the MTTF-dominant FF
is smaller than Pmax

fail_FF, the probability that no timing error occurs in the circuit during
a clock cycle, i.e.

∏NFF
i=1 (1 − Pfail_FFi) is larger than (1 − Pmax

fail_FF)NFF since Pmax
fail_FF is larger

than Pfail_FFi for each i (1 ≤ i ≤ NFF). Note that Pfail_FFi denotes the failure probability of
the i-th FF. In this case,

MTTFmin =
1

1 −
∏NFF

i=1 (1 − Pfail_FFi)
>

1
1 − (1 − Pmax

fail_FF)NFF
. (3.3)

From the above, when the failure probability of the MTTF-dominant FF is smaller
than Pmax

fail_FF, the circuit satisfies the target MTTF of MTTFmin. Therefore, the proposed
method finds Vmin where the failure probability of the MTTF-dominant FF is smaller
than Pmax

fail_FF obtained from Eq. (3.1).

3.5 ASA Implementation
This section proposes a design method that applies ASA to the pre-ASA circuit designed
in Section 3.4.

3.5.1 Design Flow
Fig. 3.7 shows the proposed design flow of the ASA circuit. First, the proposed design
method selects target FFs for ASA and determines ∆setupi, j for these FFs. Section 3.5.2
explains how to select NASA target FFs, and Section 3.5.3 presents how to determine
∆setupi, j. Then, the proposed method modifies the circuit to actualize ∆setupi, j through
ECO processes.

Firstly, let us explain why this work focuses on the layout ECO-based ASA, not
logic synthesis-based ASA. The synthesis-based ASA has more flexibility in changing
the circuit structure compared with ECO-based ASA. However, there are substantial
differences in path delays before and after layout designs since the interconnects have a
large impact on timing. When ASA is applied in logic synthesis, the intention of ASA
may disappear in P&R process. Consequently, this work manipulates timing slacks in
ECO phase to make sure that the intention of ASA is reflected in the final layout.

Then, let us explain why the proposed ASA gives ∆setupi, j to three ECO processes
from the placement stage to the routing stage. When the ASA enforces the target FFs
to increase timing slack, some other FFs and combinational cells need re-placement
and re-routing. Also, clock tree re-synthesis might be necessary. Fig. 3.8 shows such
a tendency. For each FF, the largest data arrival time at path endpoints are extracted
and compared between the following two ASA conditions: (1) perform ASA only with
routing ECO and its optimization, and (2) perform ASA with placement, clock tree
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Figure 3.7: The proposed ASA design flow. The proposed ASA first selects target FFs
(Section 3.5.2) and determines ∆setupi, j for target FFs (Section 3.5.3). Then, proposed
ASA performs placement, CTS and routing ECO.
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Figure 3.8: Largest data arrival time of each FF after ASA at typical PVTA condition in
AES circuit.

synthesis (CTS) and routing ECO and their optimizations. Here, the AES circuit is
used, where the detail will be explained in Section 3.6. The worst data arrival time of
each FF are obtained by STA at the typical PVTA condition. Fig. 3.8 indicates that three
ECO processes at the placement, CTS and, routing achieve the smaller path delay than
a single ECO process at routing. Therefore, the proposed ASA performs three ECO
processes to more precisely achieve ∆setupi, j in the layout modification.
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3.5.2 Target FF Selection
This section presents a selection method of target FFs aiming at MTTF maximization
since MTTF extension can be converted to power saving. An approach of FF selection is
to choose target FFs with the descending order of the failure probability. This approach
is based on the idea that the FFs with high failure probabilities are more likely to cause
timing error. Thus, increasing slack of such FFs improves the MTTF efficiently. How-
ever, this selection strategy does not take into account the common paths between FFs,
e.g., how many instances are shared between paths and how much paths are shared be-
tween FFs. If a set of FFs shares the most of paths, increasing timing slacks of the small
number of FFs may be enough for the set, which contributes to reducing the number of
target FF selection. In the VLSI circuit, there are many sets of FFs that share the clock
path and data path. If we ignore the common path and choose FFs according to their
failure probabilities only, the selected FFs may share the large part of the clock and data
paths. In this case, the most of the selected FFs could be redundant and thus wasteful
in terms of the circuit area and power. To overcome this issue, the proposed method in-
troduces gate-wise failure probabilities. The gate-wise failure probability denotes how
much the instance contributes to the timing error. The proposed method first distributes
failure probabilities from endpoint FF to instances at the upper stream of the FF as the
gate-wise failure probability. Then, the proposed method selects target FFs by solving
the covering problem of instances weighted with the gate-wise failure probability to
maximize the sum of gate-wise failure probabilities aiming at MTTF maximization.

Fig. 3.9 shows a simple example, where the circuit is composed of ten combina-
tional logic cells and four FFs. Fig. 3.9(a) exemplifies the proposed FF selection, and
Fig. 3.9(b) chooses FFs with descending order of the failure probability. The numbers
attached to each gate are the gate-wise failure probabilities, where their computation is
explained later. Let us suppose NASA = 2 in the following.

When the slack times of FF2 and FF4 are increased, the slack times of L1, L3, L4,
L5, L6, L7, L9, and L10 are also increased. In this case, even if a delay variation occurs
at one of L1, L3, L4, L5, L6, L7, L9 and L10, the variation might be concealed by the
increased slack. The expected probability of error reduction corresponds to the sum of
gate-wise failure probabilities and it is 0.21 ( = 0.02 + 0.02 + 0.02 + 0.03 + 0.03 + 0.03
+ 0.03 + 0.03 ). If FF3 and FF4 are chosen like Fig. 3.9(b), the slack times of L5, L6,
L7, L8, L9 and L10 are increased. In this case, the reduced failure probability is 0.18
(= 0.03 × 6) and this amount of reduction is smaller than the previous one. In this case,
TTF tends to be shorter.

This work proposes an ILP based FF selection method. FF selection problem (or
instance covering problem) is formulated as follows.

• Objective

– Maximize :
∑Ninst

k=1 (Pfail_instk × Binstk)
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Figure 3.9: Example to select target FFs. (a) The proposed ILP selects FF2 and FF4,
and the expected probability of error reduction is 0.21. (b) If FF1 and FF2 are selected,
the expected probability of error reduction is 0.08.

• Constraints

– 0 ≤ Binstk ≤ 1 (1 ≤ k ≤ Ninst)

– 0 ≤ BFFi ≤ 1 (1 ≤ i ≤ NFF)

–
∑NFF

i=1 BFFi ≤ NASA

– Binstk ≤
∑NFF

i=1 (BFFi × BFFi_instk)

• Variables

– BFFi (1 ≤ i ≤ NFF)

The number of instances in the circuit is Ninst. The objective of this ILP problem is to
maximize the sum of (Pfail_instk × Binstk). Pfail_instk is the gate-wise failure probability of
k-th instance, representing how much k-th instance contributes to timing error. Binstk is
a binary variable and it becomes 1 when k-th instance is located in the upper stream
of any target FF. Therefore, the sum of Pfail_instk × Binstk represents the gate-wise failure
probability reduction. In this problem, binary variables BFFi are assigned, where BFFi

becomes 1 when i-th FF is selected as target FFs.
The first and second constraints are given to restrict Binstk and BFFi to binary numbers.

The third constraint means that the number of target FFs for ASA should be equal to
or less than NASA. The fourth constraint is a key constraint that defines the relation
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between Binstk and BFFi . BFFi_instk is a binary constant which is determined by the circuit
topology, and it becomes 1 when k-th instance is included in the paths ending at i-th
FF. The product term of BFFi × BFFi_instk becomes 1 when both BFFi and BFFi_instk are 1.
Binstk becomes 0 only when the product of BFFi and BFFi_instk is 0 for all the FFs. If k-th
instance is included in the paths ending at target FFs, at least one of the products of BFFi

and BFFi_instk become 1. In this case, Binstk can be 1. In this ILP formulation, the sum of
(Pfail_instk × Binstk) is maximized, and hence Binstk is necessarily assigned to be 1.

The remaining issue is Pfail_instk calculation. The failure probabilities at individual
FFs, Pfail_FFi , can be computed referring to Fig. 3.6. Now, Pfail_instk can be calculated
using Pfail_FFi as follows.

Pfail_instk = max
1≤i≤NFF

 Pfail_FFi∑kmax
k=1 (BFFi_instk)

 . (3.4)

The above equation assumes that each instance included in the fan-in cone of FFi has the
same contribution to a timing error for simplicity, and hence the Pfail_FFi is divided by the
number of instances in the fan-in cone of FFi. When we need to consider the different
contributions of each instance due to, for example, different intrinsic variation sensi-
tivities of the instances themselves, we may distribute Pfail_FFi to each gate wise failure
probability taking into account the different sensitivities. Note that an instance can be
included in the fan-in cones of multiple FFs and hence, a max operation is performed in
Eq. (3.4).

This work uses ILP to derive an exact solution. For this meaning, other techniques,
such as SAT, could be used for the FF selection. Besides, ILP has proven to be NP-
hard [93] in general and thus the ILP may not be suitable for large-scale optimization
problems due to computational cost. To mitigate the computational cost, this work
only considers timing-critical and activating paths in ASA, which will be explained in
Section 3.6.1, and reduces the size of the design problem. Although the weakness of the
ILP is not completely solved, the FF selection problem of the two benchmark circuits,
which will be explained in Section 3.6.1, can be solved in a few seconds thanks to
the problem size reduction. When the circuit size becomes larger and the CPU time
is unacceptable, we need to, for example, find an approximate solution or partition the
circuit into sub-circuits for problem size reduction.

3.5.3 ∆setupi, j Determination
Next, this section determines ∆setupi, j for the set of target FFs selected in the previous
section. Fig. 3.10 shows our ASA strategy. The proposed method gives timing slacks
for each target FF so that the failure probability of each FF is equal to or smaller than
the target failure probability, i.e., Pmax

fail_FF. Note that ASA cannot change the activation
probability but can adjust the timing violation probability. Therefore, this work adjusts
the timing violation probability of each FF and thus sets the failure probability to the
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Pmax
fail_FF. In this work, the relation of the timing violation probability and the timing slack

is obtained from SSTA.
In summary, the proposed design needs tasks of logic simulation and STA for de-

riving activation probabilities of paths/FF, SSTA for deriving timing violation probabil-
ities, pre-ASA circuit selection, ILP for selecting target FFs for ASA, ASA with layout
ECO, and MTTF calculation, whereas the conventional WC design requires only STA
or SSTA. In case of the MTTF-aware design w/o ASA, logic simulation, STA, SSTA,
and MTTF calculation are necessary.

3.6 Experimental Evaluation
This section experimentally evaluates the performance improvement thanks to the pro-
posed MTTF-aware design in comparison to the conventional WC design. Section 3.6.1
explains the evaluation setup and Section 3.6.2 demonstrates the power saving effects
by MTTF-aware operation and ASA individually. Lastly, Section 3.6.3 examines the
power saving effects thanks to the proposed MTTF-aware design and discusses the ef-
fectiveness of the proposed ASA.

3.6.1 Evaluation Setup

This work used the AES circuit and OR1200 OpenRISC processor as target circuits.
These two circuits were laid out by a commercial P&R tool with a 45 nm Nangate
standard cell library [77]. The minimum clock period of post-layout circuits at 1.20
V in the typical PVTA conditions and the worst-case were 3,150 ps and 3,800 ps in
OpenRISC and 370 ps and 480 ps in AES, respectively. Hereafter, the target clock
period was set to 3,800 ps in OpenRISC and 480 ps in AES, and then ASA optimized
the timing slack of the FF/path for these target clock periods.

The post-layout circuits included 23,247 combinational logic cells, 2,504 FFs, 2
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macro cells of standard cell memory in OpenRISC, and 17,948 combinational logic cells
and 530 FFs in AES, respectively. Thus, sets of Ninst and NFF were 23,249 and 2,504
in OpenRISC, 17,948 and 530 in AES, respectively. This work used Gurobi Optimizer
7.0 [94] to solve the ILP problem defined in Sections 3.5.2. The solver was executed on
a 2.4 GHz Xeon CPU machine under the Red Hat Enterprise Linux 6 operating system
with 1 TB memory. The required CPU times for solving the proposed ILP problem with
Gurobi optimizer were at most 2.56 seconds in AES and 0.53 seconds in OpenRISC. The
evaluation took into account the following variations, which are similar to Section 2.4.1.

• Manufacturing variability, which is assumed to consist of intra-die random varia-
tion and inter-die variation. Both intra-die and inter-die variation includes NMOS
and PMOS threshold voltage variation of σ = 10 mV.

• Dynamic supply noise, which is assumed to fluctuate between -50 mV and 50 mV
by 10 mV with eleven steps.

• NBTI aging model with six degradation states of 0 mV, 0.5 mV, 1 mV, 5 mV, 10
mV, and 15 mV are prepared. The necessary information is obtained similarly
with Section 2.4.1.

As for workload, this work selected three benchmark programs (crc, sha, and dijk-
stra) from MIBenchmark [83] for OpenRISC and 1,000 random test patterns for AES,
which are similar to Section 2.4.1. The number of activated paths, i.e., Nact_path, was
167,626 in OpenRISC and 81,829 in AES, respectively. Fig. 3.11 shows the distri-
butions of FF activation probabilities in AES and OpenRISC. We can see that FFs in
OpenRISC are less activated and their activation probabilities are widely spread, which
suggests the ASA is more effective to OpenRISC.

In the evaluation, the MTTF of 10 years in OpenRISC and 1.6 years in AES were
set as MTTFmin. From Eq. (3.1), the upper bound of the failure probability of a FF, i.e.,
Pmax

fail_FF, is set to 3.99 × 10−21 [1/cycle] in OpenRISC and 1.88 × 10−20 [1/cycle] in AES.
These Pmax

fail_FF were used in ∆setupi, j determination as explained in Section 3.5.3.
In MTTF evaluation, this work placed emphasis on not to miss paths which affect

the MTTF, i.e., a conservative approach should be taken. Here, considering all the
activated paths may lead to prohibitively long CPU time. Also, as previously shown
in Fig. 3.4, several FFs may have high failure probabilities and dominantly determine
the MTTF, i.e., taking into account these paths or FFs may be enough to evaluate the
MTTF. Motivated by these considerations, this work selected the paths for MTTF eval-
uation with the following two steps. Firstly, this work calculated the maximum standard
deviation of path delay variation for all the activate paths and extracted the largest stan-
dard deviation of the path delay variation. Secondly, this work calculated the timing
violation probability assuming that all the paths had the above largest standard devia-
tion and selected the paths whose failure probabilities were higher than the target failure
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probability. Note that the target failure probability of paths Pmax
fail_path is calculated with

the following equation, which is similar to Eq. (3.1).

Pmax
fail_path =

1
Nact_path ×MTTFmin

. (3.5)

The paths whose failure probability is lower than Pmax
fail_path do not contribute to the vi-

olation of the target MTTF even with the worst delay variation, and hence these paths
were excluded from Nact_path paths in MTTF evaluation. Thus, this work selected 1,227
paths from 167,626 paths in OpenRISC and 21,067 paths from 81,829 paths in AES,
and evaluated the MTTF.

Areamax and Nmax
LVth were set to 2.02 mm2 and 4,494 in OpenRISC, and 0.05 mm2

and 17,231 in AES, respectively. These values come from the area and the number of
low-Vth cells of the pre-ASA circuits designed at 3,150 ps in OpenRISC and 370 ps in
AES, respectively.

With this setup, ASA was performed to both AES and OpenRISC. The number of
pre-ASA candidate circuits was seven in AES, where P&R clock periods of these pre-
ASA circuits were 370, 380, 400, 420, 440, 460 and 480 ps. As for OpenRISC, two can-
didates with 3,150 ps and 3,800 ps were given. Then, this work evaluated the MTTF, av-
erage supply voltage, and average power under PVTA variation by the stochastic MTTF
estimation framework [61]. This work prepared seven supply voltages from 1.20 to 0.90
V with 50 mV interval and swept clock period with 10 ps interval from 300 to 1,000
ps in AES and from 3,000 to 8,000 ps in OpenRISC. Power dissipation was calculated
for each pair of supply voltage and clock period with a commercial power estimation
tool [82], which reports dynamic and leakage power separately. Note that dynamic
power is much higher than leakage in both OpenRISC and AES with our evaluation
setup.
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3.6.2 Evaluation Results

Selection of Pre-ASA Circuit and ASA Implementation

Fig. 3.12 shows the estimation results of the expected minimum power after ASA for
each pre-ASA candidate in AES. Fig. 3.12 shows that the pre-ASA candidate designed
at 480 ps is the most promising one regarding power. Then the pre-ASA circuit that
is laid out at 480 ps were selected. Note that the expected minimum supply voltage
that satisfies the target MTTF after ASA, Vmin, is 0.90 V in all the pre-ASA candidates.
Similar to AES, we evaluate the expected minimum power of OpenRISC and select the
circuit that is laid out at 3,800 ps.

Next, ASA is performed to the chosen candidate. Figs. 3.13 and 3.14 show the area
and the number of low-Vth cells in the ASA circuits. In both the figures, the area and the
number of low-Vth cells are normalized by Areamax and Nmax

LVth, respectively. Taking into
account the constraints of Areamax and Nmax

LVth, we set NASA, which is the number of FFs to
which ASA is applied, to 300 in both AES and OpenRISC. An interesting observation
is that the proposed ASA circuits of AES and OpenRISC have a smaller area and a
smaller number of low-Vth cells compared to the pre-ASA circuit. For example, when
NASA equals 300, circuit area is reduced from Areamax to 0.986 × Areamax by 1.4% in
OpenRISC and by 6.4% in AES. This observation will be discussed in Section 3.6.3.

Power Saving Effects

Fig. 3.15 shows trade-offs between the power dissipation and the clock period under the
MTTF constraint of 10 years in OpenRISC and 1.6 years in AES. The black quadrilat-
eral plots represent the conventional WC design with guard-banding for PVTA variation.
The yellow circular plots are also the WC design, but the MTTF-aware chip-wise volt-
age assignment is performed. The blue triangular plots correspond to the proposed ASA
with MTTF-aware operation. Note that one trade-off corresponds to one circuit, e.g., the
blue trade-off shows the pair of the power dissipation and clock period of the identical
ASA circuit. To evaluate trade-off relation for the pre-ASA circuit and the ASA circuit,
at each clock period, the minimum supply voltage for satisfying the target MTTF was
explored and then the power dissipation was calculated. This section examines individ-
ual contributions of MTTF-aware operation and the proposed ASA in addition to the
overall power saving.

First, this section compares the black quadrilateral and blue triangular plots. Fig. 3.15
shows that the proposed MTTF-aware design reduces average power while satisfying
the MTTF constraint. In Fig. 3.15(a), at a clock period of 3,800 ps, the proposed design
achieves the target MTTF with an average power of 13.2 mW, whereas the conven-
tional WC design consumes 23.0 mW. The power saving due to the proposed design is
42.3%. Similarly, in Fig. 3.15(b), at 480 ps, the proposed design achieves 49.6% power
saving from 132.0 mW to 66.5 mW. It is experimentally confirmed that the proposed
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Figure 3.15: Trade-offs between clock period and average power. (a) OpenRISC, (b)
AES.

MTTF-aware design made the significant power saving both in AES and OpenRISC
while reducing circuit area by 1.4% in OpenRISC and 6.4% in AES.

Second, this section compares the conventional WC with and without MTTF-aware
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operation, i.e., black quadrilateral and yellow circular plots. Fig. 3.15 shows that the
MTTF-aware operation improves performance from the conventional WC. For example,
at 3,800 ps, MTTF-aware operation achieves 26.0% power saving from 23.0 mW to
17.0 mW in OpenRISC and 41.4% power saving from 132.0 mW to 77.3 mW in AES.
This power saving effects reveal that MTTF-aware operation can significantly reduce
the excessive operation margin while satisfying the target MTTF without any circuit
modification.

Third, this section compares the yellow circular and blue triangular plots to clarify
the performance improvement by the proposed ASA. Fig. 3.15 shows that the proposed
ASA further improves performance from the conventional WC with MTTF-aware oper-
ation. For example, at 3,800 ps, MTTF-aware operation achieves 22.3% power saving
from 17.0 mW to 13.2 mW in OpenRISC and 13.9% power saving from 77.3 mW to
66.5 mW in AES. Here, it should be noted that AES has many FFs with the higher ac-
tivation probability as shown in Fig. 3.11, which means that paths having the slack of
0 or close to 0 tend to have the higher failure probability. Thus, the effectiveness of the
activation-aware slack assignment is smaller in AES than in OpenRISC. It is also ob-
served that the performance improvement thanks to ASA is the largest around the target
clock periods of 3,800 ps in OpenRISC and 480 ps in AES and it becomes smaller as the
period goes away from the target one since ASA optimized the circuit at the target clock
period under the MTTF constraint. There could be room for improvement at different
clock periods.

3.6.3 Discussion
This subsection first examines the power saving in terms of Vdd, area and the number of
low-Vth cells, and second discusses the effectiveness of the proposed ASA regarding FF
selection and slack determination.

Reduction of Vdd, Area, and the Number of Low-Vth Cells

The performance evaluation results in Section 3.6.2 showed that the proposed design
saved power significantly. Let us investigate its reason.

Firstly, this section examines the supply voltage reduction effects by the proposed
MTTF-aware design. Fig. 3.16 shows trade-offs between the average supply voltage and
the clock period under the MTTF constraints of 10 years in OpenRISC and 1.6 years
in AES. We can see that the proposed design, which corresponds to the blue triangular
plots, achieves the target MTTF at a lower supply voltage compared with conventional
WC design, i.e., black quadrilateral plots. For example, in Fig. 3.16(a), at a clock period
of 3,800 ps, the proposed design achieves the target MTTF at an average supply voltage
of 0.90 V, whereas the conventional WC design requires 1.20 V operation, which means
the proposed design achieves 25.0% Vdd reduction from 1.20 V to 0.90 V. Thanks to
this Vdd reduction, the circuit power dissipation is dramatically reduced as shown in
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Figure 3.16: Vdd reduction by the proposed MTTF-aware design. (a) OpenRISC, (b)
AES.

Fig. 3.15. Also in AES, the proposed MTTF-aware design reduces the supply voltage
from 1.20 V to 0.90 V and achieves 25.0% Vdd reduction as shown in Fig. 3.16(b).

Secondly, this section investigates the area and the number of low-Vth cells of ASA
circuits, which are partially shown in Figs. 3.13 and 3.14. Figs. 3.17 and 3.18 show the
area and the number of low-Vth cells of the conventional and proposed ASA circuits. In
both figures, the area and the number of low-Vth cells are normalized by Areamax and
Nmax

LVth similar to Figs. 3.13 and 3.14. In this context, conventional ASA is supposed to
use pre-ASA circuits that are laid out at FMAX, e.g., 3,150 ps in OpenRISC and 370
ps in AES. On the other hand, the proposed methodology performs ASA to circuits laid
out for longer periods of 3,800 ps in OpenRISC and 480 ps in AES. Note that pre-ASA
AES circuit designed at 370 ps has only 81 FFs whose failure probabilities are larger
than 0, and hence, the maximum NASA is set to 81.

Figs. 3.17 and 3.18 show that the proposed ASA reduces the area and the number
of low-Vth cells from conventional ASA circuits and even from their pre-ASA circuits.
For example, at NASA = 300, in OpenRISC, the proposed ASA reduces the area by 1.4%
from Areamax to 0.986 × Areamax and the number of low-Vth cells by 7.7% while the
conventional ASA increases the area by 0.1% and increases the number of low-Vth cells
by 13.1%. Similarly, at NASA = 300 in AES, the proposed ASA reduces the area by
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6.4% and decreases the number of low-Vth cells by 7.7%. These reductions directly
decrease the dynamic and static power dissipation. Thus, this section confirmed that the
proposed pre-ASA circuit selection further contributes to improving power in addition
to Vdd reduction by ASA.

Effectiveness of FF Selection for ASA

Next, this section compares the proposed methodology with the following two ap-
proaches focusing on the effectiveness of the target FF selection for ASA.

C1: Choose FFs in an ascending order of slack time.
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Figure 3.19: Achieved Vdd reduction. (a) OpenRISC, (b) AES.

C2: Choose FFs in a descending order of the failure probability.

The first approach of C1 supposes that timing-critical FFs are most likely to cause
timing error. This method needs only STA or SSTA timing reports, and hence this
approach is more tractable. The second approach of C2 places importance on the failure
probability. Remind that the failure probability is defined as the joint probability of the
timing violation probability and the activation probability. To calculate the activation
probability, we need to perform a logic simulation with prospective workloads or to
calculate signal transition rates analytically by, for example, [95].

Fig. 3.19 summarizes the achieved supply voltage reduction with the proposed method-
ology, C1 and C2. The proposed methodology achieves the largest supply voltage re-
duction, which is 25.0% from 1.20 V to 0.90 V, in the cases of NASA = 50, 200 and
300 in OpenRISC and NASA = 300 in AES. Besides, C2 also achieves the 25.0% sup-
ply voltage reduction in the cases of NASA = 200 and NASA = 300 in OpenRISC and
NASA = 300 in AES. Here, the difference between C1 and C2 in AES is much smaller
than OpenRISC. For example, at NASA = 50, both C1 and C2 achieves 20.8% Vdd re-
duction in AES whereas C1 could not reduce supply voltage and C2 attains 20.8% Vdd

reduction in OpenRISC. A possible reason is that, in AES, activation probabilities of
FFs are much higher and more similar than OpenRISC as shown in Fig. 3.11, and hence
timing critical FFs are likely to have higher failure probabilities.

Fig. 3.20 shows the MTTF comparison, where NASA = 50 and Vdd = 0.90 V. From
this figure, we can see that the proposed methodology attains the best trade-off rela-
tion between the MTTF and clock period. For example, from Fig. 3.20(a), at a clock
period of 3,800 ps, the proposed ASA improves the MTTF, compared to C1, from
3.32×10−14 years to 9.56×101 years by 15 orders of magnitude and, compared to C2,
from 9.07×10−9 years to 9.56×101 years by 10 orders of magnitude. Similarly, from
Fig. 3.20(b), at a clock period of 480 ps, the proposed ASA improves the MTTF by 6
orders of magnitude from C1 and by 5 orders of magnitude from C2. Thus, the MTTF



50
CHAPTER 3. MAIN LOGIC OPTIMIZATION FOR TIME-TO-FAILURE

EXTENSION AND POWER SAVING

(b) AES

(a) OpenRISC

1.00E-15

1.00E-11

1.00E-07

1.00E-03

1.00E+01

1.00E+05

3750 3800 3850

M
T

T
F

 [
Y

ea
rs

]

Clock period [ps]

��1

��3

��2

�10
�� �10

��

C2 : Failure 

probability

C1 : Slack

Proposed

1.00E-15

1.00E-11

1.00E-07

1.00E-03

1.00E+01

1.00E+05

460 480 500

M
T

T
F

 [
Y

ea
rs

]

Clock period [ps]

�10
�

�10
�

Figure 3.20: MTTF comparison. Proposed FF selection improves the MTTF signifi-
cantly compared with C1, and C2. (a) OpenRISC, (b) AES.

improvement of the proposed ASA is remarkable even while the proposed ASA also re-
duces the area and the number of low-Vth cells. The longer MTTF means fewer timing
errors in field, which is also desirable for resilient circuit designs, such as Razor [29] and
Tunable Replica Circuit (TRC) [33], and error prediction technique, e.g., TEP-FF [35].
With the ASA, the power dissipation of such resilient circuits could be reduced further
and the reliability would improve, Chapter 4 will demonstrate that the simultaneous
optimization of the main logic with AVS and the TEP-FF insertion further extends the
MTTF and thus saves the power dissipation.

Effectiveness of Slack Determination

Lastly, this section investigates the importance of slack determination, i.e., ∆setupi, j de-
termination, by ASA. Fig. 3.21 shows the comparison results of the area and the number
of low-Vth cells between the proposed ASA and the naive approach that increases slack
as much as possible. In this comparison, the identical pre-ASA OpenRISC circuit laid
out at 3,800 ps is given to clarify the effectiveness of the ∆setupi, j determination. From
Fig. 3.21, we can see that the proposed ASA saves both the area and the number of low-
Vth cells. For example, at NASA = 300, the proposed ASA saves the area by 1.6% and
reduces the number of low-Vth cells by 8.1%. These reductions contribute to dynamic
and static power reduction. These results show that the determination of ∆setupi, j in the
proposed ASA more contributes to power saving compared with the conventional ASA
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Figure 3.21: Comparison of (a) area and (b)the number of low-Vth cells in OpenRISC.
Y-axis is normalized by Areamax in (a) and by Nmax

LVth in (b).

that increases slack maximumly. Note that, in AES, the proposed ASA also increases
slack maximumly, and thus the area and the number of low-Vth cells are identical to
those of the conventional ASA.

3.7 Conclusion
This chapter proposed the MTTF-aware design methodology. The key ideas of the pro-
posed design methodology are MTTF-aware operation and design optimization with
ASA, where the ASA gives timing slacks to non-intrinsic active critical paths and re-
duces the number of activated paths whose delays are very close to those of the inherent
critical paths. The proposed optimization includes pre-ASA circuit design and ASA
implementation. In pre-ASA circuit design, the proposed methodology selects the most
promising one from candidates regarding power dissipation. For each candidate, this
selection estimates the minimum supply voltage after ASA (Vmin) at which the circuit
can achieve the target MTTF and evaluates the power at Vmin. Thus, this chapter chooses
the circuit whose estimated power is minimum. Then, the proposed methodology se-
lects a set of FFs for FF-based ASA using integer linear programming (ILP) so that it
reduces the sum of gate-wise failure probabilities maximumly. This chapter evaluated
the MTTF of circuits with and without ASA and examined how much power saving
could be obtained while satisfying the target MTTFs of 10 years in OpenRISC and 1.6
years in AES. The evaluation results showed that the circuits with ASA achieved 49.6%
power saving in AES circuit and 42.3% power saving in OpenRISC processor. Also,
thanks to pre-ASA design in the proposed methodology, 6.4% of the area and 7.7% of
low-Vth cells are reduced in the AES circuit, and 1.4% of the area and 7.7% of low-Vth

cells are reduced in the OpenRISC processor.
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Chapter 4

MTTF-aware Design Methodology of
Adaptively Voltage Scaled Circuit

This chapter proposes a MTTF-aware design methodology of AVS circuit [96]. The
proposed design methodology optimizes both the voltage scaled circuit under the AVS
and the sensor. As for the voltage scaled circuit design, this design methodology utilizes
ASA which is previously explained in Chapter 3. As for the sensor, this methodology
focuses on TEP-FF which is selected in Chapter 2, and this work proposes a novel TEP-
FF insertion method that minimizes the sum of gate-wise timing failure probabilities
aiming at MTTF maximization.

4.1 Introduction
As discussed in Chapter 1, to implement AVS systems that fully exploit run-time adap-
tation and eliminate the redundant margin, we should pay attention to the main logic
circuit under AVS in addition to the sensing circuit. As for sensor selection, Chapter 2
experimentally confirmed that TEP-FF contributes to reducing redundant timing margin
for both the global and random performance variation. Also, as for voltage scaled circuit
design under AVS, Chapter 3 suggests that ASA which allocates larger slack to highly
active paths, could improve the efficacy of the AVS and enable further power savings
with extremely low error rate.

This chapter proposes a design methodology for AVS circuits. The proposed method-
ology optimizes both the main logic under AVS and sensing circuit. In the main logic
design, this design methodology performs a MTTF-aware ASA which is explained in
Chapter 3 and estimates the MTTF of AVS circuits with a stochastic framework [61].
As for the sensing circuit design, the methodology focuses on TEP-FF, which is selected
in Chapter 2, and this work proposes a novel sensor insertion method that maximumly
decreases the sum of gate-wise timing failure probabilities, where the timing failure
probability is the joint probability of activation and timing violation probabilities. By
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Figure 4.1: Expected performance improvement thanks to the proposed AVS design
methodology.

exploiting the information on the paths with the higher timing failure probability, the
proposed sensor insertion makes AVS efficiently monitor the timing-critical and highly-
active FFs. Experimental results show that MTTF-aware main logic design is highly
compatible with AVS, and they mutually enhance and provide further power savings
and performance improvement with margin elimination.

Fig. 4.1 illustrates the expected power saving effects. The top black curve repre-
sents the conventional WC design that adds timing margins assuming the worst PVTA
condition. The middle yellow and bottom blue curves correspond to the conventional
AVS without main logic optimization and the proposed AVS with the ASA. The pro-
posed AVS is expected to attain a better trade-off relation between the clock period and
power thanks to the main logic optimization. This power saving effects in an embedded
processor and a cipher circuit will be experimentally demonstrated.

The rest of this chapter is organized as follows. Section 4.2 explains the overview
of the proposed design which consists of the main logic optimization and the sensing
circuit optimization. Section 4.3 explains the proposed sensor insertion methodology,
which is applied to the ASA circuit designed referring to Chapter 3. Section 4.4 evalu-
ates the trade-off between average power and the clock period of the conventional WC
design, conventional AVS, and the proposed AVS and demonstrates the power saving
effects thanks to the proposed AVS. Lastly, concluding remarks are given in Section 4.5.

4.2 Overview of Proposed Design Methodology for AVS

The proposed design methodology for AVS consists of the ASA for the main logic
under AVS and the insertion of error prediction sensors. Referring to Chapter 2, this
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chapter assumes the AVS circuit which is previously illustrated in Fig. 2.2. Section 4.2.1
formulates the design optimization problem of AVS. Then, Section 4.2.2 explains the
overview of the proposed design methodology.

4.2.1 Problem Definition of AVS Design
Based on the discussion in the Section 4.2.1, this work formulates the design optimiza-
tion of AVS including ASA and TEP-FF insertion.

• Input

– NCKT pre-ASA candidates

• Output

– one AVS circuit

• Objective

– Minimize : Power = min(Power1, · · · ,PowerNCKT)

• Constraints

– MTTF j ≥MTTFmin(1 ≤ j ≤ NCKT)

– AreaASA j ≤ Areamax
ASA(1 ≤ j ≤ NCKT)

– AreaTEP j ≤ Areamax
TEP(1 ≤ j ≤ NCKT)

– NLvthASA j ≤ NLvthmax
ASA(1 ≤ j ≤ NCKT)

• Variables

– ∆setupi, j (1 ≤ i ≤ NFF, 1 ≤ j ≤ NCKT)

– BTEPi, j (1 ≤ i ≤ NFF, 1 ≤ j ≤ NCKT)

The inputs of this problem are NCKT pre-ASA candidates, and the output is one
AVS circuit in which ASA is applied and TEP-FFs are inserted. The objective of this
problem is to minimize the power of the AVS circuit. The AVS circuit is constrained by
the MTTF (MTTFmin), circuit area (Areamax

ASA and Areamax
TEP), and the number of low-Vth

cells (NLvthmax
ASA). The variables ∆setupi, j are the slacks given to FFs in j-th pre-ASA

circuit by ASA, where ∆setupi, j is given to the layout ECO as an intentional increase in
setup time of i-th FFi in j-th pre-ASA circuit. NFF is the number of FFs in the circuit,
and it is identical in all the pre-ASA circuits. When ∆setupi, j = 0, i-th FFi is not included
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Input : Pre-ASA candidates

Output : EP-AVS circuit w/ ASA

Step1 : Design the main logic w/ ASA 

(Determine � ; Chapter 3)

Step2 : Insert TEP-FF

(Determine ; Section 4.3)

ASA circuit w/o EP-AVS

Figure 4.2: Overview of the proposed design. The proposed design methodology with
a two-stage procedure: (1) Design the main logic under AVS with ASA, (2) Insert TEP-
FF.

in the set of target FFs for ASA of j-th pre-ASA circuit. Thus, the number of target FFs
in j-th pre-ASA circuit is expressed as the number of FFs whose ∆setupi, j is larger than
0. BTEPi, j is a binary variable, and it becomes 1 when i-th FF in j-th circuit is replaced to
TEP-FF. Therefore, the number of TEP-FF in j-th pre-ASA circuit is expressed as the
number of FFs whose BTEPi, j equals to 1. Here, MTTF j depends on ∆setupi, j and BTEPi, j

and these relations are evaluated by the stochastic error rate estimation method [61].
AreaASA j and NLvthASA j vary depending on ∆setupi, j, and AreaTEP j is determined by
BTEPi, j .

4.2.2 Overview of Proposed AVS

A difficulty to solve the formulated problem is the non-linear relations among MTTF j,
AreaASA j , AreaTEP j , NLvthASA j , BTEPi, j , and ∆setupi, j. Also, the evaluations of MTTF j,
AreaASA j , AreaTEP j , and NLvthASA j need relatively long CPU time, and hence an explicit
optimization is difficult concerning CPU time. Thus, to determine the set of ∆setupi, j
and BTEPi, j efficiently, this work proposes a two-step procedure.

Fig. 4.2 shows the overview of the proposed design which includes both the main
logic design and sensor insertion. The proposed design methodology solves this prob-
lem with the two-stage procedure. The first stage designs the main logic under AVS
using ASA referring to Chapter 3, i.e., determines ∆setupi, j, and the second stage per-
forms TEP-FF insertion, i.e., determines BTEPi, j . The following section explains the
TEP-FF insertion.
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4.3 Sensing Circuit Insertion
To make AVS work well, TEP-FFs need to output the error prediction signals frequently
to adjust the supply voltage, and hence it is desirable to insert TEP-FFs to highly ac-
tivated FFs. Also, FFs with small slacks need fewer delay buffers in TEP-FFs. Ac-
cordingly, FFs having the higher timing failure probabilities satisfy both the desirable
properties above. This work, therefore, proposes a novel TEP-FF insertion method that
minimizes the sum of gate-wise timing failure probabilities aiming at MTTF maximiza-
tion, which has a similarity with the ASA previously exemplified in Chapter 3. The
proposed insertion method consists of the following two steps: (1) calculating timing
failure probabilities, and (2) finding out a set of FFs that maximally reduces the sum of
gate-wise failure probabilities by solving instance covering problem as an ILP problem.

In the first step, the proposed method calculates timing failure probabilities of FFs as
explained in Fig. 3.6. Then, this work computes gate-wise failure probabilities, Pfail_instk ,
from Pfail_FFi with Eq. (3.4), which is similar to Section 3.5.2.

In the second step, this work proposes the FF selection methodology that maximizes
the sum of gate-wise timing failure probabilities. When we insert TEP-FFs to such FFs,
inserted TEP-FFs can monitor a set of gates which maximumly contribute to causing
timing errors. Note that TEP-FFs help to prevent timing errors from occurring due
to the delay variation of monitoring gates. Consequently, the proposed methodology
maximumly reduces the timing failure probability and thus maximumly extends the
MTTF. This work formulates this FF selection problem as an ILP problem to derive the
exact solution. The ILP formulation is as follows:

• Input

– one ASA circuit

• Output

– one AVS circuit

• Objective

– Maximize :
∑Ninst

k=1 (Pfail_instk × Binstk)

• Constraints

– 0 ≤ Binstk ≤ 1 (1 ≤ k ≤ Ninst)

– 0 ≤ BTEPi ≤ 1 (1 ≤ i ≤ NFF)

–
∑NFF

i=1 BTEPi ≤ Nmax
TEP

– Binstk ≤
∑NFF

i=1 (BTEPi × BFFi_instk)
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• Variables

– BTEPi (1 ≤ i ≤ NFF)

The input of this problem is the ASA circuit designed and selected referring to Chapter 3
and the output is one AVS circuit. The number of instances in the circuit is Ninst. The
objective of this ILP problem is to maximize the sum of (Pfail_instk × Binstk). Remind
that Pfail_instk is the gate-wise failure probability of k-th instance and Binstk is a binary
variable which becomes 1 when k-th instance is included in paths ending at target FFs
for TEP-FF insertion. As similar to Section 3.5.2, the sum of Pfail_instk × Binstk represents
the gate-wise failure probability reduction. In this problem, binary variables BTEPi are
assigned, where BTEPi becomes 1 when i-th FF is selected to target FFs for TEP-FF
insertion.

The first and second constraints are given to restrict Binstk and BTEPi to binary num-
bers. The third constraint means that the number of target FFs for TEP-FF insertion
should be equal to or less than Nmax

TEP and this constrains the area overhead due to TEP-
FF insertion. The fourth constraint defines the relation between Binstk and BTEPi which
has a similarity with the fourth constraint in Section 3.5.2.

4.4 Experimental Evaluation
This section experimentally evaluates the performance improvement from the conven-
tional WC design to the proposed AVS. Section 4.4.1 explains the evaluation setup.
Section 4.4.2 shows the performance improvement results regarding power saving ef-
fects and demonstrates that the proposed AVS extends the MTTF from the conventional
TEP-FF implementation which inserts TEP-FF with ascending order of FF setup slack.

4.4.1 Experimental Setup
This work used the AES circuit and OR1200 OpenRISC processor as target circuits.
These two circuits were designed by a commercial P&R tool [97] with a 45 nm Nangate
standard cell library [77]. The minimum clock period of post-layout circuits at 1.20 V in
the typical PVTA conditions and the worst-case are 3,150 ps and 4,260 ps in OpenRISC
and 370 ps and 480 ps in AES, respectively. Hereafter, the target clock period is set to
4,260 ps in OpenRISC and 480 ps in AES, and then ASA optimizes the timing slack of
FF/path for these target clock periods.

This work used Gurobi Optimizer 7.0 [94] to solve the ILP problem defined in Sec-
tion 4.3. The solver was executed on a 2.4 GHz Xeon CPU machine under the Red Hat
Enterprise Linux 6 operating system with 1 TB memory. The required CPU times were
at most 7.13 seconds in AES and 1.46 seconds in OpenRISC. The evaluation took into
account the following variations similarly with Chapters 2 and 3.
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Figure 4.3: Expected minimum power after ASA in AES.

• Dynamic supply noise, which is assumed to fluctuate between -50 mV and 50 mV
by 10 mV with eleven steps.

• Manufacturing variability, which is assumed to consist of the intra-die random
variation and inter-die variation. Both the intra-die random variation and inter-die
variation include NMOS and PMOS threshold voltage variation of σ = 30 mV
and gate length variation of σ = 2 nm.

• NBTI aging model with six degradation states of 0 mV, 0.5 mV, 1 mV, 5 mV, 10
mV and 15 mV are prepared. The necessary information is obtained similarly
with Section 2.4.1.

As for workload, this work selected three benchmark programs (crc, sha, and dijk-
stra) from MIBenchmark [83] for OpenRISC and 1,000 random test patterns for AES,
which are similar to Sections 2.4.1 and 3.6.1.

This work set the MTTF of 1.00 × 1017 cycles, i.e., 10 years in OpenRISC and 1.6
years in AES, as MTTFmin. This work prepared seven supply voltages, i.e., from 1.20
V to 0.90 V with 50 mV interval, and swept clock period from 450 ps to 500 ps in
AES and from 4,000 ps to 6,000 ps in OpenRISC. Note that, at each clock period, AVS
dynamically adjusted the supply voltage within the range from 1.20 V to 0.90 V.

With this setup, this work performed ASA to both AES and OpenRISC. The number
of pre-ASA candidate circuits was seven in AES, where P&R clock periods of these pre-
ASA circuits were 370, 380, 400, 420, 440, 460, and 480 ps. As for OpenRISC, seven
candidates with 3,150, 3,200, 3,400, 3,600, 3,800, 4,000, and 4,200 ps were given.
Fig. 4.3 shows the estimation results of the expected minimum power after ASA for
each pre-ASA candidate in AES. From Fig. 4.3, we can see that the pre-ASA candidate
designed at 460 ps is the most promising one regarding power. Then the pre-ASA circuit
that was laid out at 460 ps were selected. Similar to AES, we evaluated the expected
minimum power of OpenRISC candidate circuits and selected the circuit laid out at
4,000 ps. Next, ASA was performed to the chosen candidates. The constraints for the
overhead of the area and the number of low-Vth cells by ASA were set to 0.7% and 0.0%
for OpenRISC and the maximum number of target FFs for ASA, i.e., Nmax

ASA was set to
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255. Similarly, Nmax
ASA is set to 255 in AES. Note that in AES, the ASA circuit achieved

the 6.2% area reduction compared with the pre-ASA circuit design at 370 ps.
Next, several TEP-FFs were inserted to the voltage-scaled circuits. The constraint of

area overhead for TEP-FF was set to 0.8% for both AES and OpenRISC, and the number
of maximum TEP-FF (Nmax

TEP) was set to 5 in AES and 20 in OpenRISC, respectively.
When inserting TEP-FF, we need to determine the number of delay buffers for each
TEP-FF. This work inserted the delay buffers whose delay were comparable to the delay
variation caused by 50 mV supply noise, where this number of 50 mV corresponds to
one level decrement of the supply voltage.

The MTTF and average supply voltage under PVTA variation were evaluated by the
stochastic MTTF estimation framework [61]. In the experiment, the monitor period for
AVS was swept from 106 to 1013 clock cycles.

4.4.2 Evaluation Results

This section first shows power savings thanks to the proposed AVS, and then examines
the effectiveness of the TEP-FF insertion methodology.

Power Saving Effects

Fig. 4.4 shows trade-offs between the minimum average power and the clock cycle un-
der the MTTF constraint of 1017 cycles, where (a) in OpenRISC and (b) in AES, respec-
tively. The black square plots represent the conventional WC design with guard-banding
for PVTA variation. The yellow triangular and blue cross plots correspond to the con-
ventional AVS which optimizes only the sensing circuit, and the proposed AVS which
optimizes both the main logic under AVS and sensing circuit, respectively. Here, the
TEP-FFs in the conventional AVS were inserted by the method in Section 4.3. This sec-
tion examines the evaluation results from the following two aspects: (1) overall power
saving effect thanks to the proposed AVS, and (2) difference of the power dissipation
between the proposed and conventional AVS.

First, the black square and blue cross plots are compared to clarify the overall per-
formance improvement thanks to the proposed AVS. Fig. 4.4 shows that the proposed
AVS saves average power while keeping the target MTTF. For example, in Fig. 4.4(a),
at a clock period of 4,260 ps, the proposed AVS achieved the target MTTF with an av-
erage power of 13.4 mW, whereas the conventional WC design required 21.6 mW. In
other words, AVS achieved 38.0% power savings from 21.6 mW to 13.4 mW. Similarly,
in Fig. 4.4(b), at a clock period of 480 ps, the proposed AVS achieved 22.6% power
savings from 183.0 mW to 141.5 mW. It is experimentally confirmed that the proposed
AVS made the significant power savings both in AES and OpenRISC. The proposed
AVS increases the circuit area by 1.5% in OpenRISC and decreases the area by 5.4% in
AES.
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Next, the conventional AVS and proposed AVS, i.e. yellow triangular and blue cross
plots, are compared. Fig. 4.4 shows that the proposed AVS further improves power
dissipation from the conventional AVS. For example, the proposed AVS achieved 10.6%
power savings from 15.0 mW to 13.4 mW at a clock period of 4,260 ps in OpenRISC
and 6.1% power savings from 150.8 mW to 141.5 mW at a clock period of 480 ps in
AES. These power savings reveal that the ASA for the main logic works well and the
simultaneous optimization of the main logic under AVS and the sensing circuit enhance
the efficacy of AVS. It is also observed that the performance improvement thanks to
ASA is the largest around the target clock periods of 4,260 ps in OpenRISC and 480
ps in AES and it becomes smaller as the period goes away from the target one since
ASA optimized the circuit at the target clock period under the MTTF constraint, which
was also reported in Chapter 3. There could be room for improvement at different clock
periods.
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Effectiveness of the Proposed TEP-FF Insertion

Next, let us evaluate the effectiveness of the proposed TEP-FF insertion methodol-
ogy that takes into account the failure probabilities of individual FFs. For compari-
son, we also evaluate the performance of the conventional TEP-FF insertion method,
e.g., [35, 42, 57], that selects the insertion locations according to the order of FF setup
slacks. Fig. 4.5 shows the comparison results in OpenRISC. We can see that the pro-
posed method achieved much longer MTTF than the conventional slack-based TEP-FF
insertion method. To make things worse, the conventional method cannot satisfy the
given MTTF constraint at all.

4.5 Conclusion
This chapter focused on AVS and proposed a design methodology for AVS circuits. The
proposed design methodology optimizes both the main logic under AVS and sensing
circuits taking into account the timing failure probabilities of FFs. The quantitative
MTTF and power evaluation results showed that the proposed AVS design methodology
achieved 38.0% power saving while satisfying the target MTTF thanks to the ASA and
failure probability based TEP-FF insertion.



Chapter 5

Performance Evaluation of Error
Detection Mechanisms for Supply
Noise induced Timing Errors

In previous chapters, the design methodology including the main logic optimization
under AVS and sensor insertion is discussed. This chapter examines the post-silicon
validation methodology for the fabricated AVS circuit [98]. In this chapter, we devise
the software-based EDM-L for facilitating the post-silicon validation of the AVS circuit
and evaluate the performance of EDM-L for timing error localization with a noise-
aware logic simulator and 65 nm test chips assuming the following two EDM-L usage
scenarios: (1) localizing a timing error that occurred in the original program and (2)
localizing as many potential timing errors as possible.

5.1 Introduction
For reliable AVS circuits, not only the design methodology but the post-silicon valida-
tion methodology are essential. In the post-silicon validation of the AVS circuit, de-
signers need to verify whether the AVS circuit can sustain correct operation by keeping
appropriate timing margins at various operating conditions. As mentioned in Chapter 1,
in AVS operation, the fast supply noise within a clock cycle may induce timing errors
since the error prediction sensors may not have a capability of monitoring such a fast
delay fluctuation. As for the delay fluctuation like the slow temperature gradation the
sensors can observe the timing slack of the circuit in time and thus the circuit may pre-
vent error occurrence. From this point of view, supply noise induced timing errors may
become one of the most serious electrical timing errors for the post-silicon validation
of AVS circuit. Based on this consideration, this chapter focuses on the supply noise
induced timing error.

To localize supply noise induced timing error, this chapter devises the software-
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based EDM-L and evaluates the performance of EDM-L for the error localization.
Firstly, this work presents a case study that considers program-dependent supply noise
with a supply noise-aware simulation framework. Next, this work evaluates and reports
the EDM-L performance for supply noise induced timing error localization using 65
nm test chips. In addition, the reason of the inconsistency between the measurement
and simulation results is investigated and then two possible reasons are pointed out: (1)
the design of power distribution network (PDN), i.e., the magnitude of dynamic power
supply noise, and (2) the definition of timing error occurrence frequency. By updating
the simulation setup, this work confirms that the measurement and simulation results
are well correlated.

This work considers two scenarios of EDM-L usage in post-silicon validation: (1)
localizing the exact supply noise induced timing error that occurred in the original pro-
gram, and (2) localizing as many potential errors as possible which could lead to abnor-
mal behaviors. For the first scenario, two necessary conditions must be satisfied: error
reproducibility, and diversity between the executions of the duplicated blocks. For the
second scenario, only the diversity must be satisfied. This chapter discusses the utility
of EDM-L for supply noise induced timing error localization in these two scenarios on
the basis of experimental results.

The rest of this chapter is organized as follows. Section 5.2 first explains conven-
tional EDM and our EDM-L transformation. Then Section 5.2 examines the necessary
conditions in which EDM-L localizes a supply noise induced timing error. Section 5.3
presents a case study that investigates whether EDM-L transformation is helpful to lo-
calize the supply noise induced timing errors with a supply noise-aware simulation
framework. Section 5.4 presents the performance evaluation of EDM with fabricated
test chips, and Section 5.5 examines the experimental results and discusses the consis-
tency between the measurement and simulation results. Lastly, concluding remarks are
given in Section 5.6.

5.2 Localizing Supply Noise Induced Timing Error with
EDM

This section explains EDM transformations, discusses two scenarios of EDM usage in
post-silicon validation, and describes the necessary conditions for error localization in
each scenario.

5.2.1 EDM Transformation

To detect an error quickly after its occurrence, EDM converts an input program to a
special program using several transformation techniques. The EDM transformation and
error detection described in [74] are exemplified in Fig. 5.1, where the original EDM
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Figure 5.1: Error detection by EDM transformation.

transformation in [74] is hereafter called EDM-O. The transformation is performed at
C/C++ level. Fig. 5.2 gives an example of EDM-O-transformed code. First, EDM-O
divides an input program into blocks, where each block consists of a set of operations in
series. In the EDM-O block generation, a new block starts when a branch operation or
variable read operation is found [74]. Here, variable read operations include those that
read values stored in a register or stored in a memory. In the example code in Fig. 5.2,
operations "a = b;" and "c = b;" are variable read operations since the value of variable
b stored in a register or a memory is read. Operation "b =1;" is not treated as a variable
read operation since the constant value of 1 often comes from the immediate field of
processor instructions. Second, EDM-O duplicates each block. The paired original
and duplicated blocks are aligned in sequence. In the example code shown in Fig. 5.2,
operation "a = b;" is duplicated to "a0 = b0;" and "a1 = b1;", and operations "b = 1;" and
"c = b;" are duplicated similarly. Third, for all the pairs of the original and duplicated
blocks, EDM-O inserts check operations to compare the read values, i.e., in Fig. 5.2, the
values stored in b0 and b1 are compared after "a1 = b1;" and "c1 = b1;". Consequently,
the EDM-O-transformed program executes the original block, the duplicated block and
the check operation in sequence for all the pairs of the original and duplicated blocks,
where in some cases a branch operation is sandwiched between the check operation and
the next original block.

EDM-O is originally developed for the purpose of improving soft-error detection
coverage [74], and hence the check is constantly inserted after each variable read to
know whether bit flips occurred in the memory, registers, or FFs. EDM-O is useful
for soft error detection, but it can be improved for shortening error detection latency
of supply noise induced timing errors, i.e., the elapsed time between the occurrence of
supply noise induced timing error and its detection. The supply noise induced timing
error arises as a write fail to memory, registers or FFs, and once a correct value is stored
the value will not be corrupted by supply noise induced timing errors. This means we
can know whether the supply noise induced timing error occurred or not immediately
after the write operation. This is the main difference from the soft error. Therefore, to
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a0 = b0;
a1 = b1;

a = b;
Duplication

Check :
when variable read

Original EDM-O

b = 1;

if (b0 != b1)
{error();}

c0 = b0;
c1 = b1;

b0 = 1;
b1 = 1;

if (b0 != b1)
{error();}

Duplication

Check :
when variable read

Block#1

Block#2
c = b;

Figure 5.2: An example of EDM-O code.
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Figure 5.3: Difference of error detection latency between EDM-O (left) and EDM-L
(right).
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Original EDM-L

b = 1;

if (a0 != a1)
{error();}

c0 = b0;
c1 = b1;

b0 = 1;
b1 = 1;

if (c0 != c1)
{error();}

Duplication

Check :
when variable written

Block#1

Block#2

Duplicationc = b;Block#3

if (b0 != b1)
{error();}

Check :
when variable written

Figure 5.4: An example of EDM-L code.

use EDM for quickly detecting supply noise induced timing errors, EDM should check
the values in the memory, register or FFs after they are written. For this purpose, check
operations should be performed immediately after variables are written, not read. The
left figure of Fig. 5.3 illustrates such an example. Suppose the memory write of variable
a0 at the first line failed. In this case, the memory of a0 is not accessed for a long
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Figure 5.5: Diversity is necessary to satisfy detectability.

time and the inserted check is performed after a long time elapses. To shorten the error
latency, the check is performed immediately after the memory/register/FF write access
(right figure of Fig. 5.3). Motivated by this, this chapter devised EDM for short Latency
(EDM-L). Fig. 5.4 shows an example of EDM-L-transformed code. EDM-L inserts
check operations for every variable write. Note that EDM-L performs check operation
after "b1 = 1;" whereas EDM-O does not check after this operation, which means EDM-
L can quickly check whether timing error occurred in b0 or b1 compared to EDM-O.
Consequently, when an error occurs in the original block, we can expect that the next
check operation detects the error occurrence.

Furthermore, to satisfy detectability, the diversity between the original block and the
duplicated block is crucially important. If the original block and the duplicated block are
identical, the same error would occur in both the blocks and the check operation fails to
detect the error as illustrated in Fig. 5.5. In the EDM transformation, the original blocks
and the duplicated blocks often split the memory space to gain the diversity, where
the different memory addresses are expected to have different access times. EDM can
include various transformations to maximize the diversity.

5.2.2 EDM Usage Scenarios and Necessary Conditions for Error
Detection

This section lists two EDM usage scenarios in post-silicon validation and discusses the
necessary conditions that EDM needs to satisfy in each scenario.

This work considers the following two scenarios.

Scenario1:
When an original program was running, the supply noise induced timing error
occurred. We want to localize this error using EDM transformation.

Scenario2:
We want to localize as many potential bugs as possible.

This section first examines the necessary conditions for the first scenario. In Sce-
nario1, EDM should satisfy the two conditions below simultaneously (Fig. 5.6).
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Figure 5.6: Two conditions for EDM to localize supply noise induced timing error in
Scenario1.

COND1:
EDM-transformed program reproduces the error which occurred in the original
input program.

COND2:
EDM gives enough diversity so that the paired original and duplicated blocks
output different computational results.

The first COND1 condition is necessary to investigate the root cause of the er-
ror observed in the original program. To reproduce the error occurrence, the EDM-
transformed program should maintain the similar behavior of the original program. If
EDM does not reproduce the same error, the error localization of the original program
is impossible.

The second COND2 is the fundamental condition for EDM to work. If the original
and duplicated blocks output the same wrong values, the inserted check operation misses
the error. Focusing on the second COND2 condition, dynamically fluctuating factors,
such as supply noise, might help increase the diversity. The diversity originates from
the timing characteristics of the fabricated chip under test and dynamically fluctuating
factors. For example, power supply noise varies depending on the running program,
which may improve the diversity.

On the other hand, COND1 is thought to become more difficult to satisfy as dynam-
ically fluctuating factors become more significant. The supply noise, for example, of
the chip on which the original program is running can be different from the noise of
the EDM-transformed program. In this case, the error observed in the original program
may disappear in the EDM-transformed program, and a new error may arise at another
program location.

As stated above, Scenario1 requires that both COND1 and COND2 are satisfied.
However, previous studies did not focus on COND1. It is not clear whether or how
often COND1 can be satisfied in the EDM-transformed programs. In addition, it is not
clear whether EDM satisfies COND2 for realistic supply noise induced timing error.
The next section experimentally investigates whether these two conditions are satisfied
under dynamic power supply noise with a noise-aware logic simulation framework.
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In Scenario2, the error observed in the original program does not need to be repro-
duced. Moreover, inducing a new error could be preferable since potential bugs could
be localized. Therefore, COND1 is not necessary. Only COND2 needs to be satisfied.
The necessary condition for Scenario2 is the subset of the condition for Scenario1 and
hence the experiments for Scenario1 are valid for Scenario2 as well.

5.3 Simulation-based Evaluation of EDM Transforma-
tion

This section experimentally investigates whether EDM transformation works well in
Scenario1 and Scenario2. The experiment supposes that dynamic power supply noise
is the primary source of electrical timing bugs, and it accurately reproduces the impact
of EDM on the dynamic supply noise and the consequent timing variations.

5.3.1 Experimental Setup

Our experimental evaluation was performed for an industrial embedded processor (Toshiba
MeP processor). This processor was synthesized and laid out with an industrial 65nm
library. In this experiment, the post-layout design was used for the simulations which
will be explained later. This experiment took three C-language benchmark programs,
dijkstra, crc, and sha from MiBenchmark [83] as original input programs. Although
these three programs were selected as typical workloads for the MeP processor, EDM
transformation can be applied to other various types of programs similarly as previ-
ously explained in Section 1.2.3. This work implemented an EDM translator and used
this translator to get EDM-transformed programs.

In EDM transformation, two types of check operations are inserted [74]: (1) data
check and (2) code flow check. For the data checking, each variable v is duplicated
as v0 and v1. Then, the consistency check is performed every time v0 (v1) is read in
EDM-O. In EDM-L, the data check is performed every time v0 (v1) is written. The code
flow check aims to detect an illegal change of the code execution flow, such as an illegal
jump operation. The code flow check is inserted as follows.

First, EDM identifies all the basic blocks, i.e., branch-free sequences, in the program
and checks whether all the statements in every basic block are executed in sequence by
numbering the basic blocks. Second, checks for every test statement (e.g., if, else if,
while) are inserted. EDM inserts the opposite test to both the true and false clauses
to detect an illegal execution flow. The last target is call and return operation. Every
procedure, i.e., function in the program, is associated with its unique number, and the
number is checked for every call of the procedure. In this section, we duplicated all
variables and inserted all data checks and code flow checks. We call this transformation
as full-EDM.
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Table 5.1: Impact of EDM-L transformation on cycle time and cache miss.

execution cycles inst. cache misses data cache misses
orig. EDM orig. EDM orig. EDM

dijkstra 24512 69838 45 161 11 20
(1.00) (2.85) (1.00) (3.58) (1.00) (1.82)

sha 30757 97831 44 167 25 42
(1.00) (3.18) (1.00) (3.80) (1.00) (1.68)

crc 19975 57252 9 29 35 71
(1.00) (2.87) (1.00) (3.22) (1.00) (2.03)

A value in parentheses is the ratio of full-EDM-L divided by original.

Table 5.2: Impact of EDM-O transformation on cycle time and cache miss.

execution cycles inst. cache misses data cache misses
orig. EDM orig. EDM orig. EDM

dijkstra 24512 65693 45 150 11 20
(1.00) (2.68) (1.00) (3.33) (1.00) (1.82)

sha 30757 120487 44 213 25 52
(1.00) (3.92) (1.00) (4.84) (1.00) (2.08)

crc 19975 60000 9 23 35 65
(1.00) (3.00) (1.00) (2.56) (1.00) (1.86)

A value in parentheses is the ratio of full-EDM-O divided by original.

For the original and duplicated blocks, the same input data was stored at two differ-
ent addresses of data memory, and each block accessed its own data in the data memory.
Tables 5.1 and 5.2 list increases in the number of execution cycles and the number of
cache misses by full-EDM-L and full-EDM-O, respectively. The number of execution
cycles increased three to four times, and the increase in the number of instruction cache
misses was similar. The increase in the data cache miss was roughly double, which is
consistent with a fact that the data size is doubled in the full-EDM-transformed program.

This work evaluated and compared the error occurrences in the original and EDM-
transformed programs by logic simulation. Our logic simulation framework concur-
rently simulates two MeP designs: one is at register transfer (RT) level and the other
is at gate level. The RT-level logic simulation is performed with the zero-delay model,
and hence the output is always correct disregarding the clock frequency and the given
supply voltage. On the other hand, the gate-level logic simulation includes timing infor-
mation and then may output wrong values. In this work, a noise-aware logic simulation
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method [99] is adopted to take explicitly into consideration program-dependent dynamic
supply noise. This simulation method will be explained in the next subsection. Once an
inconsistency is detected at a FF between RT-level and gate-level simulations, we can
immediately notice a timing error occurrence. Thanks to this, we can know the exact
location of timing error in time and space.

The comparisons of error occurrence between the original and full-EDM-L pro-
grams were performed for the following 300 situations. Due to manufacturing variabil-
ity, each chip has different delay characteristics. To reproduce this, 10 MeP chips were
hypothetically fabricated by Monte-Carlo method assuming that each instance delay
randomly fluctuated with the standard deviation of 25% of the typical instance delay. In
addition, depending on the final products, the LSI package may change. This work as-
sumed 10 package conditions, i.e., 10 sets of equivalent circuit parameters of the power
distribution network. The equivalent circuit model will be shown in the next subsection.
In summary, 100 = 10 × 10 samples were evaluated for each program, i.e., 300 samples
in total. Similarly, the full-EDM-O program was evaluated in 300 situations.

This work focused on the first error that occurred in the program execution, and its
location was considered to check whether COND1 was satisfied. The minimum clock
cycle that caused timing errors was searched with 2 ps interval. When we decomposed
the program into blocks, we numbered the blocks from the beginning. This work re-
garded the difference between the block numbers as the proximity of error occurrence
locations. When the difference is zero, the timing error is reproduced at the same block
in the EDM-transformed program and COND1 is satisfied. COND2 was evaluated by
checking whether the program was terminated by the check operation. Even if a tim-
ing error occurred in the EDM-transformed programs, the check operation sometimes
misses the error. This case can be categorized into two groups: silent error and masked
error. In the silent error case, the execution result is different from the correct result. In
the case of the masked error, the execution result is correct.

5.3.2 Noise-aware Logic Simulation

This work used a noise-aware logic simulation method that could consider dynamic
power supply noise in gate-level logic simulation [99]. The dependence of gate delay on
supply voltage was first evaluated with HSPICE [100] and it is expressed using a delay
element whose delay is controlled by digital signals representing the supply voltage.
Here, this delay element is described at RTL. By attaching this delay element to every
gate and dynamically changing the digital signal that represents supply voltage, we can
reproduce voltage-dependent gate delay in logic simulation.

When performing the above noise-aware logic simulation, we need to give a wave-
form of dynamic power supply noise. This work prepared noise waveform information
with the following two steps. First, this work simulated the post-layout MeP design
with the original and EDM-transformed programs by a transistor-level circuit simula-
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Figure 5.7: An equivalent circuit of power distribution network.

tor [101], and obtained waveforms of the current consumed by MeP for each program.
Here, it should be noted that the transistor-level simulation to obtain the current wave-
form is very time consuming and it took three days for sha-full-EDM-O program. To
make the CPU time needed for the entire evaluation in this work acceptable, the two-step
procedure was adopted. Next, this work gave this current waveform to the equivalent
circuit of Fig. 5.7 and obtained the waveform of dynamic power supply noise. The
nominal supply voltage was 1.0 V. To reproduce various package assemblies and obtain
corresponding noise waveforms, this work used 10 sets of power distribution network
(PDN) parameters in Fig. 5.7. The parameter setting is explained in the following.

This work varied three parameters of CPKG, RESR_PKG and LESL_PKG representing the
package capacitor, and one parameter of CCHIP representing the on-chip capacitor. The
other five parameters were fixed as follows: LBOARD=0.1 nH, RBOARD=5 mΩ, LBOND=0.3
nH, RCHIP=0.1 Ω and RESR_CHIP=0.3 Ω. This work prepared five configurations of the
package capacitor: (1) no package capacitor, (2) one NPO capacitor, (3) one X7R ca-
pacitor, (4) ten NPO capacitors in parallel and (5) ten X7R capacitors in parallel, where
NPO and X7R are commercially available popular ceramic capacitors [102]. CPKG,
RESR_PKG and LESL_PKG of NPO and X7R are (100 pF, 0.3 Ω, 0.6 nH) and (1 nF, 0.6 Ω,
0.6 nH), respectively [102,103]. As for the on-chip capacitance CCHIP, two values of 3.5
nF and 0.3 nF were prepared. Consequently, 10 (=5×2) sets of PDN parameters were
prepared and used to obtain the noise waveforms. Examples of the noise waveforms are
shown in Figs. 5.8 and 5.9. These noise waveforms were given to the noise-aware logic
simulation.

5.3.3 Evaluation Results
Fig. 5.10 shows how many samples satisfied COND1 of reproducibility and COND2
of detectability. For every timing error in the original program, this work checked if
COND1 and COND2 are satisfied in the EDM-transformed program. Among 600 tim-
ing error samples, we could not find a sample that satisfied COND1 and COND2 simul-
taneously, which suggests EDM is less helpful in Scenario1. In addition, over 75% of
errors satisfied neither COND1 nor COND2. Comparing full-EDM-L with full-EDM-
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Figure 5.10: Evaluation results of full-EDM.

O, we can see the difference in the proportion that only COND1/COND2 is satisfied.
Following sections examine the results for COND1 and COND2 separately in detail.

COND1

Figs. 5.11 and 5.12 show the proximity of the error occurrence in the original and full-
EDM dijkstra, crc, and sha programs. Remind that the proximity is defined as the
difference of the block numbers of the error occurrence. The block number difference
of zero means that the same error is observed in the original and EDM-transformed
programs. In EDM-L, 10% of errors in crc and 2% of errors in dijkstra were reproduced.
In sha, no errors were reproduced. In EDM-O, over 30% of errors were reproduced in
crc, but no errors were reproduced in dijkstra and sha. As a whole, EDM-L and EDM-
O reproduced only 4% and 11% errors, respectively. Such low reproduction ratios are
mainly due to the following two reasons.

The first reason is that EDM changes supply voltage noise since the block duplica-
tion and check insertion change the instruction sequence and the usage of circuit blocks,
such as memory and general purpose registers. In other words, even when the same in-
structions are performed, the supply noise could change, because the used registers and



74
CHAPTER 5. PERFORMANCE EVALUATION OF ERROR DETECTION

MECHANISMS FOR SUPPLY NOISE INDUCED TIMING ERRORS

�

��

��

��

��

���

� ��� ������ ����

�
�
��
�
��

�

�����������	��
������	��	�����������	��������

���

�����
��

���

���������� 	�
 ����������

�� ��

Figure 5.11: COND1: difference of
block numbers of first error occurrence
between original and full-EDM-L pro-
grams. For each program, the number
of samples is 100.

�

��

��

��

��

���

� ��� ������ ����

�
�
��
�
��

�

�����������	��
������	��	�����������	��������

���

�����
��

���

���������� 	�
 ����������

��� ��

Figure 5.12: COND1: difference of
block numbers of first error occurrence
between original and full-EDM-O pro-
grams. For each program, the number
of samples is 100.

memory addresses are different and the inductive noises excited in the previous clock
cycles are superposed. Fig. 5.13 shows a comparison of noise waveforms between the
original and full-EDM dijkstra programs, where the same instruction was performed in
this clock cycle. We can see that the voltage waveforms are not identical. For further
investigation, this work evaluated the minimum supply voltage within a clock cycle ev-
ery time mov instruction was performed. Fig. 5.14 shows a histogram of the minimum
voltage in the original crc program. We can see that the minimum voltage value ranges
from 941 mV to 947 mV even though the same instruction of mov is performed. This
waveform difference prevents the error reproduction.

The second reason is that EDM lengthens the program execution as previously
shown in Tables 5.1 and 5.2. As the program becomes longer, a new timing error, which
is different from the error observed in the original program, is more likely to occur. In
addition, the duplication and frequent check insertion change the instruction component
of the program. Fig. 5.15 shows the ratios of the instructions executed in sha-original
and sha-full-EDM-L programs, respectively. We can see that instruction ratio of the
EDM and original programs are considerably different. For example, in EDM, the num-
ber of load word (lw) instruction increases because the used memory space is doubled,
and a number of branch if equal (beq) instructions are introduced due to check insertion.
These instruction variations not only affect the processor behavior but also enlarge the
noise difference, which makes the error reproduction difficult.

COND2

Next, COND2 is examined. Figs. 5.16 and 5.17 show the proportions of silent errors,
masked errors and detected errors. For detected errors, the histogram of the error detec-
tion latency is presented. In EDM-L, we can see that 77% of errors are masked and 2%
are silent errors, whereas 87% are masked errors and 7% are silent errors in EDM-O.
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Figure 5.13: Voltage inconsistency between original and full-EDM programs.
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Figure 5.14: The histogram of the supply voltage when MOV instructions were executed
(crc-original).
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Figure 5.15: Proportion of executed instructions in sha-original, sha-full-EDM-L.

In other words, most of the supply noise induced timing errors did not propagate to the
memory and general purpose registers.

Among the non-masked errors, 86% errors were detected within 1000 cycles in
EDM-L, while 38% in EDM-O. This result indicates that the EDM-L performance of
detecting supply noise induced timing errors that affect execution results is high. There-
fore, this work experimentally confirmed that EDM-L is helpful to detect noise induced
errors with shorter error detection latency. In other words, we can use EDM-L in Sce-
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Figure 5.16: COND2 : Error classifica-
tion in full-EDM-L. For each program,
the number of samples is 100.
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Figure 5.17: COND2 : Error classifica-
tion in full-EDM-O. For each program,
the number of samples is 100.

nario2. For the errors having long error detection latency, we found a tendency that the
first error was not detected and the second or later error was detected by the check oper-
ation. As for silent errors, one possible reason is that identical timing errors occur both
in the original block and the duplicated block, and the check operation fails to detect
them, which was previously explained with Fig. 5.5. On the other hand, the EDM-O
performance was not good. The proportion of silent errors was larger, and the detec-
tion latency was longer. Clearly, for the purpose of quick error detection in post-silicon
validation, EDM-L is much better than EDM-O.

5.4 Hardware Measurement
This section experimentally investigates whether EDM transformation works well in
Scenario1 and Scenario2 with 65 nm test chips, and compares theses results with pre-
vious simulation.

5.4.1 Measurement Setup
First, this section explains the experimental setup. This work used a 32-bit embedded
processor (Toshiba MeP processor) implemented and fabricated in 65 nm CMOS tech-
nology. A chip photo is shown in Fig. 5.18. The chip size is 4.2 mm × 2.1mm.

This work took three C-language benchmark programs, dijkstra, crc, and sha from
MiBenchmark [83] as similar to Section 5.3. Fig. 5.19 shows the measurement setup
consisting of a test chip, a device under test (DUT) board, a DC voltage source and
a PC. The packaged test chip is mounted on a DUT board. The DUT board, which
also includes a Stratix III FPGA and SDRAM, is used as a logic analyzer and a pattern
generator. For example, the data that should be stored in the instruction memory and the
data memory of MeP processor is first transferred from PC to the DUT board through
USB cable, and then the data is loaded to the on-chip SRAMs. Also, after the program
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Figure 5.18: A photo of 65 nm test chip of MeP processor. Die size is 4.2 mm × 2.1mm.

execution of MeP processor, the data in the on-chip data memory is downloaded to PC
through the DUT board. This work also used an external DC source (Agilent6611C) to
supply the voltage to the test chip.

With this setup, we can obtain the Shmoo plot taking the following procedure. In
each measurement, this work set the clock frequency and supply voltage given to the
test chip. Then, the data uploading, the program execution and the data downloading
are executed as explained before. When the downloaded data is identical to the expected
data, the program execution is thought to be correct. When there is an inconsistency, it
is thought that the program execution failed. This measurement is repeated sweeping
clock frequency and supply voltage. This work obtained the Shmoo plots of the original
and EDM-L programs (dijkstra, crc, and sha) for five test chips. The frequency interval
was 5 MHz and the supply voltage was swept between 1.0 and 1.4 V with 0.1 V interval.
Figs. 5.20 and 5.21 are the Shmoo plots of the fastest and slowest test chips among the
five chips, where the sha-full-EDM-L program was executed. Even while the five chips
were taken from the same wafer, the chip speed is different. Here, we define a term of
FMAX. For each program execution, each chip and each supply voltage, we can find
the FMAX at which the execution result starts to be incorrect. This frequency is defined
as the FMAX. For example, in the Shmoo plot of Fig. 5.20, the FMAX at 1.0 V is 225
MHz, which is 15 MHz lower than that in Fig. 5.21.

5.4.2 Performance Evaluation Method
This work focuses on the first error that affects the execution result and checks whether
EDM satisfies COND1 and COND2.

For this purpose, we need to know when the timing error occurs. However, in the
hardware, it is difficult to know in which clock cycle the timing error occurs, unlike the
simulation. Therefore, this work takes the following evaluation procedure. We change
the clock frequency during the program execution as shown in Fig. 5.22. The program
execution starts at 10 MHz, and the processor initialization completes at this frequency.
Note that 10 MHz is low enough for the correct processor operation. When the user pro-
gram execution starts, the clock frequency is changed to the FMAX. After Nfast clock
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Figure 5.19: Measurement setup.
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Figure 5.20: Shmoo plot of the slowest
chip (chip #1).
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Figure 5.21: Shmoo plot of the fastest
chip (chip #5).

cycles have passed, the clock frequency is again changed to 10 MHz. Under this config-
uration, if the execution result is incorrect, we can know the first error occurred within
the first Nfast cycles. If the execution result is correct, no error occurred. This work re-
peats this measurement by changing Nfast in binary search manner and finally identifies
the clock cycle when the first error occurred.

Remind that, when we decomposed the program into blocks, we numbered the
blocks from the beginning. Accordingly, we can know in which block the first error
occurred from Nfast. This work regards the difference of the error occurrence block
numbers as the proximity of error occurrence locations in a similar way to the previous
simulation. When the difference is zero, the timing error is reproduced at the same block
in the EDM-transformed program and COND1 is satisfied. Evaluation for COND2 was
also similar to Section 5.3. If the checker works, the error detection latency can be ob-
tained from the difference between terminated clock cycle of the program and the error
occurrence clock cycle.
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Figure 5.22: Procedure of error cycle identification.

5.4.3 Evaluation Results

Fig. 5.23(a) shows the ratio of the samples that satisfied COND1 of reproducibility
and COND2 of detectability. The chip measurement result shows that 25% of the er-
rors in the original program can be reproduced and quickly detected. Remind that, in
the simulation result which is shown in the left figure of Fig. 5.10, EDM could not
satisfy COND1 and COND2 simultaneously. In addition, the proportion that only
COND1/COND2 is satisfied differs between the chip measurement and simulation.
These differences will be discussed in the next section.

COND1

Fig. 5.23(b) shows the proximity of the errors occurrence in the original and the full-
EDM dijkstra, crc and sha programs in the chip measurement. In the chip measurement,
66% of errors in crc and 20% of errors in dijkstra were reproduced. Note that in sha, no
errors were reproduced. As a whole, EDM-L reproduced 29% errors in the chip mea-
surement whereas 4% of errors were reproduced in the simulation as shown in Fig. 5.11.
These differences of the reproducibility are supposed to be due to the following two rea-
sons.

The first reason is the difference in the PDN between the simulation model and the
hardware. In the previous simulations, ten different PDNs are used for the simulation
to evaluate the performance against various supply noises, and they are not prepared to
aim at modeling the test chip.

The second reason is the definition difference of the FMAX of the error occurrence
between simulation and hardware measurement, whereas MeP processor was operated
at the FMAXs in both the simulation and hardware measurement. In the simulation,
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Figure 5.23: Results of chip measurement. (a) COND1+COND2(Scenario1), (b)
COND1, and (c) COND2(Scenario2).

the FMAX was defined as the frequency at which a timing error started to occur at a
flip-flop no matter whether the timing error affected the execution result or not (i.e., no
matter whether it is masked or not). Hereafter, this FMAX is called the FMAX of timing
error. In the chip measurement, the FMAX was defined as the frequency at which timing
errors started to affect the execution result because the FMAX of timing error cannot be
obtained in the hardware measurement. This FMAX is called the FMAX of incorrect
execution. Here, the FMAX of incorrect execution is equal to or higher than that the
FMAX of timing error. In other words, this work executed the original and the EDM
programs at the higher frequency in the measurement compared to the simulation setup.
Fig. 5.24 exemplifies the cycle time difference between the FMAXs of timing error
and incorrect execution. This result was obtained by the simulation with full-EDM-L
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programs. We can see that 70% of the samples have ≥ 0.2 ns difference.

COND2

Next, COND2 is examined. this section first categorized the measured samples into
detected samples and not detected samples. In the chip measurement, this work focused
on the errors affecting the execution result, and hence not detected samples correspond
to silent errors, whereas not detected samples include silent errors and masked errors in
the simulation. Fig. 5.23(c) shows the proportions of detected errors and silent errors in
the chip measurement. For detected errors, the histogram of the error detection latency is
presented. From Fig. 5.23(c), we can see that 56% of the errors are quickly detected and
33% are silent errors. Compared with Figs. 5.16 and 5.23(c), the EDM-L performance
of detecting supply noise induced timing errors affecting execution result in simulation
evaluation is higher than in the chip measurement (86% versus 56%).

5.5 Correlation between the Measurement and Simula-
tion

The experimental results in the previous section show that in the chip measurement,
COND1 is more satisfied and COND2 is less satisfied compared to the simulation. The
possible reasons for these differences are (1) the difference of the power distribution
network, and (2) the difference of the FMAX definition, as described in the previous
section. This section improves the correlation between the measurement and simulation
by updating the simulation setup taking into account these two possible reasons.

5.5.1 Power Distribution Network
The chip measurement results in the previous section lead to a hypothesis that the supply
noise in the test chip is smaller than that in the simulation and hence the errors are more
likely to be reproduced in the chip measurement.

To verify the above hypothesis, let us suppose the test chip has ideal PDN as an
extreme case. In other words, the simulation based evaluation is executed in a similar
way to Section 5.3 except that the supply voltage is fixed and the supply noise is zero.
In this simulation, 3 programs (dijkstra, crc, and sha) and 10 chips are prepared, and
hence totally 30 samples are evaluated.

Fig. 5.25(a) shows the evaluation results of Scenario1. We can see that EDM could
not satisfy COND1 and COND2 simultaneously, which is not consistent with chip mea-
surement results. On the other hand, the proportion of COND1 satisfaction increased
from 4% to 13%, approaching to the measurement result of 29% (Fig. 5.23(a)).

Next, Fig. 5.25(b) shows the results of Scenario2, and we can see that 76% of the
errors are masked error and there are no silent errors. Focusing on the non-masked
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Figure 5.24: Histogram of cycle time difference between FMAXs of timing error and
incorrect execution.
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Figure 5.25: Simulation results with ideal PDN. FMAX of timing error is used for
evaluation. (a) Scenario1, and (b) Scenario2.

error, 70% were quickly detected. The ratio of quick detection degraded from 86% but
it approaches to 56% of the chip measurement result (Fig. 5.23(c)).

5.5.2 FMAX

In the chip measurement, the FMAX of incorrect execution was used while the FMAX
of timing error was used in the simulation in Section 5.3. To clarify the difference orig-
inating from this difference of FMAX, the FMAX of incorrect execution was applied to
the simulation. In the simulation here, the FMAX of incorrect execution was searched
with 200 ps interval, which is also similar to the measurement setup. 3 programs and
10 chips are used in a similar way to the previous evaluation. In addition, ten PDNs,
which are used in Section 5.3, are prepared. Consequently, we evaluated whether EDM
satisfied COND1/COND2 for 300 samples.

Fig. 5.26(a) shows the result for Scenario1. Comparing Figs. 5.26(a) and 5.23(a),
we can find a large difference in the proportion that both the reproducibility and de-
tectability are satisfied, which is 0% in the simulation and 25% in the chip measurement.
Fig. 5.26(b) shows the result for Scenario2. The detectability for the non-masked error
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Figure 5.26: Simulation results with not ideal PDN. FMAX of incorrect execution is
used for evaluation. (a) Scenario1, and (b) Scenario2.

has become close to between the simulation and chip measurement, where it is 39% in
the simulation and 56% in the chip measurement (Fig. 5.23(c)).

5.5.3 Power Distribution Network and FMAX

Finally, this section applied the ideal PDN with no noise and the FMAX of incorrect
execution to the simulation.

Fig. 5.27(a) shows the result for Scenario1. Figs. 5.27(a) and 5.23(a) indicate that
the proportions that both reproducibility and detectability are satisfied are almost the
same and they are 23% in the simulation and 25% in the chip measurement. We can
also see that the portions of only reproducibility/detectability is satisfied and neither
satisfied are consistent between the simulation and chip measurement.

Fig. 5.27(b) shows the Scenario2 results. 43% of the errors are quickly detected
and 13% are silent errors. Comparing Fig. 5.27(b) with Fig. 5.23(c), we can see that
detectability for the non-masked error is similar, that is 43% in the simulation and 56%
in the chip measurement.

Based on the discussion above, we can conclude that the simulation with ideal PDN
and FMAX of incorrect execution reproduced the chip measurement results. This means
that the supply noise in the test chip is smaller than that in the simulation, which is
quite natural since the test chip was not designed for the purpose of EDM performance
evaluation and hence the PDN was robustly designed.

5.6 Conclusion

This chapter tackled the error localization of the supply noise induced timing errors,
which is one of the most challenging tasks in the post-silicon validation. In this chapter,
we devised the software-based error detection mechanisms for short latency (EDM-L)
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Figure 5.27: Simulation results with ideal PDN. FMAX of incorrect execution is used
for evaluation. (a) Scenario1, and (b) Scenario2.

and experimentally evaluated the error detection performance of the EDM-L transfor-
mation for supply noise induced timing errors. To discuss the effectiveness of EDM-L
for the timing error localization, two EDM usage scenarios are supposed: localizing the
supply noise induced timing error that occurred in the original program (Scenario1),
and localizing as many potential errors as possible (Scenario2). This chapter experi-
mentally evaluated the error detection performance in these two scenarios with a noise-
aware logic simulator and 65 nm test chips. Simulation results showed that the EDM-L
cannot locate supply noise induced timing errors in the original program in the first sce-
nario, but it detects 86% of non-masked errors in the second scenario, which mean the
EDM-L performance of detecting supply noise induced timing errors affecting execution
results is high. Hardware measurement results showed that the EDM-L detects 25% of
original timing errors and 56% of non-masked errors. These measurement results were
not consistent with the simulation results. We found that this inconsistency came from
(1) the design of power distribution network, and (2) the definition of FMAX used for
evaluation. By updating the simulation setup, the EDM-L performance evaluated by
the simulation was consistent with that by the chip measurement. In other words, this
work confirmed that the devised EDM-L helps to localize the supply noise induced tim-
ing errors with both the simulation and hardware measurement. This result reveals that
the EDM-L facilitates the post-silicon validation of the designed AVS circuit and thus
improves the reliability of the AVS circuit against the supply noise.
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Conclusion

This thesis studied the AVS and proposed the design and post-silicon validation method-
ology for the AVS circuit. The proposed design methodology consists of three steps; (1)
select the type of sensor, (2) optimize the main logic under AVS, and (3) insert sensors
to the optimized main logic.

In the first step of the sensor selection, this thesis discussed the supply voltage reduc-
tions achieved by AVS circuits with different sensors in Chapter 2. This work focused on
error prediction based AVS and thus selected two representative sensors as candidates;
in-situ sensors and critical path replica. This work gave the MTTF as a design con-
straint and compared the trade-offs of the clock period and the average supply voltage
between AVS circuits with these two sensors. For such MTTF-aware trade-off analy-
sis, the stochastic error rate estimation framework was utilized. Experimental results
showed that TEP-FF based AVS and replica based AVS achieved up to 13.3% and 8.9%
supply voltage reduction, respectively, while satisfying the target MTTF.

In the second step of the main logic design, this thesis explicitly introduced the
MTTF as a design constraint and optimized the design with ASA in Chapter 3. ASA
gives timing slacks to non-intrinsic active critical paths by ECO and hence reduces the
number of critical paths. The reduction of active critical paths helps extend the TTF
and thus reduces the supply voltage since timing failure probabilities of such paths can
be dramatically decreased. The proposed optimization includes the pre-ASA circuit
design and ASA implementation. In the pre-ASA circuit design, the proposed method-
ology selected the most promising one from candidates regarding power dissipation.
The evaluation results showed that the ASA circuit achieved 13.9% to 22.3% power
saving from an MTTF-aware design without main logic optimization. Also, thanks to
the pre-ASA design in the proposed methodology, 6.4% of the area and 7.7% of low-Vth

cells were reduced in the AES circuit, and 1.4% of the area and 7.7% of low-Vth cells
were reduced in the OpenRISC processor.

In the third step of the sensor insertion, this thesis aimed at maximizing the MTTF
for maximumly reducing the power dissipation. To maximize the MTTF, this thesis
proposed a novel sensor insertion method that maximumly decreases the sum of gate-
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wise timing failure probabilities. By exploiting the information on the paths with the
higher timing failure probability, the proposed sensor insertion makes AVS efficiently
monitor the timing-critical and highly-active FFs. Moreover, by maximizing the sum
of gate-wise failure probabilities, the proposed sensor insertion can cover the larger
set of instances that can contribute to causing timing errors. With the proposed de-
sign methodology consisting of above three steps, i.e. sensor type selection, main logic
optimization, and sensor insertion, 38.0% power reduction was achieved while satisfy-
ing the target MTTF. We also experimentally confirmed that the proposed main logic
deign is highly compatible with AVS and the proposed sensor insertion methodology
achieved the much longer MTTF compared with the conventional slack-oriented inser-
tion methodology.

As for the post-silicon validation methodology, this thesis devised the EDM-L and
evaluated the performance of EDM-L for timing error localization with a noise-aware
logic simulator and 65-nm test chips assuming the following two EDM-L usage scenar-
ios; (1) localizing a timing error that occurred in the original program and (2) localizing
as many potential timing errors as possible. Simulation results showed that the EDM-L
could not locate supply noise induced timing errors in the original program in the first
scenario, but it detected 86% of non-masked errors in the second scenario, which mean
that the EDM-L performance of detecting supply noise induced timing errors that af-
fect execution results is high. Hardware measurement results showed that the EDM-L
detected 25% of original timing errors and 56% of non-masked errors. These mea-
surement results were not consistent with the simulation results. We found that this
inconsistency came from (1) the design of power distribution network, and (2) the def-
inition of FMAX used for evaluation. By updating the simulation setup, the EDM-L
performance evaluated by the simulation was consistent with that by the chip measure-
ment, which indicates that the devised EDM-L contributes to localizing the supply noise
induced errors and thus improving the reliability of the AVS circuit.

This thesis contributes to constructing reliable AVS circuits which is supported by
the MTTF-aware design methodology, quantitative performance analyses taking into
account the power dissipation and the practical long MTTF, and the post-silicon valida-
tion methodology for localizing the supply noise induced timing errors. However, there
are still challenges for practical use. Even though sensor selection and insertion are dis-
cussed in Chapters 2 and 4, the amount of delay buffers in each sensor is not optimized
in detail while it directly affects the timing margins reserved in AVS operation. This the-
sis determined it according to the amount of delay increase that corresponds to one level
decrement of the supply voltage. Although this setting relatively works well, which can
be seen in the MTTF evaluation results in Chapters 2 and 4, there remains a design
space to explore. The buffer delay itself fluctuates due to static and dynamic variations,
and hence design parameters of buffers, such as gate width and threshold voltage, and
their combination should be also investigated since they have different characteristics of
delay sensitivity to supply noise, aging, the amount of random delay variation, area, and
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power.
Another future work is to design and fabricate the reliable AVS chips. To realize

such chips, it needs to consider the impact of sensors and the voltage control logic
on the design layout and validate the AVS circuit and its design methodology via the
chip measurement. Here, an important mission is to mitigate the layout change due to
sensors and the voltage control logic insertion. Note that the inserted sensors and the
voltage control logic affect the cell placement, clock tree synthesis, and routing in design
layout. In other words, they may degrade the delay characteristics of the AVS circuit
due to the increase in cell delay and wiring delay. Although this thesis ideally inserted
sensors to voltage-scaled circuits for simplicity, it is essential to verify whether sensors
and the voltage control logic can be inserted to the desired places. Another crucial
point is to verify the AVS circuit via the chip measurement. In this verification, the
circuit power and performance can be evaluation metrics. In addition, chip-dependent
performance variation and delay mismatch between pre-fabrication and post-fabrication
may be examined. Measuring above metrics for fabricated chips further improves the
reliability of the designed AVS.
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