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Abstract

This dissertation presents a comprehensive study on generation of surface per-
turbations by non-uniform laser irradiation which degrades stable compression of
inertial confinement fusion (ICF) capsules. Also, the results on development of the
ICF target capsules with diamond are shown in this dissertation. These studies
were conducted at Osaka University Graduate School, Graduate School of Science
and Doctor’s Course.

ICF is a method of initiating nuclear fusion reaction by fuel implosion using
energy driver. It is expected as a new energy source in electric power plants. A
capsule containing fusion fuels is compressed and heated by intense laser beams
(≤ 1015W/cm2). When a hot (∼ 50 million degrees) and dense (∼ 1000 times the
solid density) plasma is realized by this method (direct-drive ICF), explosive nu-
clear fusion reaction becomes possible within a short time of 10-100 ps. This reac-
tion requires highly symmetric implosion of the target capsule. However, actually,
laser imprinting occurs on the capsule surface due to irradiation non-uniformity.
Spatial perturbation due to laser imprinting is amplified by the Rayleigh-Taylor
instability during the shell acceleration. The grown perturbation could disrupt the
shell and cause mixing of fuel. Laser imprinting is one of factors preventing the
compression and heating of the fuel. Therefore, suppressing imprint perturbation
even under nonuniform laser irradiation is the important subject for direct-drive
ICF.

To date, it has been demonstrated that laser imprinting is mitigated by the
diffusive thermal conduction of the laser produced plasma on the material surface.
On the other hand, this thermal smoothing effect has a disadvantage that forma-
tion of laser-produced plasma is insufficient at the initial stage of irradiation and
it is not effective for smoothing nonuniformity.

In this study, in order to elucidate the imprinting mitigation mechanism, com-
prehensive study of how the equation of state affects laser imprinting of an inertial
fusion target was conducted. It has been suggested that a stiffer and denser ma-
terial would reduce laser imprinting based on the equation of motion with plasma
pressure perturbation (or irradiation nonuniformity). Therefore, while the con-
ventional material of ICF capsule is polystyrene, author investigated the detailed
temporal evolution of the imprint perturbation in the diamond foil which is a
candidate of the stiff-ablator material by using radiation hydrodynamic simula-
tion. The simulated perturbation is compared with experimental measurements
of areal-density perturbations obtained by using x-ray shadowgraphy for diamond
and polystyrene. The experimental results are well reproduced by the results of the
radiation hydrodynamic simulations, which indicate that the imprinting amplitude
due to nonuniform irradiation (nonuniformity=intensity perturbation/average in-
tensity∼10%, average intensity, 4.0× 1012 to 5.0× 1013W/cm2) differs by a factor
of two to three between diamond and polystyrene. It was demonstrated for the
first time that the material density and compressibility during laser irradiation



relate to the imprinting mitigation.
On the other hand, experiments have suggested that influence of solid strength

including local fracture is induced to the diamond foils by large irradiation nonuni-
formity, which do not be reproduced by the two-dimensional radiation hydrody-
namic simulation. The experimental and simulation results suggest that the large
irradiation nonuniformity (or pressure perturbation) partially exceed the elastic
limit of dynamic stress and this structure affects the perturbation. Irradiation
conditions under which solid strength becomes issues were found.

As mentioned above, diamond capsule is considered to be a candidate as a
direct-drive ICF targets because material stiffness is the effective parameter for
mitigation of laser imprinting. Furthermore, in order to realize ICF, highly precise
capsules with film thickness uniformity at the nano order level are required. There-
fore, author carried out synthesis and development of diamond capsules (diameter
about 500 or 2000µm, film thickness ≤ 10µm) by using chemical vapor deposition
(CVD) method through collaborative research with National Institute of Advanced
Industrial Science and Technology (AIST) and Institute of Laser Engineering, Os-
aka University. In the synthesis experiments, high precision diamond capsules with
sphericity ∼99.7 % and the surface smoothness of several tens nanometer or less
were obtained without mechanical-polishing. Consequently, the author confirms
experimentally and numerically that diamond is superior to conventional material
(polystyrene) as a direct-drive ICF capsule material, and shows that spherical di-
amond foils can be fabricated by the method which can expect mass production
of capsules.

This dissertation consists of seven chapters. Chapter 1 introduces the scenario
and some important issues on direct-drive ICF. In particular, it is pointed out that
laser imprinting and hydrodynamic instability are important issues in the direct-
drive scheme. The Chapter 2 shows a model of laser imprinting. It is described
that material stiffness and density are important parameters to mitigate the laser
imprinting by nonuniform irradiation. Chapter 3 explains equation of state in the
radiation hydrodynamic simulation code for comparison with the experimental
studies of laser imprinting. Equation of state is related to material stiffness (com-
pressibility) and density. Chapter 4 shows the experimental and simulation studies
of laser imprinting with diamond foils. The perturbation generated by irradiation
nonuniformity was observed by amplifying its perturbation with hydrodynamic
instability growth. The areal-density perturbations for single-crystal diamond and
polystyrene foils were measured. Experimental results are compared with numer-
ical calculations. The effects of material stiffness and density on laser imprinting
are quantitatively evaluated. In Chapter 5, in addition, perturbation structure
on diamond foils due to laser irradiation nonuniformity has been investigated and
the solid strength issues in non-uniform irradiation is discussed. Chapter 6 de-
scribes the fabrication and development of diamond capsules for ICF targets using
a chemical vapor deposition method. Chapter 7 is devoted to conclude this study
with the summary of the obtained results.
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Chapter 1

Introduction

1.1 Principle of laser fusion

A nuclear reaction in which the total mass of the final products
∑

f mf is smaller

than that of the reacting nuclei
∑

i mi is exothermic, that is, releases an energy

(
∑

i mi −
∑

f mf )c
2 proportional to such a mass difference ∆m. Here the symbol

m denotes mass, the subscripts i and f indicate, respectively, the initial and the

final products, and c is the speed of light. The mass difference ∆m between the

final products and reacting nuclei has to provide an amount of energy equal to the

difference between the final and initial binding energy in order to dissociate the

nucleus into its component neutrons and protons. Exothermic reaction occurs for

fission reactions, in which a heavy nucleus is split into lighter fragments, and for

fusion reactions, in which two light nuclei merge to form a heavier nucleus. The

reaction rate, that is, the number of reactions per unit time and per unit volume, is

proportional to the square of nucleus density [1], indicating the role of the density

of the fuel in achieving efficient release of fusion energy.

The largest fusion cross-section occurs for the deuterium-tritium reaction [D

+ T → n (14.1 MeV) + 4He (3.5 MeV)], requiring temperatures of the order of

several tens of million degrees or keV to overcome the Coulomb barrier between

the fusing nuclei (Fig. 1.1). The collision cross section corresponds to the prob-

ability that the incident particle collides with the target particle. At a collision

with energies of 5−300 keV, it has a cross section σDT of about 10−3−5 barn

(1barn=10−28 m2) and releases an energy of QDT = 17.6MeV [1, 2]. Another

11



important quantity for nuclear reaction is the reactivity, defined as the proba-

bility of reaction per unit time per unit number density of target nuclei. The

average reactivity is obtained by the collision cross section and the velocity dis-

tribution of the relative velocity between particles (Boltzmann distribution). As

shown in Fig. 1.2, the deuterium-tritium reaction has by far the largest reactivity

< σv > [2]. When the particle number density of ions for deuterium and tritium

are nD and nT respectively, the reaction rate per unit volume and per unit time

is expressed by reaction rate = nDnT < σv > [cm−3s−1], relate to the reactiv-

ity and total nuclei number densities. Deuterium is provided from water (37g of

D per 1000 kg of water). Tritium is bred from Lithium by DT fusion neutrons

(6Li + n → T+ α+ 4.86MeV or 7Li + n → T+ α− 2.87MeV). Tritium of about

1011 t exists in the oceans. Primary fuel (deuterium and litium) is practically

inexhaustible, well distributed on earth, at low cost.

The TT reaction (T + T → α + 2n + 11.3 MeV) is also important for the

controlled fusion research. Due to atomic number=1, reactions between the hy-

drogen isotopes, deuterium and tritium, have relatively large tunnel penetrability.

In advanced fusion fuels, the D3He reaction (D + 3He→ α + p + 18.35 MeV) does

not involve radioactive fuel and does not release neutrons, but a D3He fuel would

anyhow produce tritium and emit neutrons due to unavoidable DD reactions (D

+ D → T + p + 4.04 MeV, D + D → 3He + n + 3.27 MeV)).

The method being advanced in nuclear fusion study with the goal of realizing

nuclear fusion as an energy source is to generate high temperature ionized gas

composed of nuclei of D and T ( D-T plasma), and to sustain the nuclear fusion

reaction by utilizing the collision caused by the thermal motion of the nuclei. For

example, once D and T having an energy of 10 keV react, energy (17.58 MeV) of

1800 times as high as 10 keV is obtained. If we can increase the number of nuclear

fusion reactions, then we could have a practical energy source. It is necessary for

the practicality of energy source to maintain the temperature of the plasma at 10

keV or more to facilitate realization of the nuclear fusion reaction and maintain the

density value for a certain period of time to increase the number of nuclear fusion

reactions. The plasma inertia confines the plasma pressure long enough for the

12



T+T→ a+2n

D+T→ a+n

D+3He→ a+p

Figure 1.1: Fusion cross sections versus collision energy for reactions of interest to
controlled fusion energy.

DD

DT

D3He

Figure 1.2: Reactivity as a function of the temperature for the reactions of interest
to controlled fusion.
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thermonuclear burn to produce copious amounts of fusion reactions in a process

known as inertial confinement fusion (ICF). Inertial confinement fusion (ICF) is

distinguished from magnetic confinement fusion (MCF [3]) in that the fusion fuel

is compressed and maintained (briefly) at fusion densities and temperatures by its

own inertia. There are two approaches to laser-driven ICF: direct drive, in which a

spherical target containing fusion fuel is directly irradiated by laser beams [4], and

indirect drive, in which the laser beams heat the inside of a typically cylindrical

container known as a hohlraum, producing x rays that irradiate a spherical fuel-

containing capsule [5, 6].

In nuclear fusion reactor, the fusion energy will be released, compensating for

the energy losses due to emission of radiation and to thermal conduction and

convection. In order for energy from nuclear fusion to exceed plasma heating or

radiation loss, conditions in plasma density n and confinement time τ are imposed.

The minimum value nτ of the required condition is about 1014 cm−3s for the DT

reaction and about 1016 cm−3s for the DD reaction [1]. This required condition

is called ”Lawson creterion”. In the MCF, it is required to hold the plasma for

several seconds at the plasma density of about 1014 cm−3. In laser-driven ICF, it

is necessary to confine high density plasma of 1026 cm−3 for about 10−12 s. This

study is concerned solely with direct-drive ICF.

The concept of a direct-drive ICF are sketched in Fig. 1.3. The target capsule

for ICF experiments consists of a cryogenic layer of deuterium and tritium (DT)

frozen onto the inner surface of a spherical shell of ablator material. The interior of

the DT ice layer contains low-density DT gas in thermal equilibrium with the ice.

The density ρv of the DT gas, in pressure equilibrium with the cryogenic DT layer,

is controlled by regulating the target temperature T0. The value ρv = 0.3mg/cm3

of DT gas density is achieved by keeping the target at T0 ≈ 17.9K. The density

ρDT for DT ice is about 0.2 g/cm3. Typical ignition and high-gain target capsules

for an fusion reactor have diameters from 3 to 5 mm and ice layer thicknesses

from 160 to 600 µm. In direct-drive ICF, a fuel capsule is irradiated directly

with intense laser light. The laser light is absorbed by the target, leading to the

ablation of target material (at the“ ablation surface”) to form a hot ablated

14



Capsule
(ablator)DT ice

DT 
vapor

Laser 
beam

Ablated
plasma

Imploding capsule

(a) (b)

(c) (d)

Compressed fuel 
(~1000 times solid density)  

Hot spot (> 5 keV)
Low density

plasma

Volume compression
Exploding fuel

Figure 1.3: Principle of inertial confinement fusion by spherical implosion. (a)
Irradiation on fuel capsule. (b) Implosion driven by ablation plasma. (c) Central
ignition. (d) Burn propagation.
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plasma (Fig. 1.3(a)). The plasma pressure on the surface drives the fuel implosion

(Fig. 1.3(b)). As the imploding capsule stagnates in the centre its kinetic energy

is converted into thermal energy. At this time (Fig. 1.3(c)), the fuel consists of a

highly compressed shell enclosing a hot spot of igniting fuel in the centre. In these

targets, the first fusion reactions occur in a central“hot spot”-a high-temperature,

low-density region surrounded by a lower-temperature, higher-density DT shell. It

is critical that the hot spot has sufficient energy production and areal density ρR

(where ρ is the density and R is the radius) for significant alpha-particle energy

deposition to occur in the hot spot.

For ICF, it is common to use the product of plasma density ρ and capsule radius

R instead of nt. The time td until the spherical fuel of radius R thermally expands

can be expressed as td=αR/cs. Here cs =
√
kβT/mi is the sound speed and α is

a positive constant less than 1 and is a parameter characterizing the magnitude.

This is the time when the burn wave propagates only around 1/4 of the radius from

the periphery of the fuel sphere. This takes into consideration that about 50% of

the total mass is included in the spherical shell of 1/5 the radius. The number

density n of ions in the unit volume is ρ/mi, therefore the Lawson parameter nt is

nt ≈ ρ

mi

αR

cs
. (1.1)

Assigning the numerical values nt = 1014 cm−3s, kβT = 20 keV, mi = 2.5 ×

1.67 × 10−24g for the DT reaction into the mathematical expression leads to ρR

= 0.2 g/cm2. At 4.2 keV fusion alpha particle power exceeds bremsstrahlung

power [1]. Therefore, even for deuterium-tritium the temperature must exceed 5

keV. The hot spot needs to self-heat for fuel burn propagation as in Fig. 1.3(d). In

an ignited DT plasma, a fraction of the energy associated with theα-particles (3.5

MeV) from the DT reactions is deposited in the plasma itself, thereby increasing

its temperature and, in turn, the fusion reaction rate. The hot spot temperature

or internal energy rise when the power density Wdep deposited within the hot spot

by fusion products must exceed the sum of all power losses (contribution due to
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mechanical work Wm, power density loss by radiation Wm, and power density loss

by thermal conduction We). That is, the self heating condition is expressed as

Wdep > We+Wr+Wm. When the self-heating occurs sufficiently, the surrounding

main fuel also becomes high temperature and nuclear fusion reactions are caused

in a chain reaction by burn propagation (Fig. 1.3(d)). This is called ”ignition”.

From Refs. [5] and [6], this typically requires an ion temperature of 10 keV and ρR

≈ 0.3 g/cm2, although the ion temperature of 5 keV at the onset of ignition with

a larger ρR is considered to be more realistic. Typical ICF ignition designs use a

maximum implosion velocity in the range of 3.5-4.0 × 107 cm/s, corresponding to

an ion temperature of 4 to 5 keV [11]. Another concern at maximum compression

stage is mixing between the hot fuel in the core and the cooler shell material,

reducing the temperature of the hot fuel (as described following Section). The

controlled fusion requires the achievement of such extreme conditions.

1.2 Important phenomena for direct-drive iner-

tial confinement fusion

Heren, taking laser implosion diagram as shown in Fig. 1.4, chasing the sce-

nario of implosion with time, explain the physics in each process. The structure

of the outer and inner surfaces of the target shell during laser implosion is also

shown in Fig. 1.5. At early phase [Fig. 1.4(1)], an intense laser light is absorbed

by multi-photon absorption at the target surface, leading to the ablation of tar-

get material (at the ”ablation surface”) to form a plasma. Electrons accelerated

by the electric field of laser light collide with atoms and ions to form high tem-

perature plasma. The electrons are heated by such classical absorption (inverse

bremsstrahlung). The laser-heated electron carries energy to the ablation surface

by heat conduction and maintains ablation. The ablation pressure generated in

the plasma launch the shock waves that propagate into the target. The spatial

perturbations occurs on the ablation surface due to spatial intensity nonunifor-
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mity of the laser beam, which is called laser imprinting (see Fig. 1.5(a)). During

this shock-transit stage [Fig. 1.4(2)], target perturbations (imperfections in fab-

rication or shell-inner perturbations by laser-beam non-uniformities) evolve as a

result of a Richtmyer-Meshkov (RM) instability [7, 8]. The classical RM instabil-

ity involves the interaction of a planar shock with a perturbed interface between

two fluids. The transmitted shock and reflected shock (or reflected rarefaction)

created after that interaction becomes distorted, producing a pressure perturba-

tion in the shocked region. After the shock reaches the inner surface of a target

shell, a rarefaction wave moves outward toward the ablation surface. The ablator

and ice layer (collectively known as the shell) begin to accelerate inward toward

the target center. Important issues during this initial stage include the develop-

ment of ablation-surface perturbations as a result of laser imprint, the feedout of

inner-surface perturbations carried by the rarefaction wave to the ablation surface,

and laser-plasma interactions in the coronal plasma. Laser-plasma interactions can

have undesirable effects including the production of energetic electrons (also known

as fast, hot, or suprathermal electrons), leading to fuel preheat. X rays from the

hot plasma surrounding the target can also lead to preheat.

The laser intensity increases during the acceleration phase. Ablation-surface

perturbations grow exponentially because of the Rayleigh-taylor (RT) instability

[Fig. 1.5(b)], while the main shock within the DT gas converges toward the target

center (Fig. 1.4(3)). Exponential growth continues until the perturbation ampli-

tude reaches 10% of the perturbation wavelength, when the instability growth

becomes nonlinear [9]. The greatest concern during the acceleration phase is the

integrity of the shell. The ablation-surface perturbations grow at a rate that de-

pends in part on the shell adiabat a, defined as the electron pressure divided by the

Fermi-degenerate pressure that the shell would have at absolute zero temperature.

Larger adiabats result in thicker, lower-density imploding shells, larger ablation

velocities, and better overall stability, but at the cost of lower overall performance.

(The ablation velocity is the rate at which the ablation surface moves through the

shell.)
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Figure 1.4: Implosion diagram of the capsule.

The strong shock by ablation pressure moves ahead of the accelerating shell

and is reflected at the target center (Fig. 1.4(4)). When the reflected shock wave

reaches the converging shell again, the target shell is decelerated. The stage from

the start of this deceleration is called the deceleration phase. As the shell decel-

erates, its kinetic energy is converted into thermal energy and then the DT gas is

heated. The shell compression depends on the temperature of the DT at the start

of the deceleration phase, and the maximum temperature depends on the kinetic

energy of the shell. In deceleration phase, hot spot and a high density main fuel

region are formed, self heating occurs in the hot spot, and the detonation wave

propagates through the main fuel part. The most significant issue during the de-

celeration phase is the hydrodynamic instability of the inner surface of the shell.

The deceleration instability is seeded by the feedthrough [1] of ablation-surface

perturbations to the inner surface combined with the original inner-surface per-

turbations. Perturbation of the inner surface of the target shell grows due to RT

instability, because acceleration gravity acts from high density plasma towards low

density plasma (Fig. 1.5(c)). Another concern at this phase is mixing between the

hot spot fuel in the core and the cooler shell, reducing the temperature of the hot

19



Ablated 
plasma Feed out

Imprinting and 
shock wave

Capsule
(ablator)

DT ice

DT 
gas

Rayleigh-Taylor growth 
at the ablation front

Limited Hot spot size

Rayleigh-Taylor growth 
at the inner surface

(b)(a) (c)

(d)

Laser 
beams

Figure 1.5: Schematic of the four main stages of a direct-drive target implosion. (a)
Early stage. (b) Acceleration phase. (c) Deceleration phase. (d) Peak compression.
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spot. The grown perturbation limits the hot spot size and reduces the fusion yields

(Fig. 1.5(d)).

1.3 Hydrodynamic instabilities on direct-drive

inertial confinement fusion

As mentioned in section 1.2, the RT instability occurs at two stages of the

ICF implosion. First, it occurs at the outer surface of the shell (acceleration

phase). The RT instability also develops at the shell inner surface, at the end of

the implosion (deceleration phase), when the converging shell is slowed down by

the pressure exerted by the inner hot spot. The RT instability is an important

phenomenon in laser implosion because it limits the size of the hot spot in the fuel

capsule. The Figure 1.6 shows the illustration of mechanism for the RT instability.

The fluids are subjected to gravity, g, and a light fluid with density ρ1 supports

a heavily fluid with density ρ2. In the bubble region, buoyancy acts dominantly,

while gravity becomes dominant in the spike region. Therefore, the force acting

on the spike or bubble is (ρ2−ρ1)ζg, where ζ is the perturbation amplitude at the

interface. By assuming incompressibility, i.e., ∇·v = 0, the fluid velocity vz in the

z axis direction can be determined analytically. Using the relational expression

∇ϕ ≡ v of velocity potential ϕ and fluid velocity v, Laplace equation is obtained:

∇2ϕ = 0. (1.2)

Assuming that the velocity potential ϕ is ϕ = f(z)cosky (k is wave number),

ϕ = f0e
−k|z|cosky is obtained from the equation (1), where f0 is a time dependent

parameter. Hence, the flow velocity vz in the z axis direction is vz = ζ̇e−k|z|cosky,

where ζ̇ represents a parameter of velocity depending on time t. The equation of

motion in the z axis direction is
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∂

∂t

[∫ ∞

−∞
ρ(z)vz(z)dz

]
= (ρ2 − ρ1)ζg

∂

∂t

[∫ 0

−∞
ρ1ζ̇e

kzdz +
∫ ∞

0
ρ2ζ̇e

−kzdz
]

= (ρ2 − ρ1)ζg

ζ̈(ρ1 + ρ2)

k
= (ρ2 − ρ1)ζg. (1.3)

From, eq (1.3), in the classical Rayleigh instability of superposed fluids (Fig. 1.6(a)),

sinusoidal perturbation ζ of the interface grows exponentially in time

ζ = ζ0exp(γclt) (1.4)

with growth rate γcl =
√
Agk. A = ρ2−ρ1

ρ2+ρ1
is the Atwood number and ζ0 is“ small”

initial amplitude.

Heavy
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Density

Density
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z
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Figure 1.6: Concept of Rayleigh-Taylor instability occurring at the interfaces be-
tween fluids of different densities. In (a) a lighter fluid supports a heavier fluid; in
(b) a lighter fluid accelerates a layer of denser fluid. two cases are equivalent.
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The same considerations can be applied in a straightforward manner to the

interface between two fluids in an accelerated frame (Fig. 1.6(b)). This is for in-

stance the case of an ICF shell driven by hot ablating plasma. In a frame moving

with the interface the fluid effectively sees an inertial force per unit mass g = −a,

where a is the acceleration. The interface is then unstable if the acceleration is

directed towards the denser fluid, which is just the case of the outer surface of an

ICF shell during the stage of inward acceleration. For example, in laser fusion, the

shell’s acceleration is about 1016 (cm/s2). Assuming that the wavenumber k and

the Atwood number A are 2π/50µm and ∼ 1, respectively, then γ ∼ 3.5 (1/ns)

thus the amplitude is amplified to eγ·2(ns) (≈ 1000) times. The same case applies

to the inner surface of the ICF shell in the deceleration phase.

It is known that the RT growth on the ablation surface due to laser irradiation is

suppressed more than classical growth due to the existence of ablation flow across

the boundary surface with different densities and smoothing of the density bound-

ary surface due to the heat conduction. As mentioned above, the perturbation

amplitude of classical RT instability grow in time as exp(γclt) and decay in space

as exp(−kz), where z is the distance from the unstable interface. In the ablative

RT instability, due to ablation, the interface moves inside the dense material with

ablation velocity va. Therefore, the interface penetrates to the depth vat inside

the dense material during time t. The effective growth of the perturbation at the

interface is exp(γclt) ·exp(−kvat). The theoretical growth rate considering ablative

stabilization is derived by Takabe et al [10] as follows:

γ = 0.9
√
kg − βkva (1.5)

Here, β is a dimensionless value, and β = 3 ∼ 4 in the Ref [10, 21]. Various

theoretical studies have been conducted on the growth rate on the ablation front

afterwards, and expressions considering the density gradient of the ablation front

are widely used [12]:
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γ =

√
kg

1 + kL
− βkva. (1.6)

Here, L represents the density scale length (|ρ/∇ρ|) of the ablation front.

Richtmyer-Meshkov (RM) instability (RMI) is a hydrodynamic instability that

occurs in a density discontinuous interface when a planar shock wave passes through

a perturbed discontinuous interface. The shock front is distorted by the lens effect

due to the distortion ξ0 of the interface. A non-uniform velocity field is left at the

perturbed interface ξ0, the perturbation increases proportionally with time t, and

its amplitude ξRM can be expressed as

ξRM = ξ0(1 + αAkUst), (1.7)

where Us is the shock wave velocity and αA is the Atwood number. The atwood

number αA refers to the value taken just after the transit of the shock. Equation

(1.7) shows that perturbation amplitude ξRM varies linearly in time t. As far as the

ICF condition is concerned, RMI is certainly less dangerous than RT instability. It

grows linearly in time, while RT instability grows exponentially in time. However,

RMI can be seeds which are amplified by the RT instability later on.

1.4 Influence of initial surface perturbation to

direct-drive ICF implosions

Imprinting due to non-uniform irradiation is an important trigger of non-

uniformity for the direct-drive ICF implosions and imprint mitigation is crucial

for reaching high convergence ratios without breaking shells apart. In this sec-

tion, the quantitative estimation that initial surface perturbation influence the

direct-drive ICF is described. This section also shows the simple estimation for

the neutron yield degradation due to perturbation growth of shell inner surface.
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When laser beams enter on spherical symmetry to a target capsule, the target

is imploded by pressure of plasma formed on the surface. However, in the case of

non-uniform irradiation, laser imprinting with various modes l occur on the outer

surface in early phase, where l is the spehrical mode number. Mode number l cor-

responds to 2πR
λl

, where R and λl are capsule radius and perturbation wavelength

of mode number l, respectively. In target implosion, imprinting perturbation am-

plitude ζ imp
l is amplified by Rayleigh-Taylor instability that occurs at the interface

of accelerating materials with different densities. According to linear theory, the

amplified amplitude ζoutl at time t0 by a perturbation of mode l at the outer surface

is expressed as

ζoutl = ζ imp
l Γout

l

= ζ imp
l exp(

∫ t0

0
γl(t)dt). (1.8)

Γout
l = exp[

∫ t0
0 γl(t)dt] is the growth factor for R-T instability, and γl is the linear

growth rate of mode l. The linear growth rate γl is derived from the linear theory

of ablative RTI. The linear growth rate γl is obtained from the linear theory of

ablative RTI with the formula such as

γl(t) = α2

√
kg

1 + kLmin

− β2kua

= α2

√√√√ gl/R

1 + lLmin/R
− β2

l

R
ua, (1.9)

where α2 ≃ 1 and β2 takes values of 1.0 and 3 ∼ 4, respectively [10, 21]. From

Refs. [1], the most unstable modes have l in the range 100-300 and corresponding

growth factors Γout
l of about 1000. When the perturbations are amplified to the

shell thickness, the shell breaks and the implosion performance declines. Thus, the

grown perturbations must be sufficiently smaller than the in-flight shell thickness.

In general, a surface perturbation needs to be suppressed within nanometer order.
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At inner surface of the shell, the perturbation grows at the same rate as at

ablation front, but with the amplitude reduced by a factor exp(- lδR
R
). Such a

phenomenon of transmission of a perturbation from an unstable surface to a stable

one is known as ”feed-through” and is important for ICF. Perturbations grown

at the unstable ablation front are fed to the inner surface of the solid DT fuel

during inward acceleration, where they seed the instability occurring at implosion

stagnation. Feed-through is, however, negligible for perturbations with wavelength

much smaller than the thickness of the shell. The inner surface of the shell becomes

unstable when the imploding material starts to decelerate due to the pressure

exerted by the inner hot spot. Seeds for such an instability are provided by both

defects of the inner surface of the solid fuel with modal amplitude ζ inl00 and feed-

through from the ablation front. The latter are caused by perturbations at the

outer surface with spherical mode l and amplitude ζoutl , which are transmitted to

the inner surface with amplitudes

ζ in−feed
l ≃ ζoutl exp(−lδR/R). (1.10)

Assuming random phases, one estimates the effective initial amplitude of mode l

as

ζ inl0 ≃ [(ζ inl00)
2 + (ζ in−feed

l )2]1/2. (1.11)

RT instability will amplify such a perturbation according to

ζ inl = ζ inl0Γ
in
l

= ζ inl0 exp(
∫

γin
l (t)dt), (1.12)
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where, γin
l is the growth rate of the deceleration-phase instability and is similar

to eq.(1.9) of the growth rate on the outer surface [1]. Integration extends from

the beginning of deceleration to just before ignition. Generally, it is found that

the most dangerous modes for Γin
l have l ≈ 20, higher modes being attenuated by

feed-through and damped by the finite density gradient and ablation flow [1].

R-T instability and related instabilities cause deformations of the shell’s outer

and inner surfaces with amplitudes ζoutand ζ in, respectively. Ignition of an ICF

target requires that the fuel shell with thickness ∆R(t) maintains its integrity

during implosion and a central hot spot with radius Rh is created at stagnation.

Therefore, it is required that

ζout(t) ≪ ∆R(t) (1.13)

at any time t during implosion and

ζ in(t) ≪ Rh (1.14)

at implosion stagnation.

The number of neutrons generated by fusion reaction inside the hot spot de-

pends on the DT particle number density (nDandnT) inside the hot spot, the fusion

reaction rate < σv >, and the volume Vhot of the hot spot. In the ideal case, the

number Nn of generated neutrons per unit time is expressed as

Nn = nDnT < σv > Vhot = nDnT < σv >
4

3
πR3

hot. (1.15)

Here, Rhot is the radius of hot spot. If there are perturbations ζ in due to hydro-

dynamic instability on the inner surface, the effective radius Reff of the hot spot

becomes small. As the effective radius Reff decreases, the number Nn of generated

neutrons per unit time decreases approximately as follows:

Nn ≈ nDnT < σv >
4

3
πReff3
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= nDnT < σv >
4

3
π(Rhot − ζ in)3

∝ (Rhot − ζ in)3. (1.16)

The figure 1.7 shows the decrease in the number of neutrons due to the inner

surface perturbation. When the perturbation reaches half the radius of the hot

spot, the number of generated neutrons decreases to about 10% of the ideal case.

Figure 1.7: Estimation of decrease in neutron yield due to grown perturbations of
shell-inner surface.

Also, the laser energy required for fusion ignition is related to the deformation

of the hot spot (implosion core). The laser energy Eign required for fusion ignition

is expressed as follows:

η · Eign =
4

3
π
(ρhotRhot)

3

< ρhot >2
Eh, (1.17)

where η is the the coupling efficiency from the laser energy to the hot-spot plasma,

Eh is the thermal energy of the unit mass of the plasma at the temperature (5 keV)

at which the fusion reaction occurs sufficiently, Rhot is the radius of hot spot, and

ρhotRhot is the areal-density of hot spot. On the other hand, deformation of the

implosion core due to fluid instability reduces the effective areal density. If δRhot is
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the perturbation amplitude of the hot-spot deformation, the effective areal-density

can be expressed as ρReff = ρhotRhot(1− δRhot/Rhot). Also, the maximum-allowed

hot-spot size Rhot increases with the laser energy Eign (or shell kinetic energy),

Rhot ≤ 40 × 10−4cm(η · Eign/10kJ)
1/2 [11]. Therefore, the required energy Eign

considering the deformation of the hot spot can be rewritten as

Eign =

 δRhot

40× 10−4
× 1

1−
(
4
3
π(ρReff)3 × (40× 10−4)2 × 0.1× Eh

0.32

)1/3

2

×10

η
[kJ]. (1.18)

The figure 1.8 shows the relation between required laser energy Eign and pertur-

bation amplitude δRhot of the hot-spot deformation, where coupling efficiency η

is 0.04, thermal energy (at Temperature 5 keV) of the unit mass Eh is 5.75 ×

105(kJ/g), and ρReff is 0.3 g/cm2. In order to achieve target ignition with laser

energy of 100 kJ and 1 MJ, hot-spot deformation (or shell-inner perturbation) must

be suppressed within ∼ 1µm and ∼ 4µm respectively. Laser energy required for

target ignition increases markedly with nonuniformity.

Figure 1.8: Estimation in relation between laser energy required for fusion ignition
and allowance for hot-spot deformation (or shell-inner perturbations).
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1.5 Significance of this study

In direct-drive inertial confinement fusion (ICF), a fuel capsule is irradiated di-

rectly with the intense laser beams. The target is imploded by pressure of ablation

plasma formed on the surface. Then, fusion fuel is compressed and heated by tar-

get implosion. When high temperature of 50 million degrees or more (≥ 5 keV)

and dense plasma of ∼1000 times the solid density are realized, explosive fusion

reactions (fuel ignition and burn) become possible. In order to produce the fuel

ignition and burn, spherically symmetric implosion of the capsule are required.

However, initial imprinting due to irradiation non-uniformity on the capsule sur-

face degrades symmetry of the target implosion and reduce the fusion yields as a

result. Therefore, suppression of laser imprinting due to irradiation non-uniformity

is a important subject on direct-drive ICF targets.

In this dissertation, comprehensive study of how the material stiffness and den-

sity affects laser imprinting by nonuniform laser irradiation of an inertial fusion

target was conducted. Heretofore, no studies have focused on how the density and

compressibility of the target material affect laser imprinting. The effect of density

and compressibility is verified both by using 2D hydrodynamic simulations and by

experiments for diamond and polystyrene (which is typical capsule material). The

main goal of this study is to verify the theory and the two-dimensional calculation

of laser imprinting for materials of various densities and compressibilities by com-

parison with the experiment.

Although the diamond with stiff characteristic becomes candidate as ablator ma-

terials, brittle materials such as diamond can easily cleave due to dynamic stress

on a certain crystallographic plane. In the case of direct-drive inertial confine-

ment fusion, in particular, the nonuniform laser irradiation would lead to local

fracture on brittle material surface. However, so far, little research has been done

on solid strength issues in surface perturbation due to nonuniform irradiation. In

this study, perturbation structure and influence of the solid strength on diamond

foils due to laser irradiation nonuniformity has also been investigated.

Also, high precise capsules with film thickness uniformity at the nano order level
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is necessary for ICF target. And, the diamond with stiff characteristic becomes

candidate as direct-drive ICF capsule materials. Aiming at improving performance

of inertial confinement fusion (ICF) targets, synthesis technology of diamond cap-

sules was developed. Synthesis and characterization of the diamond capsule by

using the Hot Filament CVD method was investigated for the first time. This

method without mechanical-polishing would be applicable to mass production of

capsules.

1.6 Structure of this dissertation

This dissertation consists of seven chapters. In Chapter 2, a model of laser

imprinting that affects the implosion performance of ICF targets is shown. It

is described that material stiffness and density are important parameters to the

mitigate laser imprinting by nonuniform irradiation. Chapter 3 explains equation

of state in the radiation hydrodynamic simulation code for comparison with the

experimental studies of laser imprinting. Equation of state is related to material

stiffness and density. Chapter 4 shows the experimental and simulation studies

of laser imprinting with diamond foils. The perturbation generated by irradiation

nonuniformity was observed by amplifying its perturbation with hydrodynamic

instability growth. The areal-density perturbation for single-crystal diamond and

polystyrene foils was measured. Experimental results are compared with simula-

tion calculations and the effects of material stiffness and density on laser imprinting

is quantitatively evaluated. Chapter 5, in addition, perturbation structure on di-

amond foils due to laser irradiation nonuniformity has been investigated and the

solid strength issues in non-uniform irradiation is discussed. Chapter 6 describes

the fabrication and development of diamond capsules for ICF targets using chem-

ical vapor deposition method. Chapter 7 is conclusion and the contents in this

dissertation are summarized.
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Chapter 2

Mechanism and mitigation on

laser imprinting

2.1 Introduction

As shown in Chapter 1, laser imprinting occurs on the target surface due to

irradiation non-uniformity at the early stage of direct-drive ICF. Imprint pertur-

bation is amplified by Rayleigh-Taylor instability at the interface of accelerated

materials with different densities. For the direct-drive ICF implosions, the imprint

mitigation is crucial for reaching high convergence ratios without breaking shells

apart. In this chapter, fundamentals of laser imprinting are reviewed and effect of

material stiffness and density on imprint mitigation are discussed.

2.2 Modeling of laser imprinting

Figure 2.1(a) shows a schematic illustration of laser imprinting and indicate some

physical notations. When a target is irradiated with an intense laser light, a corona

plasma is formed and expands on the target surface rapidly, which is called ab-

lation. The intense laser light produces the ablation pressure Pa at the ablation

front; the ablation pressure launches a shock wave and introduces fluid flow (with
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velocity va0) into the target. Irradiation with non-uniformity δI/I0 produce the

perturbation δPa of pressure by ablation plasma, where δI/I0 is intensity pertur-

bation/average intensity. Pressure perturbation δPa introduces the non-uniform

fluid velocity δva on the ablation front. At the same time, rippled shock propagates

into the target. The time derivative of total momentum MVdepth of the fluid with

the flow vx in target depth direction x between the ablation surface xa and the

shock front xs is determined by the pressure P acting on the compressed region,

the momentum loss Lossy in the depth direction x due to the lateral flow vy, and

the momentum loss Lossx in the depth direction x due to mass ablation of the x

axis direction. If we ignore the momentum loss Lossx by mass ablation to make it

simple, the x component of the basic equation of motion in the shocked region is

∂MVdepth

∂t
+ Lossy = −P |xs

xa
. (2.1)

The momentum MVdepth corresponds to the total momentum (per unit area) of

the fluid in the depth direction between the ablation surface xa and the shock wave

surface xs:

MVdepth(y, t) =
∫ xs

xa

ρ(x, y, t)vx(x, y, t)dx. (2.2)

In the case of non-uniform irradiation, the pressure perturbation causes momentum

perturbation of the target. From the equation of motion, the time derivative of the

momentum perturbation per unit surface imposed on the target should be equal

to the pressure perturbation on the ablation front:

∂δ(MVdepth)

∂t
+ δ(Lossy) = δPa. (2.3)

If the spatial density perturbation δρ can be ignored in the shocked region, the

fluid velocity perturbation δva(x, t) behind the shock wave attenuates along with

the depth direction x [19,21,22]:

δvx(x, y, t) = δva(xa, y, t)e
−k(x−xa). (2.4)
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In other words, the momentum perturbation in the depth direction δ(MVdepth) is

δ(MVdepth) =
∫ xs

xa

ρ(x, y1, t)vx(x, y1, t)dx−
∫ xs0

xa0

ρ(x, y2, t)vx(x, y2, t)dx

=
∫ xs

xa

ρsva(x, t)dx−
∫ xs0

xa0

ρs0va0dx

=
∫ xs

xa

ρs0(va0 + δvae
−k(x−xa))dx−

∫ xs0

xa0

ρs0va0dx

≈ ρs0va0(δxs − δxa) + ρs0δva
1− e−k(xs0−xa0)

k
. (2.5)

The subscript 0 denotes the unperturbed quantities. From Equation (2.4), velocity

perturbation δvs on the shock front can be approximated as

δvs = vs0
δva
va0

e−k(xs−xa), (2.6)

where vs0 is unperturbed velocity of shock wave. Therefore, the perturbation

∂δ(MVdepth)

∂t
of the force acting in the depth direction x can be expressed as

∂δ(MVdepth)

∂t
=

∂

∂t

{
ρs0va0(δxs − δxa) + ρs0δva

1− e−k(xs0−xa0)

k

}
= ρs0δva{2vs0e−k(xs0−xa0) − va0(1 + e−k(xs0−xa0))}

+ ρs0
1− e−k(xs0−xa0)

k

dδva
dt

. (2.7)

Here, the density behind the shock wave ρs0 and the fluid velocity va0 behind the

shock wave are assumed to be independent of time.

At the same time, There is momentum due to the lateral fluid motion from the

strongly to the weakly pushed region. The momentum loss due to the lateral flow

in the depth direction is

δ(Lossy) =
∫ xs

xa

∂

∂y
(ρsvyvx)dx
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Figure 2.1: Schematic illustration of laser imprinting due to nonuniform irradi-
ation: (a) Early irradiation time. (b) When time has elapsed from just after
irradiation and the plasma region on the surface is expanded.

≈ ρs0va0

∫ xs

xa

(−∂vx
∂x

)dx

= ρs0va0δva(1− e−k(xs0−xa0))

= ρs0va0δva(1− e−kUs0t). (2.8)

−∂vx
∂x

is derived from the assumption that the fluid is incompressible: ∇·v = 0. Fi-

nally, from Equation (2.3), the equation describing the fluid velocity perturbation

δva on the ablation front can be expressed as

ρs0
dδva
dt

(t)
1− e−k(xs0−xa0)

k
+ 2(vs0 − va0)e

−k(xs0−xa0)δva(t)ρs0 = δPa(t). (2.9)

Numerical calculation of momentum perturbation ρs0δva on the ablation front can

be simplified by Runge-Kutta method [19, 21, 22]. ρs0, xa0, xs0, and δPa can be

calculated from the 1D hydrodynamic simulation (ILESTA) [45] and the amplitude

δxa(t) of the imprint perturbation is
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δxa(t) =
∫ t

0
δva(t

′)dt′. (2.10)

In the early phase, k(xs − xa) < 1, Eq.(2.9) approximately equals the following

equation:

2(vs0 − va0)δva ρs0 = δPa(t). (2.11)

The imprint amplitude (i.e., the perturbation of the ablation front) δxa in very

early irradiation timing can be obtained as

δxa =
∫ t

0
δva(t

′)dt′

=
∫ t

0

δ(Pa)

2ρs0(vs0 − va0)
dt′. (2.12)

In general, the laser energy is mainly absorbed by a low-density plasma from the

critical density surface to the laser direction via inverse-bremsstrahlung process.

The laser absorption is spatially distributed along the laser path.The absorbed

energy is then transported to the ablation surface by electron thermal conduction.

For laser imprinting, pressure perturbation (or the temperature perturbation) is

relaxed by diffusive electron’s thermal conduction (see Fig. 2.1(b)). It is called

thermal smoothing effect. This effect is taken into account in the model of laser

imprinting. Then the pressure perturbation normalized by the unperturbed pres-

sure δPa/P0 may be given by cloudy-day model [23]

δPa/P0 =
2

3

δI

I0
e−kDsb , (2.13)

where the factor 2/3 comes from the relation of P ∝ I2/3, exp[−kDsb] is a smooth-

ing coefficient. The exponential factor stands for the reduction of the nonunifor-

mity due to the thermal conduction from a point of the laser absorption to the
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ablation surface. Dsb is the effective separation from a point of the laser absorption

to the ablation front (called the“ standoff distance”) as given by

Dsb = −1

k
log{

∫ xa
−∞ S(x)e−k(xa−x)dx∫ xa

−∞ S(x)dx
}, (2.14)

where Sabs(z) is the absorbed laser power per unit length and k is the wavenumber

of the laser nonuniformity. xa is the position of the ablation front, and −∞

corresponds to a position far from the target toward the laser. Although the

imprint perturbations are suppressed by the thermal smoothing effect, when the

wave number k of the irradiation nonuniformity or the standoff distance Dsb at

early irradiation timing are small, suppression by thermal smoothing is not so

effective. In other words, another new idea to compensate for a weak point of this

effect is necessary.

2.3 Effects of material density and compressibil-

ity on laser imprinting

Consider a laser imprinting corresponding to small strain of the solid and very

early irradiation times. When the strain of the solid is very small, the variation

of the density ρs is small (ρs ≈ ρ0), and the flow in the lateral direction y can be

neglected. The equation of motion in the depth direction of the shocked region is

as follows:

∂δ(MVdepth)

∂t
= δPa. (2.15)

Using Eq.(2.5) and Eq.(2.6), Equation (2.15) can be written as

∂

∂t

{
ρs0va0(δxs − δxa) + ρs0δva

1− e−k(xs0−xa0)

k

}
= δPa

2δvaρs0(vs0 − va0) = δPa. (2.16)

38



(Here, it is assumed that k(xso − xa0) ≪ 1.) Hence, the imprint amplitude (i.e.,

the perturbation of the ablation front) δxa can be obtained as

δxa =
∫ t

0
δvadt

=
∫ t

0

δ(Pa)

2ρs0(vs0 − va0)
dt. (2.17)

Some parameters of laser imprinting are particularly important during very early

irradiation times [i.e., when exp[kDsb(t)]≈1]. Equation (2.12), (2.17) also infers

that density and compressibility, which are related to the equation of state (EOS),

are functions of laser-imprinting amplitude. Based on conservation of mass across

a shock wave in the form ρs0/ρ0 = vs0/(vs0 − va0) (see Appendix A.1), low com-

pressibility implies a large difference vs0 − va0, that is, a stiff material with low

compressibility (= ρs0/ρ0) may reduce laser imprinting. In addition, the imprint

amplitude is expected to decrease as the ablator density ρs0 increases. The imprint

amplitude δxa can be approximated as

δxa =
∫ t

0

δ(Pa)

2ρs0(vs0 − va0)
dt

≈ 1

3

δI

I0

∫ t

0
va0 · exp[−kDsb(t)]dt. (2.18)

Thus, laser imprinting on a material is seeded by nonuniform motion of mass

due to pressure perturbations (∝ δI/δI0 · va0), which is related to material density

and stiffness, as shown above. The EOS of a solid or a liquid can be represented

as a sum of three components, which describe the elastic properties of the cold

body, the thermal motion of the atoms (nuclei), and the thermal excitation of the

electrons. Material stiffness or compressibility is related to the Hugoniot curve for

a condensed substance and to the elastic pressure curves of a cold body, which are

included in the EOS for a material. In particular, at very early times, material

properties including the density and compressibility play an important role in laser
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imprinting for long-wavelength perturbations and small standoff distance (kDsb ≪

1). Also, material strength is expected to be essential in low-pressure conditions

because compressibility in the solid state below the elastic limit is generally very

small. The compressibility implicitly includes material strength, that is, Young’s

ratio and Poisson’s ratio.

2.4 Dependence of materials on thermal smooth-

ing effect

The standoff distance Dsb characterizing the thermal smoothing depends on the

atomic weight A and atomic number Z, that is, the effect of thermal smoothing

may be different depending on the material. The speed at which the standoff

distance expands roughly corresponds to the velocity of the critical density surface

cs (cs ≫ fluid velocity behind the shock va0). The velocity of the critical density

surface cs can be estimated assuming steady-state planar flow [34]. Here it is

assumed the laser-driven ablation front has a constant ablation rate, where the

laser energy absorption is localized at the critical density surface. In the reference

frame of the stationary ablation front, the conservation equations for planar flow

(as described in Appendex A.1) can be applied [34]

ρv = ρcvc (2.19)

P + ρv2 = Pc + ρcv
2
c (2.20)

(
5

2

P

ρ
+

v2

2
)ρv + qa = (

5

2

Pc

ρc
+

v2c
2
)ρcv + qc,a + qc,out − IL, (2.21)

where ρ, v, P are mass density, velocity and pressure and subscript c denotes quan-

tities at the critical density. The heat flux at the ablation front is described by qa,

and qc,a, qc,out, and IL describe the heat flux leaving the critical surface toward the

ablation front, the outward flowing heat flux leaving the critical surface (away from
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the ablation front), and the absorbed laser irradiance. If the thermal conduction

is sufficiently high, the plasma expansion can be approximated by an isothermal

rarefaction [1,34]. It is assumed that the laser maintains isothermal conditions in

the ablating gas through heat conduction [1]. This leads to qc,out = ρcc
3
T, repre-

senting the additional heat flux needed to maintain isothermal conditions [1, 34].

The isothermal sound speed, cT, can be expressed as c2T = P/ρ. The rarefaction

wave connects with the ablation flow as long as vc = cT. The heat at the ablation

front emerges from the conduction zone, therefore qa = qc,a. At the ablation front

v = 0 by definition. One can apply these conditions to Equation (2.21) leading to

a relation between the absorbed laser intensity and hydrodynamic quantities,

IL = 4ρcC
3
T. (2.22)

Evaluating Equation (2.20) at the ablation front yields [1, 34]

Pa = 2ρcc
2
T, (2.23)

where Pa is the ablation pressure. The mass density at the critical surface, ρc, can

be expressed in terms of the number density, nc, as ρc = Ampnc/Z, where A, mp,

and Z are the atomic weight, proton mass, and atomic number, respectively. The

electron number density nc of the critical surface is a function of laser wavelength

[11], therefore

ρc =
Amp

Z

(
1.1× 1021

λ2
µm

)
, (2.24)

where λµm is the laser wavelength in µm. Substituting Equations (2.22) and (2.24)

into Equation (2.23) results in

Pa =

(
A ·mp · (1.1× 1021)

2Z

) 1
3
(

IL
λµm

) 2
3

. (2.25)

The velocity of the critical density surface cs can be estimated using the atomic

weight A and atomic number Z. The velocity cs can be expressed as
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cs = vc =
(
1

2

) 7
6

(
A ·mp · (1.1× 1021) · λ2 · I4

Z

) 1
6

, (2.26)

where mp, λ, and I are proton mass, laser wavelength in µ m, and laser intensity in

units of 1015 W/cm2. However, for example, the velocity cs for diamond (A = 12,

Z = 6) is almost the same as the that of polystyrene (A = 6.5, Z = 3.5). Therefore

the standoff distance Dsb between for diamond and polystyrene is almost the same

level under the same laser intensities.

Although mitigating laser imprinting by increasing the standoff distance at the

very early irradiation times (exp[(−k·Dsb)]≈ 1) is not effective, thermal smoothing

may be affected by material differences because the velocity of the critical-density

surface is basically related to the atomic weight and atomic number [34]. As shown

in section 4.2.5, however, the standoff distances for diamond and polystyrene are

almost the same for the given laser pulse.
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Chapter 3

Equation of state in laser-plasma

hydrodynamic simulation code

3.1 Introduction

For ICF target investigations, one needs information on material state over a

large range of densities (10−4 < ρ/ρ0 < 104, ρ0 is solid density) and temperatures

(0 < kBT < 100 keV), corresponding to pressures in the range of 0 < P < 1012 bar.

kB is Boltzmann’s constant (1.38× 10−23 [J/K]). In ICF, various phenomena such

as laser absorption, electron heating, ablation, shock wave propagation, hydrody-

namic instability, X-ray radiation, etc. occur. In many real processes the macro-

scopic parameters characterizing the state of the gas, such as the density ρ, specific

internal energy ϵ, or temperature T , change slowly in comparison with the rates

of the relaxation processes leading to thermodynamic equilibrium. Under such

conditions gas particles are at any instant of time in a state that is very close to

the thermodynamic equilibrium state corresponding to the instantaneous values

of the macroscopic parameters. Therefore, such macroscopic behavior of plasma

can be treated as the fluid. Also, radiation hydrodynamic simulations require the

equation of state (EOS) and in particular radiation transport coefficients, which

depend on material.

As described in Chapter 2, laser imprinting depends not only on thermal smooth-
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ing due to diffusive heat conduction effect but also on density and compressibility

of material. These parameters are closely related to the EOS of matter, The EOS

is the important part to describe the shock wave formation and motion of ablation

plasma.

Here we describe the EOS in the radiation hydrodynamic simulation code

(PINOCO-2D [46]) for comparison with the imprint experiment in the next chap-

ter. The PINOCO-2D is a radiation ALE (arbitrary Lagrangian Eulerian) hydro-

dynamic code. This code includes hydrodynamic, flux-limited Spitzer-Harm ther-

mal conduction [33], nonlocal thermal equilibrium multi-group radiation transport,

quotidian equation of state (QEOS) [48] and ray-trace laser energy deposition. For

the EOS, we incorporated multiphase EOS [51] and table of melting curve [52] for

a diamond with the QEOS model. In addition, we discuss the relation between

the material compressibility and EOS.

3.2 Structure of equation of state in hot dense

matters

The EOS indicates the internal state of materials, such as the pressure or

internal energy of materials expressed by temperature or density. The EOS is

related not only to ablation plasma motion and shock wave formation but also to

laser imprinting. In quotidian equation of state (QEOS) model, the pressure P

and internal energy E include elastic and thermal elements by ion and electron as

follows:

P = Pi(ρ, Ti) + Pe(ρ, Te) + Pc(ρ) (3.1)

E = Ei(ρ, Ti) + Ee(ρ, Te) + Ec(ρ), (3.2)

where Pc and Ec are called elastic pressure and elastic energy, respectively. These

macroscopic physical parameters are elastic components due to elastic force of the

materials and are expressed as a function only of density ρ, which does not depend

44



on temperature T . The elastic component is related exclusively to the forces of in-

teraction among atoms of the medium and it is needed to obtain reasonable results

for a cold matter at/or near the solid density. Pc and Ec must be experimentally

determined by measuring the sound speed or bulk modulus in the solid. Pi and

Ei are parts due to thermal motion of ions, and Pe and Ee are components due to

thermal excitation of electrons. They follows for different electron and ion tem-

perature Te and Ti. For the pressure and internal energy due to ions, the Cowan

EOS model [48] which takes into account the contributions due to atom vibrations

is chosen. The electric contribution is calculated via a basic Thomas-Fermi (TF)

model which includes particle interactions [26]. The QEOS is meant to be a stan-

dalone model with no need of libraries as in the case for SESAME [27].

3.3 Material stiffness by equation of state

As an example of full QEOS results, the pressure EOS of aluminum (Al) is

shown in Fig. 3.1. It shows the effect of the ion EOS at low pressures and temper-

atures (order of tens of thousands of degrees). Above that temperature, thermal

excitation of the electrons plays an important role. Also, EOS calculations in-

cluded in PINOCO-2D simulation on the shock-compression curve of diamond and

polystyrene (PS) foil are shown in the Fig. 3.2. The QEOS result for PS is in rea-

sonably good agreement with the experimental data on shock-compression. In par-

ticular, in the simulation code PINOCO-2D, the EOS is based on the QEOS model

coupled with recent multiphase calculation [51] and table of melting curve [52]

(Fig. 3.3) for diamond. By adapting the parameters peculiar to the material in

QEOS, the internal state of the material can be properly expressed and the re-

sult of the laser-driven shock compression experiments can be reproduced. As in

Fig. 3.2 , compressibility for diamond is much smaller than PS which is a typical

ICF capsule material. As mentioned in Section 2.3, there is the prediction that

material compressibility (or material stiffness) would affect the laser imprinting.

The laser imprinting on material is seeded by non-uniform mass motion due to
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pressure perturbation, which is related to compressibility of target material (see

Section 2.3). In the next chapter, experimental investigation on the effects of ma-

terial compressibility on laser imprinting is shown. Also, based on these EOS,

experimental results of laser imprinting are studied with the radiation hydrody-

namic simulation (PINOCO-2D).

10 eV

80 eV
1.5 eV

Figure 3.1: Total pressure of aluminum (Al) by QEOS model.
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Figure 3.3: Melting curve [52] of diamond on high pressure and high temperature.
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Chapter 4

Experimental investigation on the

effect of material density and

compressibility on the laser

imprinting

4.1 Introduction

The Rayleigh-Taylor instability (RTI) is a hydrodynamic instability caused by

gravity and is generally understood as a basic phenomenon in nature [13, 14]. As

mentioned in Section 1.3, the RTI occurs at the interface between accelerating

materials with different densities. In the inertial confinement fusion (ICF), the

RTI and related hydrodynamic mixing are the most crucial factors determining

thermonuclear ignition [4, 15] during the implosion timeline. Numerous studies

of the RTI and related hydrodynamic instabilities have been done based on this

understanding [16, 21]. Because the RTI makes small perturbations at the target

surface grow exponentially over time, initial perturbations at the ICF target sur-

face should be as small as possible. Such surface perturbations are mainly due

to two factors: (i) the surface roughness resulting from target fabrication and (ii)

imprinting due to nonuniform laser irradiation. Therefore, numerous efforts have
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been made to understand the physics of laser imprinting [17–19]. The laser imprint-

ing is caused primarily by pressure perturbations resulting from nonuniform laser

irradiation (see Section 2.2). Such pressure perturbations introduce deformations

on the target surface, followed by rippled shock propagation into the target [20].

The pressure perturbations are reduced within the coronal plasma via thermal

smoothing as mentioned in Section 2.2. Many previous investigations have striven

to mitigate the laser imprinting by enhancing the thermal smoothing by using

low-density foam ablators [24, 25, 28, 29], radiation with high-Z coatings [30, 31],

“ picket”pulse irradiation [32], or soft-x-ray pre-irradiation [33]. Although these

methods do mitigate the laser imprinting, they also increase fuel preheating and

isentropicity. Moreover, at very early irradiation times, mitigating the laser im-

printing by enhancing the thermal smoothing is not effective for long-wavelength

perturbations nor for small plasma formation or insufficient standoff distance (see

Section 2.2).

Some parameters of laser imprinting are particularly important during very

early irradiation times. Equation (2.17) in Section 2.3 also infers that density

and compressibility, which are related to the equation of state (EOS), are func-

tions of laser-imprinting amplitude. A stiff material with low compressibility (=

shock-compressed density ρs0/initial density ρ0) may reduce the laser imprinting.

In addition, the imprint amplitude is expected to decrease as the ablator density

ρs0 increases. The imprint amplitude δxa can be approximated as

δxa =
∫ t

0

δ(Pa)

2ρs0(vs0 − va0)
dt

≈ 1

3

δI

I0

∫ t

0
va0dt. (4.1)

Thus, laser imprinting δxa is seeded by nonuniform motion va0 of mass into the ma-

terial due to irradiation nonuniformity δI/δI0 (δxa ∝ δI/δI0va0), which is related

to material density and stiffness, as shown above. The EOS of a solid or a liquid

can be represented as a sum of three components, which describe the elastic prop-
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erties of the cold body, the thermal motion of the atoms (nuclei), and the thermal

excitation of the electrons (see Section 3.2). Material stiffness or compressibility is

related to the shock compression curve for a condensed substance and to the elas-

tic pressure curves of a cold body, which are included in the EOS for a material.

In particular, at very early times, material properties including the density and

compressibility play an important role in laser imprinting for long-wavelength per-

turbations λ and small standoff distance Dsb (
2π
λ
Dsb ≪ 1). Also, material strength

is expected to be essential in low-pressure conditions because compressibility in

the solid state below the elastic limit is generally very small. The compressibility

implicitly includes material strength, that is, Young’s ratio and Poisson’s ratio.

Although mitigating laser imprinting by increasing the standoff distance at the

very early irradiation times is not effective, thermal smoothing may be affected by

material differences because the velocity of the critical-density surface is basically

related to the atomic weight and atomic number [34]. As shown below, however,

the standoff distances for diamond and polystyrene (PS) are almost the same for

a given laser pulse.

Heretofore, no studies have focused on how the density and compressibility of

the target material affect laser imprinting. Diamond is the most probable can-

didate for a stiff ablator material for ICF targets because it has a small atomic

number and a large elastic limit. Sophisticated studies of diamond under ultra-

high pressure have recently been conducted by using high-intensity lasers [35–37]

and Z-pinch machines [38] and have demonstrated that diamond has both a large

elastic-plastic transition pressure [37] and a high melting temperature [36], thus

indicating that diamond maintains low-compressibility under high pressure and

high temperature.

In this chapter, detailed results of simulations showing how material density

and compressibility affect laser imprinting are reported. The main goal of this

paper is to verify the theory and the two-dimensional calculation of laser imprint-

ing for materials of various densities and compressibilities by comparison with

the experiment. Section 4.2. describes in detail the experimental conditions of

measurements of areal-density perturbations caused by nonuniform irradiation.
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Face-on x-ray backlighting, which is a standard technique for measuring hydro-

dynamic instabilities was used. Section 4.3 presents and analyzes the experimen-

tal data on areal-density perturbations and target trajectories. Section 4.4 ana-

lyzes laser imprinting by using the two-dimensional hydrodynamic simulation code

PINOCO-2D. The spatial perturbation amplitude due to laser imprinting and the

areal-density perturbation amplitude based on comparisons with the experimental

results are described. That section also show comparison of the basic hydrody-

namic parameters determined from the laser imprinting amplitude. All materials

used in the simulation, experiment, and the theoretical model lead to the same

result that density and compressibility are the key factors of laser imprinting.

4.2 Experimental conditions

The experiment was conducted at the GEKKO-XII Nd:glass laser facility at

the Institute of Laser Engineering, Osaka University [39]. An overview of the ex-

perimental setup is shown in Fig. 4.1. Flat foils were irradiated with the second

harmonic (λ=0.527 µm) of a Nd:glass laser. The pulse shape was Gaussian with

a full width at half maximum of 1.3 ns, using one beam for the foot pulse and

two stacked beams for the main drive pulse with time delays between the pulses.

A typical pulse shape is shown in Fig. 4.1. Each beam was smoothed by using a

random-phase plate [40]. Because the perturbation by laser imprinting is typically

very small for direct observation, perturbations of the target material were mea-

sured via amplification through the growth of the RTI caused by the drive beams.

The intensity of the foot pulse was modulated by placing a grid mask in front of

the focusing lens. Figure 4.2(a) shows the spatial pattern and intensity distribution

of the foot pulse at the target. The nonuniformity of the higher spatial-harmonic

components (wavelength=20∼50 µm) in the imprint pulse was less than 10 % of

the nonuniformity of the fundamental wavelength [see Fig. 4.2(b)]. The modulation

wavelength at the target surface was 100 µm, with ∼ 10 % intensity nonunifor-

mity (δI/I0). The two foot-pulse intensities were chosen mainly to investigate the

imprint perturbation in the elastic and plastic states of diamond. The averaged
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intensities I0 of the foot pulse were 4× 1012W/cm2 (“ low-foot”condition) and

5 × 1013W/cm2 (“ high-foot” condition). The high-foot pulse rapidly produces

a shock stress via the plastic response (>160 GPa) for diamond [37]. The peak

intensity of the main pulse was 1× 1014W/cm2.

Imaging slit

X-ray streak 
camera

Target

Main drive pulse
Mask 
grid

Backlight
target (Zn)

X-ray

Foot 
pulse

Main drive pulse

Main driveHigh
foot

Low
foot

Figure 4.1: Top panel shows the experimental setup for the face-on x-ray back-
lighting measurement of areal-density perturbations seeded by nonuniform laser
irradiation. The bottom panel shows a typical pulse shape.
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100 µm	

(a)	


(b)	


Figure 4.2: (a) Spatial pattern of the foot pulse at the target surface. (b) Modu-

lation wavelength spectrum of nonuniform irradiation.

The targets were 13-µm-thick single-crystal diamond foils (type-Ib, initial density=

3.51 g/cm3). The surface orientation of the single-crystal diamond was (100) plane.

PS foils (initial density= 1.06 g/cm3) with a thickness of 25 µm were used as a

reference material because several previous RTI experimental results are available

for PS [41–43], along with precise EOS data [44] and experiment data on laser

imprinting of PS [19, 21, 22]. The foil surfaces were coated with 0.05 µm of Al as

a shield against shine-through inside the foils during very early irradiation times.
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The areal-density-perturbation growth was measured by using the face-on x-

ray-backlighting technique. A backlight target (Zn) was irradiated to generate

∼1.5 keV quasimonochromatic x-rays coupled with a 6-µm-thick Al filter. The

quasimonochromatic x-rays energy and absorption coefficient necessary for data

analysis of areal-density perturbation are measured by using“ cold” foils (see

Fig. 4.3). The temporal evolution of the transmitted x-rays from the Zn back-

lighter through a diamond or PS foil was imaged by a slit (10 × 50 µm2) onto

the CuI photocathode of an x-ray streak camera with 26× magnification. The

temporal resolution of the x-ray streak camera was 143.1 ps.

As shown in Fig.4.4(a), the trajectories of the irradiated foils were measured

separately by using side-on x-ray backighting so as to evaluate their basic hydrody-

namics based on comparison with the results of the simulations described in Section

4.3. The drive-laser conditions were the same as for the areal-density-perturbation

measurements. A Cu backlit target was placed in the direction perpendicular to

the target-acceleration direction. The temporal evolution of the transmitted x-

rays from the Cu backlighter through accelerated flat foil (diamond or PS foil)

was imaged by a slit (20× 50µm2) onto the CuI photocathode of an x-ray streak

camera with a 20× magnification. The temporal resolution of the x-ray streak

camera was ∼100 ps.
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Figure 4.3: Transmittance of Zn backlighter with 6-µm-thick Al filter to

polystyrene thickness: The experimental data (symbols) is in good agreement

with the calculated value (red line) when the mass absorption coefficient µ of

polystyrene (density ρ = 1.06 (g/cm3)) is 606.78 (g/cm2). Then, the x-ray photon

energy corresponds to 1.53 keV.

4.3 Experimental results

4.3.1 Target trajectory with side-on backlighting method

The target consists of the accelerated foil target, a 50-µm-thick Be substrate,

and a 50-µm-thick Al spacer, as shown in Fig.4.4(a). Figure 4.4(b) shows an

example of a raw streaked side-on image of the target acceleration trajectory. The

time origin (t=0) is when the rise of the drive pulse reaches 50% of the maximum

peak intensity. In Fig.4.4(b), the Be substrate and the accelerated diamond target

are indicated in the backlight image. The raw image is line scanned at various

observation times and integrated over a time approximately equal to the temporal
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resolution [see example in Fig. 4.4(c)]. From the x-ray spatial profile provided by

raw data, we determine the center of mass of the accelerated foil target.

The experimental trajectory is compared with the results of the ILESTA-1D

simulation code [45] and of the two- dimensional radiation hydrodynamic code

PINOCO-2D [46]. As seen in Fig.4.4(d), both simulation results are consistent

with the experiment result. Then, the maximum intensity of the main drive for

accelerating the target is 8.8 × 1013W/cm2 and the average acceleration of the

diamond foil (Thickness 17.5 µm) is 1.6 × 1015 cm/s2. The table 4.1 shows the

observation results of the target acceleration trajectory for each laser shots.

In this study, we use the ILESTA-1D code to evaluate the basic hydrodynamic

parameters for“ unperturbed” conditions (e.g., shock breakout time, onset of

foil acceleration, and standoff distance). To analyze the laser imprinting under

“ perturbed”conditions, we use the PINOCO- 2D simulation code.
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1.0

SN36904 (Diamond 17.5 μmt)
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diamond foil
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Figure 4.4: (a) Schematic illustration of the experimental setup for measuring ac-

celeration trajectory. A schematic illustration of the target is also shown. (b) Raw

streaked image of the target trajectory measured by side-on x-ray backlighting.

(c) Lineout of the raw image at t=0.8 ns. (d) Target trajectory (center of mass)

of diamond foil from the experiment and from simulation.
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Table 4.1: Observation results of the target acceleration trajectory for each laser
shot.

Shot No Target foil (Thickness) Maximum intensity Target acceleration
of the main drive [W/cm2] [cm/s2]

36899 PS (25.0 µmt) 6.50× 1013 ∼ 3.70× 1015

36902 Diamond (15.0 µmt) 8.08× 1013 ∼ 2.15× 1015

36904 Diamond (17.5 µmt) 8.83× 1013 ∼ 1.61× 1015

4.3.2 Growth areal-density perturbation with the face-on

backlighting method

The spatial resolution for x-ray imaging system was measured by using a backlit

gold grid image to analyze the areal-density perturbation. The Au mesh (63.5

µm/period) was used to obtain the backlit grid image. In the measurement system

of this experiment, there are mainly two imaging systems, including the imaging

slit and the optical system inside the x-ray streak camera. The resolution function

of the entire diagnostics system is given by the sum of two Gaussian functions as

R(x) =
(

1

1 + α

)(
e

−x2

2σ2
1 + αe

−x2

2σ2
2

)
. (4.2)

Here, x is the position. From the Fourier transform of R(x), Modulation Transfer

Function (MTF) can also be obtained:

MTF(k) =
(

1

σ1 + ασ2

)(
σ1e

−σ2
1k

2

2 + ασ2e
−σ2

2k
2

2

)
, (4.3)

The x-ray intensity I observed by the streak camera can be expressed by a con-

volution of the x-ray intensity distribution IG just after passing through the grid

and the resolution function R(x):
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I(x) =
∫

R(x− u)IG(u)du. (4.4)

Here x is the position. Figure 4.5(a) represents the raw data of backlit grid image

observed by experimental system as in Fig. 4.1, and also shows the spatial profile of

the backlit grid image obtained by integrating the raw data into the time resolution

(143.1 ps). As shown in Fig. 4.5(b), spatial resolution are obtained by fitting

the raw profile with the fitting function I in eq. (4.4), where α = 0.194, σ1 =

5.753µm, and σ2 = 20.381µm for this measurement. The intensity distribution

IG corresponds to a step function with the spatial profile of the backlight X-ray

source. IG (input step function) was determined from the profiles of backlit grid

image and the backlit source (as in Fig 4.5(b)). Figure 4.6 shows the resolution

function R(x) and MTF in this experimental measurement system. The full width

at half maximum (FWHM) of the resolution function R(x) is ∼ 15µm, which

corresponds to the spatial resolution of the x-ray imaging system.

1ns
100 μm

Au mesh (63.5 µm/period)

SN40583

(a)
(b)

Space

Time

Figure 4.5: (a) Raw streaked images for face-on x-ray backlit grid on the spatial
resolution measurement. (b) Determination of spatial resolution by fitting the raw
profile with the fitting function.
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Figure 4.6: (a) Spatial resolution function R(x). The half value width (FWHM) of
R(x) is about 15µm. (b) Modulation Transfer Function (MTF). The perturbation
wavelength corresponding to MTF = 5% is defined as the spatial resolution of the
x-ray imaging system.

Figure 4.7 shows raw streaked face-on backlit images for the diamond and PS

targets the high-foot and low-foot irradiation conditions. The time origin (t = 0)

of the main pulse is as described above. All experimental results were acquired

during the foil-acceleration phase.

“Lineouts”are extracted by integrating the raw data over the temporal resolu-

tion, as indicated in Fig. 4.7 for t=1.7 ns. The lineouts shown are the backlit x-ray

intensity distribution and the fitted profile. The areal-density perturbations are

obtained by fitting the convolution of the resolution and a sinusoidal perturbation

function to the raw lineouts, taking into account the x-ray absorption coefficient

(at hν = 1.53 keV), which was separately calibrated by using“ cold” foils (as

mentioned in Section 4.2). The raw lineouts I(x) is expressed as

I(x) =
∫

R(x− u)I0(u)e
−µ{δρlcos(ku)}du, (4.5)

where I0 is the spatial profile of the backlit x-ray source, δρl are perturbation

amplitudes of the fundamental component (fundamental wavelength λ = 100µm).

k (=2π/λ) is the wave number of the raw lineouts.
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In the fitting procedure, second- and third-harmonic spatial components (wave-

lengths of 50 and 33 µm, respectively) of the areal-density perturbation due to the

irradiation non-uniformity are also taken into account. The effect of including

the higher harmonic components falls within the fitting error of the areal-density

perturbation plots.
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Figure 4.7: Raw streaked images for face-on x-ray backlit diamond and PS foils.
All lineouts are at t=1.7 ns. Red lines are curve fits for each profile.

4.4 Analysis of laser imprinting with the radia-

tion hydrodynamic simulation

4.4.1 Growth of areal-density perturbation from the ex-

periment and comparison with results of PINOCO-

2D simulation

Figure 4.8(a) shows the temporal evolution of the areal-density perturbations

amplified by the RTI for diamond and PS foils. Also plotted in Fig. 4.8(a) are

the results of simulations of the three experimental configurations by the two-

dimensional radiation hydrodynamic code PINOCO-2D [46]. PINOCO-2D gives
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the arbitrary Lagrangian Eulerian (ALE) hydrodynamic for the radiation. This

code includes hydrodynamic, flux-limited Spitzer-Härm thermal conduction [47],

nonlocal thermal equilibrium multigroup radiation transport, quotidian equation

of state, and ray-trace laser-energy deposition. For the EOS, we incorporated

an elastic-plastic boundary [48], a multiphase EOS [51], and a table of melting

curves [52] for diamond with the quotidian equation of state model. The results

of PINOCO-2D are consistent with the experiment results for the three configu-

rations.

Figure 4.8(b) shows the averaged target densities during the foil-acceleration

phase, as calculated by the ILESTA-1D code. During the acceleration phase, the

areal-density perturbation δρl detected by using face-on backlighting is expressed

[see Fig. 4.9(b)] as δρl = δ(
∫
ρdx) =

∫ xr+a(xr)
xa+a(xa)

ρ(x, yp)dx−
∫ xr
xa

ρ(x, yu)dx, where the

x axis is perpendicular to the target surface, xa is the position of the ablation front,

xr is the position of the rear surface, ρ(x, y) is density distribution in the target,

yp and yu are the perturbed and unperturbed y coordinates of the transverse di-

rection, respectively, and a(x) is the spatial perturbation amplitude for the target

depth along the x axis, including the effect of feedthrough [1], and is written as

a(x) = aaexp[−k(xa − x)], where aa is the perturbation amplitude at the ablation

front. In our calculation of areal-density perturbation, the density distribution

ρ(x, y) is considered as mentioned above. Also, the areal-density perturbation δρl

for uniform target density ρ is approximated as δρl ≈ ρ[a(xa) − a(xr)]. Thus,

the areal-density perturbations δρl increase upon increasing not only the spatial

amplitude a(x) but also the target density ρ. The areal-density perturbation for

PS and diamond for the high-foot pulse is at the same level as in Fig. 4.8(a). How-

ever, the spatial-perturbation amplitude of diamond should be smaller because

the density of diamond is greater than that of PS during the observation time [as

in Fig. 4.8(b)]. Here, the time variation of the target density is due to repeated

shock propagation by laser pulses and expansion of the rear surface after shock

breakout. Figure 4.8(c) shows the temporal evolution of the spatial perturbation

at the ablation front as determined by PINOCO-2D for the three experimental

configurations and for the low-foot PS as a reference. Both high-foot calculations
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and the low-foot calculation indicate that the spatial perturbation of diamond is

less than that of PS over the entire period of observation.

Figure 4.10 shows density-contour plots in the perturbation-wavelength range for

diamond and polystyrene at 1.2 ns obtained by using PINOCO-2D. The front and

rear ablation surfaces are defined to be at 1/e of the peak density. These positions

describe spatial perturbations at the front and the rear ablation surfaces. The

areal-density perturbations of the two-dimensional (2D) simulation are obtained

from δρl = δ(
∫
ρdx) =

∫ xr(yp)
xa(yp)

ρ(x, yp)dx−
∫ xr(yu)
xa(yu)

ρ(x, yu)dx.

The basic hydrodynamic parameters (shock-breakout time, onset time of foil

acceleration, and foil acceleration) must be confirmed to estimate the perturba-

tion amplitude. The target acceleration for the high-foot diamond is slightly less

than that for the PS because diamond foil is more massive. According to the 2D

simulation, the accelerations of the PS and diamond due to the high-foot pulse

are 3.9 × 1015 cm/s2 and 2.4 × 1015 cm/s2, respectively. The growth rate of the

RTI of the spatial perturbation differs slightly between the three experimental

configurations, as shown in Fig. 4.8(c). In the present work, we confirm by us-

ing side-on radiography that the experiment data for the acceleration trajectory

are reproduced by the one-dimensional (1D) and 2D simulations (as in Fig. 4.4).

The basic parameters (shock-breakout time and onset time of foil acceleration) are

evaluated by simulations (Table 4.2). In addition, the experimental areal-density

perturbation may be compared with 2D simulations [Fig. 4.8(a)]. By understand-

ing the basic parameters, we can discuss the perturbations due to the irradiation

nonuniformity between diamond and PS (see Sec. 4.2.5). Note that the spatial

amplitude for diamond is less than that for PS just before the growth of the RTI.

Conversely, the growth of the areal-density perturbation differs from that of the

spatial perturbation. Note that the areal-density perturbation is not simply the

target density multiplied by the spatial perturbation at the front surface because

two-dimensional effects influence the spatial distribution of the density inside the

foil.
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(a)

PS (High foot)

Diamond (High foot)

Diamond (Low foot)(b)

(c)

Figure 4.8: (a) Areal-density perturbation growth (λ = 100µm) for diamond and

PS targets from experiments (symbols) and from the PINOCO-2D simulations for

each experimental configuration prior to foil acceleration (solid curves) and after

acceleration (dotted curve). (b) Averaged target densities calculated by 1D hy-

drodynamic simulation ILESTA-1D. (c) Spatial perturbation at the target surface

obtained from PINOCO-2D simulation.
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Figure 4.9: (a) Areal-density perturbation prior to shock breakout. (b) Schematic

illustration of the target during the acceleration phase (after shock breakout).

Note also the difference in basic hydrodynamics between the data for the low-

and high-foot diamond experiments. For the low-foot diamond data, the areal-

density perturbation is smaller than that for the high-foot diamond data. This is

partly because the duration over which the foil is accelerated is shorter for high-

foot irradiation conditions. To correlate the basic hydrodynamics, the timing of

the shock breakout and the onset of foil acceleration in the ILESTA-1D simulation

for the three experimental configurations are shown in Table 4.2. Also, Fig. 4.8(a)

shows the areal-density perturbation plots from the simulation before and after

the foil acceleration (see solid and dotted curves).

On the other hand, the RTI growth rate obtained from PINOCO-2D with clas-

sical Spitzer-Härm thermal conduction is slightly greater than the experimentally

obtained growth rates. This difference in growth rates is attributed to target

heating by nonlocal electron thermal-energy transport, which reduces the RTI

growth [43,53] because PINOCO-2D does not consider nonlocal electron thermal-
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Table 4.2: Timing of shock breakout and onset of acceleration for three experi-
mental configurations obtained from ILESTA-1D simulation. The time origin (t
= 0) is at the half maximum of the main laser pulse.

PS Diamond Diamond
(High foot) (High foot) (Low foot)

Shock breakout time -0.53 (ns) -0.75 (ns) -0.07 (ns)
Acceleration onset -0.44 (ns) -0.53 (ns) 0.16 (ns)

energy transport in the Fokker-Planck equation. In our experiment, however, the

perturbation wavelength is relatively high so that reduced RTI growth due to non-

local electron thermal-energy transport would not be significant. Therefore, the

experimental areal density almost agrees with the PINOCO-2D calculation even

in the foil-acceleration phase.
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Figure 4.10: Simulated density contour plots at 1.2 ns for (a) high-foot PS and

(b) high-foot diamond.

4.4.2 Analysis of imprint spatial amplitude with the PINOCO-

2D simulation code

In our experiments, we measured the areal-density perturbation of the accelerated

foils by amplifying the imprint perturbation due to the RTI with face-on x-ray

backlighting because the imprint amplitude is generally too small to observe with

conventional experimental techniques. Because we used two materials of different

densities and masses, the areal-density perturbations at a given observation time

should not be compared even for the same pulse shape because of the difference

in a few important parameters, namely, acceleration, in-flight density, and foil

thickness. Therefore, we discuss the spatial amplitude based on the results of the
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PINOCO-2D simulation after we verify that the experimental results for the areal-

density perturbation are consistent with the results of PINOCO-2D.

The 2D density contour plots obtained from PINOCO- 2D for both targets

(high-foot PS and diamond) are shown in Fig. 4.11. The density plots show clearly

that the imprint amplitude on diamond is less than that on PS. Also, the PS

target is more compressed. Figure 4.12 shows the calculated spatial amplitude

on the laser-irradiated surface as a function of time obtained from PINOCO-2D

simulations. The calculations were carried out up to the shock-breakout time for

each experimental configuration. The best comparison in this experiment is high

foot PS and high foot diamond. The shock-compressed density ρs0 for high-foot

diamond up to the shock-breakout time is 1.5 to 2.0 times larger than that for

high-foot PS. For a denser material, the imprinted surface perturbation is smaller,

as shown by Eq. (4.1). Furthermore, the average difference between shock velocity

and fluid velocity behind the shock front (i.e., vs0 − va0) for diamond is about 1.8

times greater than that for high-foot PS.

On the other hand, the areal-density perturbation prior to the shock-breakout

time (t < -0.5 ns) is slightly greater for high-foot diamond, as shown in Fig. 4.8(a).

As illustrated in Fig. 4.9(a), the areal-density perturbation δρl prior to shock

breakout may be approximated by δρl =
∫ xr
xa

ρ(x)|∂a(x)/∂x|dx ≈ ρs(δxa − δxs) +

ρ0δxs, where ρs is the compressed target density, δxa is the spatial amplitude of the

ablation front, δxr is the shock-front amplitude, and ρ0 is the initial density. The

target density and the amplitude of both the ablation front and the shock front

should be considered to calculate the area-density perturbation. For example, at t

=1.1 ns, the compressed-target density ρs and initial target density ρ0 for diamond

are 4.41 and 3.51 g/cm3, respectively. On the other hand, the compressed density

ρs and initial target density ρ0 for PS are 2.90 and 1.06 g/cm3, respectively. The

calculated spatial amplitude δxa on the ablation front for diamond and PS is 0.048

and 0.126 µm, respectively.

Because the shock-propagation distance is much smaller than the perturbation

wavelength, the shock-front amplitude δxs may be approximated by δxa. Thus,

the areal-density perturbation prior to shock breakout depends strongly not only
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Figure 4.11: Simulated density contour plots at onset of the foot pulse and at 0.9
ns for (a) high-foot PS and (b) high-foot diamond.

Figure 4.12: Temporal evolution of spatial perturbation at the target surface ob-
tained from PINOCO-2D simulation.
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on the spatial amplitude δxa (∼δxs) but also on the initial density ρ0. The sim-

ulations show that the spatial amplitude at the ablation surface for high-foot PS

is about two to three times greater than that for high-foot diamond. Conversely,

the initial density of diamond is ∼3.5 times greater than that of PS. Therefore,

the parameters are all consistent in explaining why the areal-density perturbation

for high-foot diamond is slightly greater than that for high-foot PS.

As shown in Section 2.4, the standoff distance is also a key parameter for deter-

mining the imprint amplitude, which should also be considered. Figures 4.14(a)

and 4.14(b) show the temporal evolution of the target compressibility in the shock-

compressed region and the standoff distance obtained from ILESTA-1D, respec-

tively, for the three experimental configurations. The compressibility is ρs0/ρ0,

where ρs0 is the averaged density of the shock-compressed region and ρ0 is the

initial density. As shown in Fig. 4.14(a), the compressibility for PS is 3.4 at the

shock-breakout time, whereas the compressibility for high-foot diamond is ∼1.5.

For high-foot conditions, the shock pressure is about 530 GPa, at which point the

diamond remains solid [37] but is beyond the elastic-plastic transition pressure.

As shown in Fig. 4.14(b), the stand-off distances for high-foot PS and diamond

are very similar, which means that the imprint perturbation for the high-foot con-

dition is definitively mitigated by the differences in density and compressibility,

which are strongly related to the EOS between the two target materials. In our

dataset, we have no low-foot PS experiment data to compare with the low-foot

diamond data. The low-foot PS simulated by PINOCO-2D indicates that exactly

the same correlation exists between low-foot PS and low-foot diamond as in the

high-foot dataset.

From the point of view of practical ICF target design, the high-density ablator

should be thinner to maintain the acceleration. Therefore, the spatial imprint

amplitude should be compared between the same-mass conditions at the shock

breakout times. In our case, because 13-µm-thick diamond foil is equivalent to

43-µm-thick PS foil, the spatial amplitude should be compared with these two

conditions at their shock-breakout times. As seen in Fig. 4.12, the spatial ampli-

tude of both targets (high-foot diamond and high-foot PS) starts to saturate prior
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to shock breakout because of the standoff distance. Figure 4.13 show the spatial

perturbation plots for PS (43 µmt), PS (25 µmt)) and diamond (13 µmt) on the

high-foot pulse. From PINOCO-2D, the spatial imprint amplitude for high-foot

PS at shock breakout is also approximately 30% of that for high-foot diamond at

its shock breakout time.

Figure 4.13: Temporal evolution of spatial surface perturbation until the shock
breakout timing with the PINOCO-2D simulation code.

For low-foot diamond, the standoff distance is much less than that for high-foot

diamond, as shown in Fig. 4.14(b). However, the imprint amplitude for low-foot

diamond is the lowest at very early times. The shocked pressure for low- foot

diamond is about 110 GPa, which means that the diamond pressure remains below

the elastic-plastic transition pressure. As shown in Fig. 4.14(a), the compressibility

for low-foot diamond is very small because of its material strength, whereas the

pressure on high-foot diamond exceeds the elastic-plastic transition pressure. This

implies that the reduction is effective because of the lower compressibility below the

elastic-plastic transition pressure even though the standoff distance is smaller for

low-foot diamond [see Fig. 4.14(b)]. The imprint amplitude for low-foot diamond

over- takes that for high-foot diamond at about 1.0 ns because the standoff distance

increases more rapidly with time for the high-foot conditions. Note that the 2D

simulation result is consistent for low- and high-foot diamond although the code
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does not include a precise model of material strength below the elastic limit. This

is attributed to the pressure perturbation (imprint amplitude) being so small that

effects such as shear stress are negligible. Thus, the analysis of imprinting with

one-dimensional compressibility is valid also for the solid phase.

 (a)	
  (b)	


Figure 4.14: (a) Compressibility as a function of time up to shock breakout ob-
tained from ILESTA-1D simulation. (b) Temporal evolution of the standoff dis-
tance obtained from ILESTA-1D simulation.

We do not have data for low-foot polystyrene control shot in hand. How-

ever, there are a lot of previous PS data on the similar low-foot experimental

condition, which had been benchmarked by analysis with the 2D hydrodynamic

simulation and simple incompressible model [19,21,22]. As a reference, Fig. 4.15(a)

and (b) shows the calculation with the PINOCO-2D simulation code for the low-

foot conditions. The calculations between two low foot conditions (diamond and

polystyrene) also shows reasonable difference as seen in comparison of the high

foot conditions. Figure 4.16 shows the temporal evolution of (a) compressibility of

the targets at the shock-compressed region and (b) stand-off distance calculated

with the ILESTA-1D simulation code for low foot conditions. In that case, the

difference in compressibility between diamond and PS is around factor of 2. On

the other hand, the stand-off distance for the low-foot PS and diamond is very

similar as in Fig. 4.16(b).

These comparisons between the low-foot diamond and the low-foot PS are on

exactly same interpretation as shown in the comparison between the high-foot
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(a)

(b)

Figure 4.15: (a) Areal-density perturbation amplitude from the experiment (sym-
bols), and from the PINOCO-2D calculations for diamond and PS on low foot
condition prior to the foil acceleration (solid curves) and after the acceleration
(dotted curve). (b) Temporal evolution of spatial perturbation amplitude on the
target surface with the PINOCO-2D simulation code for low-foot diamond and
PS.

(a)� (b)�

Figure 4.16: (a) Calculated compressibility and (b) Temporal evolution of stand-off
distance by the ILESTA-1D simulation code in the foot pulse regime.
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dataset.

The previous works on high-density carbon (HDC) report that solid or partially

melted conditions might provoke distortions of the shock front due to anisotropy in

the sound velocity in crystals [54, 87]. Thus, microstructures would be generated

below the fully melted condition, which constitute a possible seed for hydrody-

namic instability. In the first shock of over 6 Mbar, the effect of microstructures

is at an acceptable level for HDC [54]. However, a strong shock precludes a low-

fuel adiabat and high compression during ICF. Although the anisotropy of HDC

is indeed a concern for ICF, recent experiments at the National Ignition Facility

(NIF) have suggested that this can be mitigated by using the laser pulse profile to

allow low adiabats and high compression [84].

There are possibilities that strength effects and melt issues could be affecting the

observed perturbation growth or seed to instabilities. In this study, there is little

influence of the microstructures due to grains and the anisotropic sound velocity

in the crystal because the target is single-crystal diamond. Actually, the results of

the two-dimensional hydrodynamic simulation are consistent with the experimen-

tal results. Therefore, the density and compressibility, that is, the material EOS,

are prominent factors for laser imprinting in many differences between diamond

and PS.

The most recent experimental investigation on NIF facility suggests that hydro-

dynamic fuel/core mixing in the final phase is the most crucial factor for fusion

ignition. Successful fusion ignition requires to minimize the mix width at the de-

celeration phase. The mix width is rear surface spatial perturbation of the shell

that is seeded by feedthrough from the front surface spatial perturbation growth.

The whole process about the perturbation transfer is strongly depends on its tar-

get design including laser irradiation condition, and on scheme of ignition (central

hot spark ignition, fast ignition, shock ignition, and so forth). The diamond ab-

lator would reduce laser imprinting, but the effect of feed-through to the inner

shell surface might be large in use of thinner diamond capsules. The implosion

performance of diamond capsules in direct-drive ICF experiments should therefore

be discussed in future works.
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4.5 Conclusion

In conclusion, this study clarify herein how density and compressibility affect

laser imprinting by using diamond as a candidate stiff-ablator material for ICF

targets. The effect of density and compressibility is verified both by using 2D

hydrodynamic simulations and by experiments. Laser imprinting on high-foot

PS is compared with the same on high-foot diamond, and the same is done for

high- versus low-foot diamond. Imprinting amplitude due to non-uniform laser

irradiation (average intensity 4.0 × 1012 (low-foot)-5.0 × 1013(high-foot) W/cm2,

non-uniformity ∼10%) differs shows difference by a factor of 2-3 between diamond

and PS foils. For high-foot conditions (both diamond and PS), the difference in

imprinting amplitude is mainly due to the difference in density and compress-

ibility. Conversely, the difference in imprinting amplitude for low-foot diamond

is influenced by material strength (elastic-plastic transition) and by the standoff

distance. The 2D simulation well reproduces the measurements of areal-density

perturbation, which reveals the effect of density and compressibility on laser im-

printing. The advantage of low-compressibility materials in ICF target design is

that such a scheme may be combined with another suppression scheme by enhanc-

ing the standoff distance, as was proposed in previous works. For example, the

mitigation method involving high-Z material coatings is easily coupled with the

present scheme. By combining these schemes, both short- and long-wavelength

laser imprinting may be mitigated. The physics of material stiffness affecting laser

irradiation is also very important, not only for ICF-target design but also for gen-

eral questions on laser-matter interactions for laser processing, laser peening, and

other applications.
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Chapter 5

Perturbation structure on

diamond foil due to nonuniform

irradiation

5.1 Introduction

In direct-drive inertial confinement fusion (ICF), a fuel capsule is irradiated di-

rectly with laser light [1,11]. The capsule consists of a cryogenic layer of deuterium

and tritium (DT) frozen onto the inner surface of a spherical shell of ablator mate-

rial. Laser imprinting occurs on the surface of ablator material due to irradiation

nonuniformity [19, 78]. Spatial perturbation due to laser imprinting is amplified

by Rayleigh-Taylor instability during the shell acceleration phase [21, 79]. The

grown perturbation could disrupt the shell and cause mixing of fuel [15]. On the

direct drive scheme, laser imprinting is one of the most important issue because

imprinting perturbation on the capsule surface degrade symmetry of the target

implosion and target performance as a result. Level of laser imprinting depends

on the parameter of ignition conditions (neutron yield and target areal-density) in

ICF experiments [62]. Many previous investigations have striven to mitigate laser

imprinting by smoothing the effective laser irradiation nonuniformity by using low-

density foam ablators [24,25,28,29], radiation with high-Z coatings [30,31,80,81],
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“ picket”pulse irradiation [32], or soft-x-ray pre-irradiation [33]. In previous our

work, it has founded that stiffer and denser materials reduce the laser imprint-

ing [64]. Among the stiff materials, diamond is the most probable candidate as an

ablator material for direct-drive ICF targets [64]. The advantage of stiff materials

in ICF target design is that such a scheme may be combined with another sup-

pression scheme by smoothing the effective laser irradiation nonuniformity. The

mitigation method involving high-Z material coatings is easily coupled with the

present scheme. Also, in x-ray indirect drive implosions, High Density Carbon

(HDC) is a leading candidate as an ablator material because it has good po-

tential to reach a high implosion velocity and high stagnant pressure due to its

high density and optimal X-ray opacity [54, 69]. Indirect-drive implosions with a

high-density carbon (HDC) capsule are being conducted at the National Ignition

Facility (NIF) [54,82–86].

In the case of diamond, the shock physics is further complicated by its tightly

bound crystalline nature in combination with an extremely high melting temper-

ature, and the existence of another high pressure solid phase of carbon called

BC8 [57, 58]. Specifically, Solid or partially melted diamond ablator during the

ICF implosion can provide microstructures that seed hydrodynamic instabilities

[54, 87, 88]. The strong shock that completely melts the diamond or keeping that

in the coexistence regime is necessary in order to suppress the distortions of the

shock front due to anisotropy in the sound velocity in crystals [54]. The anisotropy

of diamond is indeed a concern for the ICF application, but recent experiments at

NIF have demonstrated that this can be mitigated by using the right laser pulse

profile [84]. Although the diamond with stiff characteristic becomes candidate as

ablator materials, brittle materials such as diamond can easily cleave due to dy-

namic stress on a certain crystallographic plane [89,90]. In the case of direct-drive

inertial confinement fusion, in particular, the nonuniform laser irradiation would

lead to local fracture on brittle material surface. However, so far, little research

has been done on solid strength issues in laser imprinting.

In this chapter, the Influences of solid strength to conditions of dynamic stress

on the laser imprinting are reported. The understanding of the solid strength in
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the laser irradiation is particularly important in the basic physical process of the

laser material processing and early phase of the inertial confinement fusion. We

carried out measurements of areal-density perturbation due to non-uniform irra-

diation with face-on x-ray backlighting method that is standard technique for hy-

drodynamic instability experiments [19, 21]. The areal-density perturbation data,

their analysis and calculations of areal-density perturbation amplitude with two-

dimensional hydrodynamic simulation code PINOCO-2D [46] are presented. We

analyzed the dependence of irradiation nonuniformity and high-Z coating on areal-

density perturbation for diamond foils. All the materials from the experiment and

simulation suggest that the solid strength issues on the fracture affect the laser

imprinting.

5.2 Experimental conditions

The experiments were conducted using the GEKKO-XII Nd: glass laser facility

at the Institute of Laser Engineering, Osaka University [39]. Experimental setup

and typical stacked pulse shape are shown in Fig. 4.1 in section 4.2.1. The diamond

foils were irradiated with the second harmonic light (Wavelength: 0.527 µm) at

an incident angle of 37.4◦. The stacked pulse with time delays between the beams

consists of one beam for the foot pulse at an intensity of ∼ 4.0× 1012W/cm2, and

a subsequent two beams for the main drive pulse at an intensity of ∼ 1014W/cm2

(see Fig. 4.1(b)). The laser pulse was focused on to the diamond foil to a spot with

a size of ∼600 µm (FWHM). The averaged intensities, I0, of the foot pulse were

∼ 4 × 1012W/cm2. The peak intensity of the main drive was ∼ 1014W/cm2. In-

tensity modulation δI of the foot pulse was introduced using a grid mask placed in

front of the focusing lens, whereas the main drive was kept uniform. Figure 5.1(a)

show spatial pattern of the foot pulse at the target surface. Foot pulse have the

irradiation nonuniformity (perturbation intensity δI/average intensity I0 ∼40 %),

in order to generate the laser imprinting. The wavelength λ of the perturbation

intensity is ∼100 µm as in Fig. 5.1(b). The higher spatial harmonic components

(wavelength: 20∼50 µm) in the imprint pulse were less than 10 % of the funda-
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mental wavelength (as in Fig. 5.1(b)). Perturbations were observed on the target

via amplification due to the RTI growth using the main drive beams because the

imprinted perturbations were typically too small for detection.

The targets comprised single-crystal diamond foils (Type-Ib, density: 3.51

g/cm3) with a thickness of 13-16 µm. The surface orientation of the single-crystal

diamond was (100) plane. The target foils were coated with Al of 0.05 µm thickness

as a shield for shine-through inside of the foils in very early irradiation timing [59].

Some of the diamond foils were surface coated with Cu of 0.1 µm thickness in

order to compare the radiation effect that smooths the effects of irradiation non-

uniformity, which is descried following sections.

The areal-density perturbation growth was measured using a face-on x-ray back-

lighting technique. A Backlight target (Zn) was irradiated to generate ∼1.53 keV

quasi-monochromatic x-rays coupled with a 6µm-thick aluminum filter. Temporal

evolution of the transmitted x-rays from the Zn backlighter through a diamond or

PS foil was imaged through a slit (10 × 50 µm2) onto the photocathode of an x-ray

streak camera. The total magnification was ∼25.9×, and the temporal resolution

of the x-ray streak camera was 143.1 ps. The spatial resolution was measured using

a backlit grid image that took into account the analysis of the areal-density pertur-

bation. The resolution function of the entire diagnostics system is given by the sum

of two Gaussian functions as R(x) = [1/(1+α)]exp[−x2/(2σ2
1)] + αexp[−x2/(2σ2

2)],

where α = 0.242, σ1 = 4.881µm, and σ2 = 11.303µm.
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100 µm
(a)

(b)

Figure 5.1: (a) Spatial pattern of the foot pulse at the target surface. (b) Modu-
lation wavelength spectrum of the irradiation non-uniformity.

5.3 Experimental results by areal-density per-

turbation growth with face-on backlighting

method

Examples of raw streaked backlit images of the diamond and diamond with

Cu coating (0.1 µmt) foils for the foot pulse intensity ∼ 4 × 1012 W/cm2 are

shown in Fig. 5.2. The time origin (t = 0) was set as the time when the onset of

the main drive pulse reached the half maximum, as shown in Fig. 4.1 in section

4.2. Figure 5.2 also shows the lineouts for these targets. Time-integrated lineouts

were obtained for temporal resolution duration (∼ 140 ps). The areal-density

perturbations were obtained by fitting the convolutions of the resolution functions

and sinusoidal perturbation functions to the raw lineouts, taking into account the

x-ray absorption coefficient (at µ = 660.9 cm2/g) for diamond. From the lineouts

for the diamond with the irradiation non-uniformity ∼10 %, the typical sinusoidal

like perturbations of the RTI growth can be seen. On the other hand, the backlit
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image for the diamond with the large irradiation non-uniformity ∼ 40 % indicates

the non-sinusoidal perturbation with sharp shape, which is different from usual

single mode perturbation growth of the diamond for laser irradiation noniniformity

∼10 % [64]. When there is high-Z coating, the sharp shape structure disappears

on the x-ray transmission distribution. From the lineouts for the diamond with

Cu coating foil, the typical sinusoidal like perturbations of the RTI growth can be

seen in Fig. 5.2.
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Figure 5.2: Raw streaked images for the face-on x-ray backlit single-crystal dia-
mond and diamond with Cu coating foils for the foot pulse intensity ∼ 4 × 1012

W/cm2. All the lineouts (black lines) are about time 1.2 ns. Red lines are curve
fitted curves for each profile. Raw data for diamond with irradiation nonuniformity
∼10 % is shown in [64].

Figure 5.3 presents the analysis of the temporal evolution of the areal-density

perturbations for the diamond with laser irradiation noniniformity ∼10 % and

∼40 % with the fundamental (λ:100 µm) and second harmonics (λ:50 μm) per-

turbation plotted. In previous our work [64], the diamond with irradiation non-

iniformity ∼10 %, it was founded that the fundamental perturbation generates

which is well reproduced by the two-dimensional radiation hydrodynamic simula-

tion code PINOCO-2D [46] (see Fig. 5.3 (a)). On the other hand, for the diamond

with large irradiation noniniformity ∼40 %, second harmonic generation of the
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same level as fundamental component was observed very early in time before the

foil acceleration time ∼0.75 ns (as in Fig. 5.3(b)). Both fundamental and second

harmonic components individually grow with their growth rate. Here, the onset

of foil acceleration is evaluated by simulation. We confirmed separately by using

side-on radiography that the experimental data for the acceleration trajectory are

well reproduced by PINOCO-2D simulations (see section 4.2.2). For the diamond

with large irradiation nonuniformity ∼40 %, it is not typical for imprinting gener-

ation and amplification, compared to some previous studies of single spatial mode

experiments on direct-driven planar targets4,6. In radiation hydrodynamic simu-

lation, PINOCO-2D do not reproduce experimental result for the diamond with

large irradiation nonuniformity (Fig. 5.3 (b)). We estimate there are solid-strength

issues due to large pressure perturbation as shown in following Discussion section,

which do not include the simulation code. Figure 5.3(c) presents the temporal

evolution of the areal-density perturbations for diamond with Cu coating in the

irradiation noniniformity ∼40 %. The fundamental perturbation grew with time

and second harmonic perturbation is clearly smaller than that of fundamental

component in time after the foil acceleration time 0.5 ns. As a result, a sinu-

soidal like perturbation occurs as shown in Fig. 5.2(c). For the diamond with Cu

coating, PINOCO-2D simulation result is in reasonably good agreement with the

experimental result. However, details of the high-Z coating effect on the temporal

evolution of the spatial ablation structure and density distribution inside target

are not known yet. In single spatial mode experiment and simulation studies, the

future works are to better understand the effects of high Z coating on the ablation

structure mechanism from imprint generation to hydrodynamic instability.
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(c)

(a)

(b)
Onset main 

pulse

Figure 5.3: Areal-density perturbation growth for single-crystal diamond targets
from experiments (symbols), and from the PINOCO-2D calculations simulations
(dotted curve) for each experimental configuration: (a) Diamond on nonunifomity
∼10 % [64]. (b) Diamond on nonunifomity ∼40 %. (c) Diamond with Cu coating
on nonunifomity ∼40 %.
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5.4 Discussion

When irradiation non-uniformity is large, 2D hydrodynamic simulation do not

reproduce experimental results on the diamond foil. In interpretation of these re-

sults, we consider that material-strength would influence the laser imprinting. In

shock compression experiments, the Hugoniot elastic limits (HEL) of diamond are

measured to be 80.1 (± 12.4), 80.7 (± 5.8) and 60.4 GPa (± 3.3) for < 100 >,

< 110 >, and < 111 > orientations, respectively [37]. The elastic yield strength of

diamond inferred from these measurements is 75 (± 20) GPa [37]. In our exper-

iments, pressure perturbations due to foot pulse produce the non-uniform stress

which are tensile stress and shear stress into the diamond foils. In the local area

beyond HEL, slip and fractures which are not considered in the hydrodynamic sim-

ulation code occurs primarily on crystal planes [37,61]. As a result, non-sinusoidal

perturbation would generate at the diamond surface. Figure 5.4 show density and

pressure distribution by PINOCO-2D near the ablation front at the early irradi-

ation time. When irradiation nonuniformity is large, pressure region exceeding

the HEL or (elastic yield strength) of diamond partially appears conspicuously as

in Fig. 5.4(a). On the other hand, in the case of small irradiation nonuniformity

(or generation of typical sinusoidal-like perturbation), the area corresponding the

HEL produces over the entire surface (Fig. 5.4(b)).

The influence of solid strength using a thin high Z coating that smoothes the

effects of irradiation non-uniformity or the pressure perturbation has also been

investigated. In multi spatial mode experiments [30, 31, 80], under initial low-

intensity laser irradiation, the high-Z ablation layers expand and convert the ini-

tial nonuniform laser flux into uniform x-ray radiation that uniformly ablates and

accelerates the target. As the laser pulse shifts to higher intensities, the high-Z

material burns away, and the target transitions to pure direct drive [30, 31, 80].

By this method, indirect x-ray drive is used during the nonuniform start-up phase

while direct drive is employed during the remaining more uniform phases of the

drive pulse. Figure 5.4(c) show pressure distribution due to foot pulse for diamond

with Cu coating. Pressure perturbation of the foot pulse can be reduced by high-Z
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Figure 5.4: Simulated density and pressure contour plots for diamond foils at
the time -0.95 ns: the (a) Nonuniformity∼40 %. (b) Nonuniformity∼10 %. (c)
Nonuniformity∼40 % with Cu coating.
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coating than that of only diamond. That means local fracture at the surface would

be difficult to occur. As shown in Fig. 5.2, the crack-like structure which is non-

sinusoidal perturbation disappears by thin high-Z layers. When there is high-Z

layers, influence of material strength would be suppressed. Also, Figure 5.5 shows

the temporal evolution of areal-density perturbation (fundamental component) for

diamond with Cu coating and polystyrene (thickness 25 µmt) targets. Under the

same experimental conditions, the areal-density perturbation for diamond with Cu

coating is smaller than that of polystyrene. That suggest the combination of dia-

mond and high-Z coating are effective for suppression to the surface perturbation

and the solid-strength issue due to large irradiation non-uniformity.

Diamond with 
Cu coating 

PS

Figure 5.5: Areal-density perturbation growth (λ = 100µm) for diamond with
Cu coating and polystyrene (PS) targets. In experimental conditions, irradiation
nonuniformity of the foot pulse is ∼40 % and foot pulse intensity is ∼ 4 × 1012

W/cm2.

As mentioned above, in single-crystal diamond (surface orientation, (100) plane),

experimental results and 2D simulations show that spatial pressure perturbations

that partially exceed the elastic limit develop into solid strength issues on surface

perturbation. Single-crystal diamond for surface orientation of (100) and (110)

plane have relatively large strength of the elastic limit (∼ 80 GPa) [37]. It is con-
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sider that influence of solid strength appears also in polycrystalline diamond sur-

face under the same experimental conditions. The figure 5.6 shows the x-ray backlit

images of single crystal and polycrystalline diamond under the same experimental

conditions (Nonuniformity∼40%, average foot pulse intensity ∼ 4.0×1012W/cm2).

Sharp-structured non-sinusoidal perturbations generate on each diamonds at about

the same time and they grow. The temporal evolution of the areal-density per-

turbation for polycrystalline and single-crystal diamond is shown in Fig 5.7. The

difference in areal-density perturbation between single-crystal and polycrystalline

diamond does not appear remarkably. The strength of single-crystal and polycrys-

talline diamond are comparable under high strain-rate dynamic loading [37, 60]

and it can be considered that the difference whether the pressure perturbation

partially exceeds the elastic limit or not is related to the perturbation structure

on both single and poly-crystal diamond surface.
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Figure 5.6: Raw streaked images for the face-on x-ray backlit single-crystal and
polycrystalline diamond foils for the foot pulse intensity ∼ 4 × 1012 W/cm2. Ir-
radiation nonuniformity of foot pulse is ∼40 %. The time origin (t = 0) is onset
main pulse (see Fig 4.1). Lineouts (black lines) are extracted by integrating the
raw data over the temporal resolution. The lineouts shown are the backlit x-ray
intensity distribution.
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Single crystal

Single crystal (Conventional timing)

Polycrystalline

Figure 5.7: Areal-density perturbation growth for single-crystal and polycrys-
talline diamond targets from experiments (symbols). Experimental data (black
symbols) for single-crystal diamond at conventional observation timing is shown
in Fig. 5.3(b).

5.5 Conclusion

In conclusion, the influences of solid strength on the surface perturbation due to

nonuniform irradiation and the perturbation structure have been investigated in

experiment and simulation using diamond foils. When irradiation non-uniformity

is large, 2D hydrodynamic simulation do not reproduce experimental results on the

diamond foil. Pressure perturbations which partially exceeds the HEL of diamond

develop into solid strength issues on laser imprinting. The thin high-Z surface

coating is effective in suppressing local fracture due to yield strength on the large

pressure perturbation. These findings are particularly closely related to the target

physics at the early irradiation timing of direct-drive ICF. In particular, fracture of

the brittle ablator due to nonuniform irradiation is sensitive to the performance of

laser implosion. Although stiff materials would reduce laser imprinting, attention

must be paid to the degree of irradiation nonuniformity on ICF. This data platform

would be crucial for understanding not only on ICF target physics but also on

laser-material interactions and laser processing.
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Chapter 6

Characterrization and synthesis

technology development of

diamond target on direct-drive

inertial confinement fusion

6.1 Introduction

In the direct-drive inertial confinement fusion (ICF), a fuel capsule is irradiated

directly with the laser light. The capsule consists of a cryogenic layer of deuterium

and tritium (DT) frozen onto the inner surface of a spherical shell of ablator ma-

terial. Typical ignition and high-gain target capsules have diameters from 3 to 5

mm for MJ lasers [11]. Owing to such high power laser injection onto such a tiny

space, the laser implosion occurs. To realize high efficient nuclear fusion reaction,

uniform implosion is desirable to compress the fuels inside the shell. However,

typically, laser imprinting occurs on the surface of ablator material due to irra-

diation non-uniformity [11, 17–19]. Spatial perturbation of the laser imprinting

is amplified by the Rayleigh-Taylor instability (RTI) during the shell accelera-

tion [11,19,21]. The grown perturbation could disrupt the shell and cause mixing

of fuel. The level of the laser imprinting depends on the parameter of ignition
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conditions (neutron yield and target areal-density) in ICF experiments [62,63]. As

shown in Chapter 4, it was found that stiffness of the capsule material contribute

to reduce the laser imprinting [64]. Therefore, diamond is considered to be the

most probable candidate as a stiff ablator material for direct-drive ICF targets.

On the other hand, since small perturbations on the target surface grow exponen-

tially with time by the RTI, initial perturbations on the ICF target surface should

be reduced as small as possible [11]. The surface perturbations are mainly caused

by the surface roughness of the target as well as the laser imprinting. Specifically,

the capsule is required to have uniform thickness of nanometer order as a target

capsule to achieve efficient ignition [65]. Figure 6.1 shows acceptable deviations in

ablator thickness uniformity of standard capsules for the respective mode numbers

of Fourier series expansion of the initial perturbations, which was estimated the-

oretically. The quality of the capsules is expected to be influenced by fabrication

processing. Therefore, the processing technique is also one of the key issues for

realization of the laser fusion.

l

R

Figure 6.1: Low mode specifications for ablator thickness of capsule, in rms per
mode. Mode number corresponds to 2πR/λ, where R and λ are capsule radius
and roughness wavelength, respectively. The data is shown in [65].

Artificial diamond was firstly reported by using high-pressure-high-temperature
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Figure 6.2: Diamond synthesize on chemical vapor deposition: (a) Microwave
plasma CVD. (b) Hot filament CVD.

method [66]. This method is now widely adopted to product mechanical tools in

industry. Also, chemical vapor deposition (CVD) is another possible way to obtain

artificial diamond. Hydrogen radical plays a very important role when diamond

is synthesized by gas phase synthesis method. Hydrogen radical selectively etches

and suppresses sp2 bond (graphite component) and amorphous component by-

product during diamond synthesis. Therefore, in the gas phase synthesis method,

a method of efficiently generating hydrogen radicals is used. As a raw material,

mixed gas of hydrogen and a small amount (0.1% to 3%) of carbon source is

used, and it is often done at low pressure. This is due to the fact that as the

pressure is lowered, the thermodynamic equilibrium moves toward the hydrogen

radical side and the proportion of hydrogen radicals in the gas phase increases.

In the production of diamond crystals by CVD, a large excess of hydrogen is in-

troduced into hydrocarbons (such as methane), and the source gas is decomposed

by microwave plasma or a filament (hot filament) heated to a high temperature

(≥ 2000 ◦C). Figure 6.2 shows the concept of microwave plasma CVD and hot

filament CVD. The temperature was about 800 ◦C to 900 ◦C and the pressure

of the atmosphere was several tens of torr when growing on the substrate. On
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this principle it became possible for the first time to use a substrate such as sil-

icon, aluminum, high melting point metal, ceramic It became possible to obtain

diamond crystals with self-shaping on top of them. In addition to hydrocarbons

such as methane, it is obvious that synthesis is also possible by using alcohols,

ketones, carbon monoxide, etc. Microwave plasma (MWP) CVD would be the

most widely adopted method to obtain the diamond films for electronics [67, 68].

Actually, the diamond capsules made from MWPCVD [69, 70] are commercially

available. However, growth processing to prepare such artificial diamond capsules

have not been studied well. Also, at the Lawrence Livermore National Laboratory,

the growth conditions and processing of MWPCVD nanocrystalline-diamond films

for laser-driven high-energy-density physics experiments have been carefully inves-

tigated [71]. In hot-filament (HF) CVD, the correlation between grain size and

mechanical properties of nanocrystalline diamond films was studied [72], however,

diamond capsules made by using the HFCVD have not been studied well.

This study focuses on hot-filament (HF) CVD as a candidate method to pre-

pare the diamond capsules. If the growth surface on the capsule is very rough,

a polishing process is required [69, 70]. Diamond is the hardest and chemically

stable material. Therefore mechanical polishing by using diamond is typically ap-

plied [73]. This, however, causes mechanical damages underneath and the pits on

the outermost surface. This may causes processing difficult, or even limits the

quality of the capsules as a target. On the other hand, HFCVD is expected to

realize fine structures of the capsule surface, which may not need post-polishing

process. In addition, the expansion of the synthesis area is possible easily by in-

creasing the number of filaments. By utilizing such advantages of HFCVD, there

is also the possibility that ICF capsules would be fabricated easily. This chapter

shows the growth process by using HFCVD and characterization of the diamond

capsule by using HFCVD for the first time.
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6.2 Fabrication of diamond capsules by using the

hot filament chemical vapor deposition method

6.2.1 Experimental conditions

The goal of the fabrication of the diamond capsule is to obtain a diameter of ∼500

µm and diamond coatings with thickness less than ∼10 µm. The thin diamond

capsules are fabricated to be compared with the previous ICF experiments [63] with

polystyrene shell (diameter ∼500 µm, film thickness ∼8 µm) on GEKKO-XII Nd:

glass laser facility at the Institute of Laser Engineering, Osaka University [39].

In this study, hot filament chemical vapor deposition (HFCVD) technique [74]

was employed in high-rate growth condition [75]. Also, in principle, long-term

operation to prepare thicker coated capsules is also possible [76]. Figure 6.3 shows

the experimental setup for synthesis of diamond capsule due to HFCVD. Filament

(W) is electrically heated approximately to 2000 degree. The feed gas mixture, H2

and CH4, are dissociated into the radicals, such as H, CH3, and so on, by thermal

reactions. These radicals deposit on Si spheres as diamond crystal. The roughness

of the Si sphere was about ∼10 nm initially, which is much smaller than that of

the deposited layer. In advance of the deposition, the spheres were seeded in an

ultrasonically agitated diamond powder-IPA suspension, where the powder size

was ∼400 nm. We tested the deposition by just putting the spheres, but failed to

obtain fully coating; a certain area facing on the holder was not coated as shown

in Fig. 6.4. Therefore, a feature to rotate the Si spheres during diamond CVD to

achieve uniform and fully coating was equipped by using a vibrator as shown in

Fig. 6.3. It takes approximately 5 h to deposit the required film thickness of ∼10

µm using a feed gas mixture of 3 percent methane in hydrogen at total pressure

of 10 Torr. The deposition temperature is about 1000 degree on the molybdenum-

holder.

After deposition of polycrystalline diamond films on the silicon spheres, a

micrometre-sized hole is drilled by fs-laser ablation to remove the Si sphere (Fig. 6.5(a)).

The Si sphere can then be removed using wet etching through this hole, where the
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Figure 6.3: Deposition of polycrystalline diamond film on Si spheres by hot fila-
ment CVD.
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Figure 6.4: Observation result of diamond deposition by just putting Si sphere
with the scanning electron microscope (SEM). Different of the surface-property
be- tween holder side and filament side of the sphere appears.
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spheres were dipped in the nitrohydrofluoric acid (HF/HNO3) solution under the

room temperature (Fig. 6.5(b)). After removing the sphere, the hollow diamond

capsule can then be filled with the DT fuel at cryogenic temperatures using a

micrometre-sized fill tube glued to the hole.

fs laser

Si

Polycrystalline 
Diamond

(a)   Hole drilling (b)   Etching

HF/HNO3

Diamond surface

Hole

10 µm 10 µm

In section

Figure 6.5: Fabrication of diamond shell for ICF experiments. (a) Fabrication of
3-5 µm diameter holes through the diamond film using fs laser (pulse width 300
fs) with a 3 MHz pulse repetition rate at an average power of 1 W. (b) Etching of
the Si spheres using a HF/HNO3 wet etch process. Then, Hydrofluoric acid (HF)
and nitric acid (HNO3) ratio are 3 : 1.

6.2.2 Experimental results

The polycrystalline diamond capsule of the diameter ∼500 µm was obtained

as shown in Fig. 6.6(a). Obvious (pin-) holes and voids could not be observed.

However, the leak tests have been not checked, which is left as future works. The

thickness of diamond after the wet etching of the Si spheres is less than 10 µm

as in Fig. 6.5(b). The synthesis of diamond capsule with a few millimetre size is

also possible (Fig. 6.7). The grain size of the diamond is much smaller than 1 µm

(Fig. 6.6(b)). For the ICF application, solid or partially melted diamond ablator

may produce microstructures that seed hydrodynamic instabilities, however, the

overall design of laser-pulse shaping for stable high compression is very impor-

tant and effective [54, 77]. Figure 6.8(a) show the measurement results of surface
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roughness by atomic force microscope (AFM). Mean surface roughness for capsule

is smaller than 100 nm (Fig. 6.8(b)). The surface roughness would be reduced if

the grain size becomes smaller by the change of the synthetic parameter.

100 µm

(a)
(b)

1.0 µm

Figure 6.6: (a) Observation result of diamond capsule with the SEM. (b) Obser-
vation result of capsule surface with the SEM.

Estimated sphericity of the capsule was 99.7 ± 0.2%. Figure 6.9(a) shows the

diamond capsule after removal of the Si sphere in the optical microscope obser-

vation. The sphericity was estimated by measuring the radius at 10 points under

the optical microscope. The errors are the reading errors due to the digital mi-

crometer used. The sphericity S was defined as S = 1− (Rmax −Rav)/Rav, where

Rmax and Rav are maximum radius and average radius, respectively. Figure 6.9(b)

shows the cross section of the capsule after removal of the Si sphere. The estimated

sphericity (99.8 ± 0.2%) of the Si sphere is almost the same level as that of the

diamond capsule, which implies that diamond is deposited on the Si surface with

high uniformity (see Fig. 6.9(b)).

Also, Raman spectra of the fabricated capsule are shown in Fig. 6.10. Raman

spectra were measured using the laser source with a wavelength of 532 nm. The

capsule exhibited the Raman shift (1333 cm−1) attributable to the presence of

diamond (red line). Relations between ICF experiments and film property on the
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~ 500 µm

SEM

~ 2 mm

Figure 6.7: Synthesis size of diamond capsule.

(a)

(b)

(c)

Figure 6.8: (a) Measurement of surface roughness by atomic force microscope.
(b) Line profile of the capsule surface. (c) Spectrum of surface roughness for the
spherical mode number.
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Figure 6.9: (a) Diamond capsule after removal of the Si sphere in the optical micro-
scope observation. (b) Cross section of diamond capsule by the optical microscopy
observation. The cross section of the capsule is obtained by laser processing.

component ratio of the deposited diamond and graphite are the future topics of

discussion.

In the previous works on fabrication and characterization of diamond capsules

for ICF experiments on NIF, the diamond capsules have been made using the

MWCVD, which was polished by diamond grinding disk [69, 70]. However, the

∼100 nm polished rms surface roughness is dominated by the contribution from the

pits formed during polishing. It is difficult to produce large quantities of diamond

targets if polishing cannot be avoided. In this study, it was demonstrated that the

capsule fabrication of the surface roughness of several nm level could be realized

by the HFCVD method without post-processing. On the other hand, though

this study have understood the amplitude of the surface roughness in relatively

short wavelength (high-mode) as in Fig. 6.8(c), the long-wavelength (low mode)

roughness is also important for the effect of feed-through to the inner capsule

surface in ICF [1]. The evaluations of surface roughness including low mode should

be done in future works.

In general, the differences of synthetic parameter between HFCVD and MW-

PCVD are gas pressure, CH4/H2 ratio, and so on mainly. In MWPCVD, the
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Figure 6.10: Raman spectra of the capsule fabricated by HFCVD. Each component
was determined by fitting.

nanocrystalline diamond films was obtained by lowering the gas pressure or sub-

strate temperature [91, 92]. It is considered that the synthetic condition is one of

the factors that the surface gets smooth. In the previous works using HFCVD,

nanocrystalline diamond films was synthesized on the synthetic condition similar

to this study [93–95]. The grain size and morphology in diamond films depend on

the gas pressure and the CH4/H2 ratio [94]. For example, nanocrystalline diamond

films with surface roughness of about 16.5 nm and 8.2 nm have been obtained re-

spectively under synthesis conditions of methane concentration 1%, gas pressure

37.5 torr and methane concentration 1%, gas pressure 0.94 torr [94]. Figure 6.11

shows dependence of CH4/H2 ratio and pressure on film properties for capsule

surface. The particle size for 1% CH4 concentration is larger than that of 3% con-

centration. Then, pyramidal morphology appears at 1% concentration, and the

surface roughness increases as the grain size increases. On the other hand, the

relatively flat morphology appears at 20 torr, and the crystal orientation is higher

as in Fig. 6.11. The grain size at 20 torr is larger than that at 10 torr, but the

surface roughness is smaller. There is a possibility that smoothness can be further

improved by control of grain size, morphology, crystal orientation, and nuclear

density. In addition, it has been reported that the grain size becomes smaller by
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adding Ar gas [95]. To make grain size smaller and suitable morphology for re-

alization of further smooth surfaces, the optimization of synthetic condition (gas

concentration, synthetic temperature, gas pressure, and additions of Ar) is neces-

sary.

CH4/H2 ratio: 1 % 3 %

Capsule surface

1.0 µm 1.0 µm 1.0 µm

Gas pressure: 
3 %

10 torr10 torr 20 torr

Capsule surface

5
0

[µm]

5

0

500 [nm]

Ra= 24 nm

5
0

[µm]

5

0

500 [nm]
Standard condition

Ra= 37 nm

5
0

[µm]

5

0

500 [nm]

Ra = 44 nmSurface roughness

Figure 6.11: Dependence of synthesis parameters on capsule surface characteristics.
Top figure shows the observation result of diamond surface with the SEM. The
bottom figure shows the measurement of surface roughness (arithmetic average
roughness) by AFM.
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6.3 Conclusion

The synthesis and characterization of the diamond capsule as the ICF target was

performed by using CVD technique. The capsule (diameter ∼500 µm) with the

sphericity 99.7%, film thickness ≤ 10µm, and the surface smoothness of several

nm to several tens nm level was obtained only by the HFCVD method where

the vibration system was added so that Si spheres roll on the holder. Obvious

(pin-) holes and voids could not be observed at least by using SEM (see Fig. 6.6).

However, the leak tests have not been checked, which are left as future works.

Also, it seems to be feasible to produce large quantities of diamond targets and

surface roughness is reduced by controlling grain size using the HFCVD.
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Chapter 7

Conclusions

In direct-drive ICF for which a spherical target capsule is irradiated directly

with intense laser beams, laser imprinting due to irradiation non-uniformity on

the capsule surface consequently degrades symmetry of the target implosion and

reduces the fusion yield. Suppressing imprint perturbation even under nonuniform

laser irradiation is the important subject for direct-drive ICF. In conclusion, this

study clarify herein how density and compressibility affect laser imprinting by using

diamond as a candidate stiff-ablator material for ICF targets. The effect of density

and compressibility is verified both by using 2D hydrodynamic simulations and by

experiments. Laser imprinting on high-foot PS is compared with the same on high-

foot diamond, and the same is done for high- versus low-foot diamond. For high-

foot conditions (both diamond and PS), the difference in imprinting amplitude

is mainly due to the difference in density and compressibility. Conversely, the

difference in imprinting amplitude for low-foot diamond is influenced by standoff

distance and by the difference in material compressibility between the elastic body

and the plastic body. The 2D simulation well reproduces the measurements of

areal-density perturbation, which reveals the effect of density and compressibility

on laser imprinting. The advantage of low-compressibility materials in ICF target

design is that such a scheme may be combined with another suppression scheme by

enhancing the standoff distance, as was proposed in previous works. For example,

the mitigation method involving high-Z material coatings is easily coupled with
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the present scheme. By combining these schemes, both short- and long-wavelength

laser imprinting would be mitigated. The physics of material stiffness affecting

laser irradiation is also very important, not only for ICF target design but also for

general questions on laser-matter interactions for laser processing, laser peening,

and other applications.

The effect of ablator strength on imprint, with low initial laser intensity in

particular, is an important topic as direct-drive inertial confinement fusion (ICF).

As mentioned above, diamond can be expected as a possible stiff ablator material

for direct-drive ICF targets. On the other hand, little is known the phenomenon

regarding solid-strength issue including fracture in laser imprinting. In this study,

perturbation structure and influence of the solid strength on diamond surface

due to laser irradiation nonuniformity has been also investigated. Experiments

suggest that local fracture is generated by large irradiation non-uniformity, which is

not reproduced by two-dimensional radiation hydrodynamic simulation PINOCO-

2D. The perturbation generated by irradiation nonuniformity of single mode was

observed by amplifying its perturbation with Rayleigh-Taylor instability growth.

Areal-density perturbation for single-crystal diamond and diamond with thin high

atomic number (high-Z) coating foils was measured. Experimental results and 2D

simulations show that spatial pressure perturbations (or irradiation nonuniformity)

that partially exceed the yield strength develop into solid strength issues on laser

imprinting. Also, the combination of a stiff material and thin high-Z coating is

effective for suppression of the solid-strength issue due to large irradiation non-

uniformity.

Finally, aiming at improving performance of ICF targets, synthesis technology

of diamond capsules as the ablator material of direct-drive ICF targets have been

developed. In this study, polycrystalline diamond capsules were fabricated by

using the HFCVD method. The capsule (diameter ∼ 500 or ∼ 2000µm) with the

sphericity 99.7%, film thickness ≤ 10µm, and the surface smoothness ≤ 0.1µm was

obtained without mechanical polishing. Also, it seems to be feasible to produce

large quantities of diamond targets and surface roughness is reduced by controlling

grain size, morphology, crystal orientation, and nuclear density using the HFCVD.
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Appendix A

A.1 Conservation laws on shock wave in solids

The Rankine-Hugoniot equations relate the pre- and post-shock conditions via

the particle velocity(Up) and shock velocity (Us) [49]. These relations are derived

from the conservation of mass, momentum, and energy across the shock wave

discontinuity. The particle velocity describes the fluid velocity, or the velocity of

the piston. The fluid state is determined by giving variables of pressure P , density

ρ, temperature T , and velocity v as a function of position coordinates x and time

t. The conservation laws of mass, momentum, and energy for the fluid element are

expressed as follows:

∂ρ

∂t
+∇ · (ρv) = 0 (A.1)

∂ρv

∂t
+∇ · (ρvv) = −∇p (A.2)

∂

∂t

[
ρ

(
ϵ+

v2

2

)]
+∇ · ρv

[
ρ
v2

2
+ ϵ+

P

ρ

]
= −∇q, (A.3)

where q is the vector describing the conductive heat flux and ϵ is the internal

energy per unit mass. Consider that a fluid or solid medium with a steady density

ρ0 and pressure P0 is one-dimensionally compressed from right to left by the piston

(as in Fig.A.1(a)). Piston drives a shock wave starting from the right. In the

laboratory reference frame, the shock discontinuity transits the medium with shock

velocity, Us, and the fluid velocity behind the shock front, described by the particle
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velocity is given by Up.

x

Up

x

Up

Piston
Initial state

r1, P1, e1

r0, P0, e0

Shocked state
r0, P0, e0

Us

t = t0

t = t0+Δt

(a)

u1

r1, P1, e1

Shocked state

r0, P0, e0

u0

Shock 
front

Shock 
front

Initial state
(b)

Figure A.1: (a) One dimensional compression by propagating of plane shock wave
in the laboratory reference frame. t0 is initial time. At t = t0 + ∆t, the shock
propagates at the shock velocity Us, while the fluid velocity is represented by up.
(b) In the stationary shock reference frame, the fluid moves into and out of the
shock discontinuity at velocity u0 and u1.

In a reference frame where the shock is stationary, the shocked medium lies on

the right of the shock front, as shown in Fig.A.1(b), and unperturbed medium,

with initial density ρ0, pressure P0, and mass velocity u0, lies on the left of the shock

front and flows into the shock discontinuity with velocity u0 = −Us. Assuming

steady shock conditions, the shock front is a discontinuity between two states.

In the reference frame of the stationary shock, the density does not change with

respect to time ( ∂
∂t

= 0). Let subscripts 0 and 1 describe the unshocked and

shocked medium. When these conservation laws, Equations (A.1), (A.2), and

(A.3), are integrated in intervals before and after the shock front,
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ρ0u0 = ρ1u1 (A.4)

P1 − P0 = ρ0u
2
0 − ρu2

1 (A.5)

P0u0 − P1u1 = ρ0u0

[(
ϵ1 +

u2
1

2

)
−
(
ϵ0 +

u2
0

2

)]
(A.6)

are obtained. Given that Us is the propagation velocity of the shock front

through the unperturbed fluid, u0 = −Us. The velocity u1 of mass leaving the

discontinuity (or shock front), can be expressed as u1 = −(Us − Up). Equations

(A.4), (A.5), and (A.6) can be rewritten by using Up and Us:

ρ0Us = ρ1(Us − Up) (A.7)

P1 − P0 = ρ0UsUp (A.8)

ϵ1 − ϵ0 =
1

2
(P0 + P1)(V0 − V1). (A.9)

These equations are called Rankin-Hugonio relations. The Rankine-Hugoniot

relations result in the Rankine-Hugoniot curve, or shock compression curve, de-

scribing the locus of achievable final shock states. Shock compression curves are

obtained from the Rankine-Hugoniot relations and knowledge of the equation of

state of the material: the relationship between thermodynamic variables such as

pressure, density and temperature (as in Section 3.3, Fig. 3.2).

121


