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Abstract

Cell polarization is a common event that is necessary for cytokinesis, pinocy-
tosis and migration of eukaryotic amoeboid cells. The remarkable example
of cell polarity is the migration of Eukaryotic amoeboid cells. The decision
making process of migration direction is composed of an asymmetricity in
cell shape, arrangement of cytoskeleton, localization of signaling molecules
and so on. Live cell imaging revealed some signaling molecules accumulate in
an anterior part of a cell, that induces actin-polymerization and pseudopod
formation. Especially, GTP form Ras (Ras-GTP) and PIP3 phosphatidyli-
nositol lipid show asymmetric localization pattern on a cell membrane even
in the absence of external stimuli and polarity in cell structures. In some
conditions, Ras-GTP and PIP3 show self-organized spatiotemporal propa-
gating wave pattern called Ras/PIP3 wave, that reflects a structure of signal
transduction network related to cell polarization and symmetry breaking.
Some mathematical models proposed the positive feedback regulations in-
duced wave pattern formation; however, the mechanism remained unclear
because of limitation of observation methods for signaling networks.

In this study, quantitative live cell imaging analysis revealed the spa-
tiotemporal relationship between several major signaling components that
includes Ras, PI3K, PTEN, PIP2 and PIP3 in the wave pattern. Especially,
by using TIRF microscopy, I succeeded to analyze the behaviors of some
molecules that had been difficult to observe before. As a result, I found
that Ras-GTP/PI3K interaction governs the localization pattern of PIP3.
Moreover, the spatiotemporal dynamics of the other components follow the
dynamics of Ras-GTP. Besides, Ras-GTP exhibited wave pattern in self-
organized manner, even without downstream signaling molecules including
PIP3. This result illustrates that Ras is central to the emergence of excitable
dynamics in the signaling pathways for asymmetric signal generation. Based
on the experimental results, I constructed a new numerical model, and by
simulation of the reaction-diffusion model, I confirmed the reproduction of
the traveling waves of all these components observed experimentally. The
molecular components essential for Ras excitability deserve further inves-
tigation. The analysis method developed in this study can be applied to
screening of these components, that is expected to contribute progress of
the research field.






abbreviation

ACF
AKT
cAMP
CCF
DB
DB-
FPS
GAP
GEF
GFP
HL5
LatA
LB
LF
PHD
PI3K
PIP2
PIP3
PKB
PLA2
PLC61
PTEN
RBD
RFP
ROI
sGC
TIRFM
TMR
TorC

Auto-correlation function

RAC-alpha serine/threonine-protein kinase or PKB
Cyclic adenosine monophosphate
Cross-correlation function

Development Buffer

Development Buffer without CaCly and MgCl,
Frame per second

Guanosine Triphosphate hydrolase activating protein
Guanine nucleotide exchange factor

Green fluorescent protein

HL5, the medium for Dictyostelium Discoideum
Latrunculin A

Lysogeny Broth medium

Low Fluorescent medium

PH domain, Pleckstrin homology domain
Phosphoinositide 3-kinase

Phosphatidylinositol (4,5)-bisphosphate
Phosphatidylinositol (3,4,5)-trisphosphate
Protein kinase B or AKT

Phospholipase A2

Phospholipase C delta 1

Phosphatase and tensin homolog

Ras binding domain

Red fluorescent protein

Region of interest

Soluble guanylyl cyclase

Total internal reflection fluorescence microscope
Tetramethylrhodamine

Target of rapamycin complex
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Chapter 1

Introduction

1.1 Cell polarization for migration

Cell polarization commonly underlies essential cellular processes, including
polarization, migration, pinocytosis, phagocytosis and division. It is one
of the most fundamental question how and what components breaks sym-
metry during cell polarization process. Cell polarity in eukaryotic ameboid
cell such as macrophages and Dictyostelium Discoideum is defined as an
asymmetricity in cell shape, arrangement of the cytoskeleton and localiza-
tion of signaling molecules. Live cell imaging studies of Dictyostelium Dis-
coideum!' have revealed the coupling of spontaneous localization of signaling
molecules and fluctuation of cytoskeletal network drives pseudopod forma-
tion [4][14][38][19][21][24]. Some signaling molecules show an asymmetric
localization pattern even in the absence of asymmetricity in the arrange-
ment of cytoskeleton and external chemoattractant stimulation [77][51][39].
This means the signal transduction network has the ability to exhibit sym-
metry breaking spontaneously as well as response to external stimuli. The
relationship between directed migration and spontaneous migration is now
described as shown in Fig.1.1 [20]. Spontaneous asymmetrisity is generated
in the signal transduction network and it induces spontaneous migration as
a basal mode of motile cells. Chemotaxis is defined as biased spontaneous
migration, in which chemoattractant only biases the frequency or probabil-
ity of accumulation of signaling molecules along the specific direction. As a
result, cells can migrate along the chemical gradient. In this way, the spon-
taneity of signal transduction network is an essential part of cell migration
as well as polarization.

!The mechanism of cell migration in eukaryotic ameboid cells is commonly shared
in many organisms, and many molecules are well conserved among different organisms
[4][13][83][146][28]. The findings on polarization, chemotaxis and spontaneous migration
introduced later are basically obtained from study using Dictyostelium Discoideum.



CHAPTER 1. INTRODUCTION 2

With Chemlcal Gradient Without Gradient
Chemotaxis Stochastic Movement

Stochastic Polarization

Figure 1.1: Polarization and directed migration.
Eukaryotic cells recognize the gradient of a chemoattractant and move toward the
chemoattractant source. Random cell migration is caused by spontaneous polar-
ization of the intra cellar signaling network. Recent studies have shown that the
polarization along a gradient is achieved by the bias of spontaneous polarity.
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1.2 Signal transduction network for cell polariza-
tion

Cells sense extracellular chemicals, organisms and other information with
receptors on the cell membrane. This information is transmitted from the G-
protein coupled receptors (GPCR)? to the intracellular signal transduction
network by heterotrimeric G proteins, and processed in it (Fig.1.2) [5][6][10].
Finally, signal transduction network induces cell migration via regulation of
the cytoskeletal network [10][75][15][100][101][124][31][33][126]. As described
above, the molecules constituting the signal transduction network form an
asymmetric localization pattern spontaneously on the cell membrane. A
representative example is the localization pattern of GTP bound Ras (Ras-
GTP) [94][77][103]. The localization of Ras-GTP is observed in the absence
of external stimulus, and in mutant, which lacks heterotrimeric G proteins
[81]. The localization pattern has been observed even without cytoskeletal
network as well as polarity in cell shape after inhibition of F-actin by treat-
ment of actin polymerization inhibitor, Latrunculin A [10][75][39]. These
facts indicate that asymmetricity is generated in the signal transduction
network.

The signal transduction network is constructed of many elements besides
Ras. There are four major pathways, that are PIP3 pathways, TorC2 path-
way, sGC pathway and PLA2 pathway [115][116][10][75][62][76][15][81][124].
PIP3 is phosphatidylinositol lipid that is phosphorylated at the 3rd, 4th,
and 5th carbon positions of inositol ring. PIP3 is produced from PI(4,
5)P2 (PIP2) by phosphorylation with PI3K (kinase for the 3rd carbon po-
sition of inositol ring) and degraded by dephosphorylation by PTEN (phos-
phatase for the 3rd carbon position of inositol ring). PIP3 pathway is
deeply involved in cell movement, adhesion, division, phagocytosis and so
on [73][74][75][62][51][66][79]. pi3k knockout mutant, which cannot produce
PIP3, shows a decrease in migration velocity and a decrease in the cell di-
vision rate3. pten knockout mutant, in which PIP3 becomes excessive, also
shows a decrease in migration velocity, a decrease in cell division rate, multi-
ple pseudopods formation and abnormally elevated adhesion [62]. PIP3 acti-
vates PKBA (or AKT) and affects chemotaxis ability, especially, at shallow
gradients [82]. Since the phenotype is clear, PIP3 pathway has been stud-
ied actively. TorC2 is a complex with Tor, PiaA, Rip3, Lst8 and so on,
which activates PKBA ,PKBR1 and etc., and transmits a chemotactic sig-
nal [124]. Tt is known that TorC2 pathway works independently of PIP3
pathway in chemotaxis, and chemotactic ability drops greatly when both
pathways are inhibited [12][121][122]. sGC pathway is involved in the pro-

2 Dictyostelium Discoideum does not have receptor tyrosine kinase. GPCR is the main
receptor mediating chemoattractant such as cAMP (receprtor: cARs [1]]2][3][6][7][8][9])
and foric asid (receptor: fARs [35]).

3pi8k knockout mutant can hardly proliferate in the axenic medium.
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duction of cGMP, which activates cGMP-binding candidate proteins, GbpA
to D [117][119]. Among them, GbpC is involved in the regulation of Myosin
IT that induces cell contraction in the posterior part of a cell [118]. In addi-
tion, it has been reported that sGC localizes in pseudopods and is involved
in chemotaxis by regulating the direction change frequency [119]. PLA2
pathway was discovered as a pathway involved in chemotaxis under PIP3
inhibition condition. It has been reported that PLA2 pathway functions as
a memory of motile direction in chemotaxis [120]. In signaling cascade for
chemotaxis, Ras is located upstream of other pathways, and Ras is thought
to act as a hub of information from GPCR. Among the Signaling Networks,
there are many reports about feedback regulation and crosstalk between the
pathways, that caused the complicated behavior of the system. The im-
portant problem we should solve first is to clarify how symmetry breaking
occurs from which molecule in the signal transduction network.
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Figure 1.2: Diagrams of Signaling network.
The left column shows the outline of chemotactic signal transduction. External
stimuli activate GPCR, G-proteins and downstream signaling network. Among
the signaling network, asymmetric signals are generated and finally, it induces cell
migration. The right column shows detail on signaling network, in which the rela-
tionship between Ras, PIP3, TorC2, sGC, PLA2 pathways are summarized.
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1.3 Excitable signaling network

As an answer to the problem ”How the symmetry breaking occurs?”, ex-
citability is leading candidate. Excitability in biology has been well docu-
mented experimentally and theoretically in the study about the generation
of the action potential in neurons [157][158]. The generation of the action po-
tential is characterized by threshold for all-or-none response, constant mag-
nification of the response, transient response, refractory-period and propaga-
tion with no reduction, which are explained by two feedback regulations, fast
positive and delayed negative feedbacks (Fig.1.3). In the Hodgkin-Huxley
model, voltage-gated sodium channel corresponds to fast positive feedback,
that ensures all-or-none response and propagation of action potential gener-
ation. Close of sodium channel and open of potassium channel following an
action potential correspond to delayed negative feedback, that ensured tran-
sient response and the refractory-period of the membrane potential. When
considering about randomness, threshold for all-or-none excitation enables
spontaneous response by internal fluctuations or molecular noise that are
larger than the threshold, even without an external stimulus [159]. Besides,
a chain-reacting generation of action potential contributes to propagation
and spatiotemporal pattern formation of the membrane potential. The im-
portant point is such spontaneous response breaking symmetry, which is
achieved by characteristic two feedback regulations.

Similar findings have been made in many other cellular phenomena such
as cell differentiation [161][163], gene expression [162][164] and eukaryotic
chemotaxis [21][27]. In the context of signal transduction network, the
properties of excitable systems provide mechanisms for spontaneous pat-
tern formation, by which a signaling domain is generated locally on the cell
membrane, leading to symmetry breaking. In fact, recent evidence has re-
vealed that chemotactic signaling pathways in Dictyostelium cells exhibit
the characteristics of excitable systems [131][42][28][114]. Major signaling
pathways such as the PIP3, TorC2 and sGC pathways can generate an all-
or-none signal asymmetrically along extracellular cAMP gradients for di-
rected cell migration [30][36]. Evidence for excitability in the PIP3 pathway
includes stimulation-induced all-or- none excitation, spontaneous excitation,
and traveling wave generation of the PIP3-enriched domain (PIP3 domain),
and also refractory behavior in the PIP3 excitation, a phenomenon observed
typically in excitable systems [131][134][136][45]. Mammalian cells also ex-
hibit the traveling wavelike localization patterns of PIP3 [150]. This exper-
imental evidence leads to a hypothesis that the excitability in chemotactic
signaling pathways is a common feature for asymmetric signal generation in
various chemotactic cells. To gain insights into the network structure that
generates the evolutionary conserved dynamics for cell polarity and motil-
ity, it is important to clarify which molecules in the signaling network work
as key determinants for the emergence of excitable dynamics that generate
asymmetric signals.
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Figure 1.3: Key Features of excitable system.

The top left column shows the simplest model of excitable system containing two
feedback regulations. The top right column shows the propagation of the response
of excitable system. In this case, active state of membrane proteins or lipids is
expected to mediate the local signal on the cell membrane, and its propagate neigh-
borhoods. The bottom column shows characteristic features of excitable system.
Transient response (top left), all-or-none response and threshold (top right), re-
fractory period (bottom left) and constant magnification of the response (bottom
right).
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1.4 Ras/PIP3 signaling network

Ras and PIP3 signaling networks are key regulation pathways of cell po-
larization [86]. Ras-GTP and PIP3 show asymmetric localization on a cell
membrane against chemoattractant stimulus. This response satisfied with
the properties of excitable mechanism [42][43][28]. Ras-GTP/PIP3 shows
traveling wave pattern called Ras/PIP3 wave in specific conditions, that is
also an important nature caused by excitability of the system [39]. Ras-GTP
is known as upstream of PIP3 in chemotactic signal transduction network
and PIP3 signaling network induces pseudopod formation [75]. Ras-GTP
is visualized by fluorescent protein tagged Ras binding domain (RBD) from
human Rafl protein [94]. Ras-GTP is positively regulated by guanine nu-
cleotide exchange factors (GEFs) and negatively regulated by GTPase ac-
tivating proteins (GAPs) [88][90][92]. In Dictyostelium discoideum cells, at
least 14 Ras small GTPase family proteins, 25 RasGEFs, and 14 RasGAPs
are estimated from the genome sequence [84][85][87][89][95][28][22]. Among
the Ras family proteins, RasG and RasD mainly regulate PIP3 signaling net-
work. RasGEF R is one of the important activator mediating chemotactic
signal, and RasGAP NfaA is one of the important deactivator suppressing
Ras activity globally [97][99].

PIP3 is visualized by fluorescent protein tagged PH domain (PHD)
from PKBA(AKT) protein, which has binding specificity for PI(3,4,5)P3
[46][47][10][50][52][54][57][58]. Dictyostelium discoideum has six PI3Ks, PI3K1
to 6. PI3K1, 2 and 3 are important for cell migration and polarization
[75][80][16]. PI3K1 to 3 are homologous to human class I PI3K pl10 y
catalytic subunit (Hs pl10 y ) and have same domain structure contain-
ing catalytic domain, accessory domain, C2 domain and Ras binding do-
main (Fig.1.4). Especially, catalytic activity of PI3K2 is higher than that
of PI3K1 and 3. Interaction with Ras-GTP is necessary for activation of
PI3K2 and RBD mutant of PI3K2 (PI3K2K857, 858E or PI3K(KE)) that
cannot interact with Ras-GTP, cannot rescue the phenotype of pi3k1-2 null
strain [75]. Dictyostelium PI3Ks have N-terminus domain called ”target-
ing domain” that is also necessary for PI3K2 catalytic activity. N-terminus
truncate of PI3K2 (N-PI3K; 2-561aa of PI3K2) shows an F-actin dependent
pseudopod localization regardless of other domains. PTEN is phosphatase of
PIP3, that regulates PIP3 signal in a negative manner and shows mutually
exclusive localization pattern with PIP3 [62][37][67][41][44]. It is expected
that positive regulation from PIP2 to PTEN [63], and negative regulation
from PIP3 to PTEN [72]. A recent study reported that GTP bound Arf
small G protein is essential for PTEN membrane localization (Degawa 2019,
under submission). PIP2 (PI(4,5)P2) is a precursor of PIP3, that mainly
generated from phosphorylation of PI(4)P by PISK [60]. PIP2 is visualized
by PHD from PLC{§1 protein, but only slight change was observed while
PIP3 shows a drastic change [40].

The localization patterns of Ras-GTP and PIP3 are coincident in sev-
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Dd PI3K1 Jargeting domain' ppp- 2 = PI3K’- PI3K’—
1570bp l i |
N-PI3K C-PI3K
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1858bp | 1 |
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Catarytic subunit

Figure 1.4: The domain structure of PI3K.
The PI3K domain structure is shown, that contains the catalytic domain (PI3Kc),
accessory domain (PI3Ka), C2 domain (C2) and Ras binding domain (RBD).

eral conditions. Ras/PIP3 co-localization was observed in the pseudopod,
phagocytic cups and on the whole of the plasma membrane during responce
for chemoattractant [77][78][52][81][40][34]. Stimulation by cAMP induces
a transient increase of Ras-GTP, PI3K and PIP3 on the membrane. First,
Ras-GTP and PI3K level increase, and PIP3 level increase following them
[77]. After that, Ras and PIP3 decrease, but PI3K remains on the membrane
for several seconds. In pidk null strain, PIP3 production has never observed
any more, but Ras-GTP and N-terminus domain of PI3K still show localiza-
tion in the pseudopod. PTEN also shows the localization pattern in opposite
side of higher chemoattractant [62]. No membrane localization of PI3K was
reported under F-actin inhibit condition by Latrunculin A, in spite of the
localization pattern of Ras-GTP, PIP3 and PTEN. Besides, inhibition of
PI3K by PI3K inhibitor LY294002 results in disappearance not only PIP3
but also RBD localization patterns [39]. From these results, it is thought
that localization patterns of Ras-GTP, PIP3 and PTEN are closely regulated
each other and feedback regulation from PIP3 and its downstream compo-
nents also affects on activity of Ras and PI3K. These regulations are also
important for understanding of the symmetry breaking process, however,
the question how and which molecules breaks symmetry remains unclear.
In order to simplify the question, our group focused on the stochastic lo-
calization pattern formation of Ras-GTP and PIP3 which occurred without
external stimuli and cytoskeletal networks. Previously, it was reported that
Ras-GTP and PIP3 shows traveling wave pattern after treatment of Latrun-
culin A and Caffeine [39]. The models of PIP3 traveling wave pattern were
proposed from some groups [131][134][136]. Because the wave pattern was



CHAPTER 1. INTRODUCTION 9

vanished after treatment of LY294002, our group proposed PIP3 wave pat-
tern model (called Shibata model, Fig.1.5) in which PIP3/PIP2 metabolism
and mutual exclusion between PIP3 and PTEN constructs an excitable sys-
tem. This model can well reconstruct the experimental data by numerical
simulation. There are three hypotheses in this model, that are negative reg-
ulation from PIP3 to PTEN, positive regulation from PIP2 to PTEN, and
inflow and outflow of PIP2 and PIP3. In this study, I started from verifica-
tion of the Shibata model and try to reveal the mechanism of Ras-GTP and
PIP3 wave pattern formation and symmetry breaking.

Shibata model

Figure 1.5: The scheme of Shibata model.
This model is explained by two feedback regulations, one is fast positive feedback
composed of mutual inhibition between PIP3 and PTEN, the other is delayed neg-
ative feedback composed of inflow of PIP2 and outflow of PIP3.
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1.5 Result summary

In order to reveal the network structure of Ras/PIP3 signaling and the mech-
anism of traveling wave pattern formation, I performed imaging study of
Ras/PIP3 wave. By using Total Internal Reflection Fluorescent Microscopy
(TIRF microscopy), I succeed in comprehensive observation of components
of Ras/PIP3 wave including Ras-GTP, PIP3, PIP2, PTEN and PI3K on
a membrane. PIP2 showed a negative correlative localization pattern with
PIP3. PI3K showed membrane translocation that precedes accumulation of
PIP3. Membrane translocation of PI3K regulated by Ras-GTP and localiza-
tion pattern of PISK coincided tightly with that of Ras-GTP. Ras-GTP wave
as well as PI3K wave preceded PIP3 wave. Rescue experiment of pi3k1-5
null strain revealed that PIP3 wave depended on PI3K activation by Ras-
GTP/PI3K interaction. Additionally, Ras wave was observed even in pi3k
null cells and WT cells treated with PI3K inhibitor LY294002, in spite of
absence of PIP3 wave. These results indicate Ras wave is dominant in the
asymmetric localization pattern formation of signaling molecules. Based on
the experimental results, I developed a reaction-diffusion model that repro-
duced the Ras/PIP3 waves and interrelationships between all components
observed experimentally. These results illustrated that Ras is central to
the emergence of excitable dynamics for asymmetric signal generation and
that Ras excitability is modulated by feedback regulation from downstream
signaling molecules to stabilize the asymmetric signal for cell motility.



Chapter 2

Materials and Methods

2.1 Materials

2.1.1 Plasmids Construction

Plasmids were generated by Ligation or In-Fusion methods (TOYOBO,
TaKaRa). All plasmids used in this study are shown in Table.2.1. As a
vector for plasmids, I used pHK12 series[170] or pDM series[169]. All con-
structs were sequenced and checked with genomic sequence before transfor-
mation [168]. To visualized localization of PI3K2 and its mutants, Halo-tag
fused PI3K2 were expressed. Ras binding mutant of PI3K2 (PI3K2K857:858E)
and truncates of N-PI3K2 (PI3K24%61-1859) and C-PI3K2 (PI3K242-560)
were obtained by PCR (TOYOBO)[166]. I created optimized versions of
PHDp1,cs1-GFP pHK12 plasmid for Dictyostelium cells in order to improve
the expression level of PHDpr,cs1-GFP. I changed 5’ sequences of PHDpy,c41-
GFP to high codon usage sequence, from ATGcacggcctacaggatgatgaggatc-
tacaggegetgetg to AT Geatggtttacaagatgatgaagatttacaagetttattaaaa by PCR
[167].

2.1.2 Cell culture and constructs

Dictyostelium Discoideum wild-type Ax2 was used as the parental strain ex-
cept gc null strain (Ax3) [165]. All constructs used in this study are shown
in Table.2.2. Cells were transformed with plasmids by electroporation. Elec-
troporation method is based on [171]. In my method, electroporate the cells
at 0.65 kV and 25 pF twice, waiting for about 1 s between pulses. To observe
spatiotemporal dynamics of Phosphatidylinositol lipids and their related en-
zymes, pairs of PHD st /pgp-GFP or RFP, GFP-Nodulin, PTEN-Halo or
GFP, PI3K-Halo and RBDg,s;-GFP were co-expressed respectively. Cells
were cultured axenically in HL-5 medium containing G418 (20ug/ml), Blas-
ticydin S (10pg/ml) or hygromycin (50ug/ml) at 21 °C [172] (Watts and
Ashworth, 1970).

11



CHAPTER 2. MATERIALS AND METHODS

Table 2.1: Plasmids List

No.

Plasmid name

1-1

RBDgap-GFP pDM181

1-2

RBDRafi-GFP pDM358

RBDgap-REFP pDM358

RBDgap-RFP pDM344

2-1

PHDAKT PKB_GFP pHK12 neo

PHDAKT PKB_GFP pHK12 bla

PHDAKT pKB—GFP pDM358

PHDAKT pKB—RFP pHK12 bla

PHDAKT PKB_R‘FP pDM358

2-6

PHDAKT PKB_RFP pDM344

PTEN-GFP pHK12 bla

PTEN-Halo pHK12 neo

PTEN-Halo pHK12 bla

PTEN-GFP-Halo pHK12 neo

hPTEN-Halo pHK12 neo

PI3K2-Halo pHK12 neo

PI3K2-Halo pHK12 bla

PI3K2K®7858E_Halo pHK12 neo

PI3K2K87858E_Halo pHK12 bla

N-PI3K2-Halo pHK12 bla

C-PI3K2-Halo pHK12 bla

GFP-Nodulin pDM358

5-2

RFP-Nodulin pDM358

Halo-Nodulin pDM358

PHDp1,cs1-GFP pHK12 neo

LimEAcei-RFP

GFP-Nodulin PHDAKT/PKB'RFP pDM358

PHD axcr/prs-GEFP RBDpai-REP pDM358

RBDpari-GFP PHD srr/prp-REP pDM358

GbpD-GFP pHK12 neo

sGC-RFP pHK12 bla

nfaA-Halo pHK12 bla

12
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Table 2.2: Constructs List

Main Gene | Construct Name Starvation time

RBD RBDg,s-GFP /Ax2
RBDgas1-GFP /pten null
RBDgRas1-GFP /pi3k1-5 null
RBDRas1-GFP /gc null (Ax3)
RBDRaﬂ—RFP & PHDAKT PKB_GFP /AX2 3h
RBDRaﬂ—RFP & PHDAKT PKB_GFP /p23k1-5 null
RBDg,s-GFP & PI3K2-Halo /Ax2

RBDg,s1-GFP & PTEN-Halo /Ax2

RBDg,s-RFP & GFP-Nodulin /Ax2

PI3K PI3K2-Halo/Ax2 3h
PI3K2-Halo/pi3k1-5 null

PI3K2-Halo & PTEN-GFP/Ax2

PI3K2-Halo & PHD pk7/prp-GFP/Ax2
PI3SK2K®7858E_Halo & PHD zkr/pkp-GFP/Ax2 3h
N-PI3K2-Halo & PHD skt /pkp-GFP/Ax2
C-PI3K2-Halo & PHD zk7/prp-GFP/Ax2

PHD | PHD axr/prp-REP & PHDpLcs1-GFP /Ax2 4.5h

PHD zx1/pkp-RFP & GFP-Nodulin /Ax2

PHD zx1/pkp-GFP & LimEaco-RFP /Ax2
PHD px1/pkB-GFP /pten null 3h
PHD px1/pkp-GFP /pi3ki1-5 null

PTEN PTEN-Halo & GFP-Nodulin /Ax2

hPTEN-Halo & PTEN-GFP /Ax2 5h
hPTEN-Halo & PHD zx1,pkp-GFP /pten null
GbpD GbpD-GFP & PHD zkt/pkp-RFP /Ax2 3~4h
sGC sGC-RFP & PHDAKT pKB—GFP /AX2 3~4h

nfaA nfaA—Halo & PHDAKT pKB—GFP /AX2 3N4.h
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2.1.3 Reagents

Detail about regents used in this study is shown in 2.3. The concentration
of the reagent is described later. Basically the use of reagents complies with
the instructions of the reagents.

Table 2.3: Reagents List

Drug Name Manufacture ‘ Catalog number
Latrunculin A SIGMA Cat#L5163
LY 294002 Cayman Cat#154447-36-6
Torin?2 TOCRIS Cat#4248
BPB TCI Japan Cat#A5501
Halo-tag TMR ligand Promega Cat#G8251
Ligation High TOYOBO Cat#LGK-101
KOD Plus- Ver.2 TOYOBO Cat#KOD-211
In Fusion HD Cloning kit | TaKaRa Cat#639634
w/Cloning Enhancer
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2.2 Methods

2.2.1 Preparation for live cell imaging

For imaging experiments, cells were washed in 1 ml development buffer
without Ca++ and Mg++ (DB-; 5 mM Na2HPO4 and 5 mM KH2PO4)
twice and starved in 1ml development buffer (DB; DB-, 2 mM MgSO4 and
0.2 mM CaCl2) for 3 to 4 hours at a density of 5.0 x 10 cells per ml on
35 mm dish. Halo-tag (Promega) fused proteins were stained with 2 ul
Halo-tag TMR ligand for 30 min and washed 5 times with 1ml DB- before
observation.

2.2.2 Imaging with confocal microscope

Confocal imaging was performed using an inverted microscope (ECLIPSE
Ti; Nikon) equipped with a confocal unit (CSU-W1; Yokogawa) (Table.2.4).
Laser sources for 488 nm and 561 nm excitation light were solid-state CW
lasers (OBIS 488NM X 50MW and OBIS 561NM X 50MW, respectively;
COHERENT). Time-lapse images were acquired through a 60 x oil immer-
sion objective lens (CFI Apo TIRF 60X Oil, N.A. 1.49; Nikon) with an
EM-CCD camera (iXon3 897; Andor). Cells were transferred to a 35 mm
Glass Base Dish (Grass 12 ¢, 0.15-0.18 thick; IWAKI) and suspended in
200 pl DB with 4 mM caffeine and 5 pM Latrunculin A (SIGMA). Inhibitors
were added after 15 min treatment with caffeine and Latrunculin A. Latrun-
culin A (2 mM), LY294002 (40 mM), Torin2 (1 mM) and BPB (10 mM) in
DMSO were diluted to the final concentration (DMSO 1%). Time-lapse
images were obtained at 200 ms exposure for each channel at 2 s intervals
(488 nm laser power was 50 uW, and 561 nm laser power was 150 pW).

Table 2.4: Spinning disk Confocal microscope

Part name ‘ details

Housing ECLIPSE Ti; Nikon

Confocal Unit | CSU-W1; Yokogawa

Objective lens | CFI Apo TIRF 60X Oil, N.A. 1.49; Nikon (NA 1.49)

CCD iXon3 897; Andor (EMCCD, 512x512pixels)

Laser 1 OBIS 488NM X 50MW; COHERENT (output 488nm, 50mW)

Laser 2 OBIS 561NM X 50MW; COHERENT (output 561nm, 50mW)

Software NIS-Elements AR; Nikon
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2.2.3 Imaging with TIRF microscope

TIRF imaging was performed using an inverted microscope equipped with a
handmaid prism-less TIR system [154] (Fig.2.1, Table.2.5). Laser sources for
488 nm and 561 nm excitation light were solid-state CW lasers (SAPPHIRE
488-20 and Compass 561-20, respectively; COHERENT). Lasers were guided
to the back focal plane of the objective lens (CFI Apo TIRF 60X Oil, N.A.
1.49; Nikon) through a back port of the microscope. TIR and EPT illu-
mination were switched by tilting the incident angle of the lasers. The
separated images were passed through dual band laser split filter sets (Di01-
R488/561-25x36, Di02R561-25x36, FF01-525/45-25 and FF01-609/54-25;
Semrock; Fig.2.2.3) and captured by two EM-CCD cameras (iXon3 897;
Andor) equipped with 4 x intermediate magnification lenses (VM Lens C-4
x; Nikon). To reduce nonspecific fluorescent signals, carefully washed cover
glasses and filtered buffers were used. Cells were transferred to a cover glass
(25 mm radius, 0.12-0.17 thick; MATSUNAMI) that was fixed on a chamber
(Attofluor Cell Chamber; Molecular Probes). The cover glass was washed
by sonication (Branson 1800; Emerson Japan) in 0.1 M KOH for 30 min
and in 100% EtOH for 30 min twice in advance. Cleaning solutions were
washed away with milli-Q water at intervals. Cells were treated with 4 mM
caffeine and 5 uM Latrunculin A in DB for 15 min. Time-lapse images were
obtained at 100 ms exposure for 10 min (488 nm laser power was 20 uW,
and 561 nm laser power was 20 pW). Time-lapse images were smoothed
with a 1 s time window to reduce shot noise.

Table 2.5: TIRF microscope for dual color

Part name ‘ details
Housing ECLIPSE Ti; Nikon
TIR optics built in laboratory

Objective lens CFI Apo TIRF 60X Oil, N.A. 1.49; Nikon (NA 1.49)

Dichroic mirror 1 | Di01-R488/561-25x36; Semrock

Dichroic mirror 2 | Di02-R561-25x%x36; Semrock

Filter FF01-525/45-25, FF01-609/54-25; Semrock

CCD iXon3 897; Andor (EMCCD, 512x512pixels)

Laser 1 SAPPHIRE 488-20; COHERENT (output 488nm, 20mW)
Laser 2 Compass 561-20; COHERENT (output 561nm, 20mW)
Software iQ2; Andor

2.2.4 Image processing and analysis

The adjustment of images from a dual camera was performed on software
by using objective micrometer images as a standard. The average error of
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Figure 2.1: Overview of the constructed microscope.
A. TIRF optics diagram of the constructed microscope. Piezo mirror and three
lenses to construct TIR illumination were used. B. Schematic diagram of the
constructed microscope. TIR illumination and the dual view optics were combined.
”L” represents a lens, "M” represents a mirror, and "ND” represents an ND filter.

C. Picture of the constructed microscope.
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Figure 2.2: Specification of the filter set.
The model numbers of the filter sets used in this study are listed in Table.2.5.

the position after adjustment was less than 66 nm? (Fig.2.3). Leakage from
one channel to the other was calibrated as:

Sldctoctod =S1+ bg1 + Leathol - 52 (21)

SQdetected =S2 + ng + Leakltog -S1 (2.2)

S1 and S2 indicate the fluorescence signals from the two channels. S’ indi-
cates the detected signal, Bg indicates the background noise and L indicates
the ratio of leakage from one signal to the other channel. Leakage parame-
ters for GFP, RFP and TMR were obtained in advance. By this correction,
leaking effect become lower than noise level (Fig.2.3). Spatiotemporal dy-
namics of fluorescent intensity were analyzed with time trajectories. In the
case of TIRF time-lapse images, time trajectories were obtaiened by the
time-axis profiles of the average intensity in a ROI (region of interest). We
defined the ROI as a circle with 0.2 pm (3 pixels) radius. In case of confocal
time-lapse images, the fluorescence intensities were analyzed as previously
described [39]. Fluorescence intensity along the rounded cell contours were
measured in each frame. The intensity profiles were plotted against an angle
0 and time as a 2D pattern. The line profile along the time axis was defined
as the time trajectory of the membrane localization.
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Figure 2.3: Alignment of dual view.

A. Images obtained with two cameras were overlapped with pseudo colors of green
and red, respectively. The left image is before correction. There are some parts
where colors look green and red, indicating that the two images do not match. The
right image was improved on the software. B. The histogram of the deviation of
the center coordinates of each spot of the objective micrometer before correction
(black) and after correction (red). There is 1.5 pixels (100nm) error before the
correction, which shifted to around 0.5 pixels (33nm) after the correction.
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Figure 2.4: Correction of fluorescence leakage.

A. Simultaneous images of PTEN-Halo/Ax2 strain with TMR-ligand were obtained
by dual view system. These images were integration of 50 frames (5 s). The left
image is the original image obtained with the red channel (for TMR and RFP
observation). The center image is the leakage image obtained with the green channel
(for GFP observation). The right image is after correction by my method. The
intensity on the red line was measured for evaluation. B. The intensity profile
before and after correction. The red line indicates profile of the leakage image, the
green line indicates that of image after correction, and the blue dotted line indicates
that of the original image.



CHAPTER 2. MATERIALS AND METHODS 21

2.2.5 Time trajectory analysis

Raw trajectories were extracted from TIRF images as described above.
Auto-correlation function of F'(t) and cross-correlation function of F}(t) and
F5(t) were defined as:

COF(t) = ZZO(Fl(k?LmZ()T(liz(k +1) —p) (2.4)

The notation p and o2 indicate the average and variance of F(t), respec-
tively.

To obtain the average trajectories like Fig.3.1H, I calculated the local
maximums and minimums of the first derivative of the raw trajectories at
the centers of the increasing and decreasing phases, respectively. Next, I
extracted short trajectories of 60 s before and after the calculated centers
from the raw trajectories. Finally, I aligned the short trajectories at their
centers, normalized them by z-scores and calculated the average trajectories.
The phase diagrams were drawn from the average trajectories.

2.2.6 Domain size and lifetime analysis

The domain size and duration time were calculated from binarized kymo-
graphs. Kymographs were smoothed by a mean filter with a 9-pixel window
and binarized to separate the domain and background, then each domain
was detected. 1 defined lifetime as the size of the domain along the time
axis and domain size as the average spatial size of the domain in each time
step. Maximum domain size and lifetime in each kymograph were plotted
as shown in Fig.3.26. Domains smaller than 32° or shorter than 30 s were
ignored.

2.2.7 Numerical simulations and reaction diffusion model

To reconstruct the spatiotemporal dynamics of the Ras/PIP3 wave patterns,
I constructed a combined model of the Ras and PIP3 signaling systems
(Fig.3.29). As described in result section, excitability and pattern formation
derive from Ras and its regulatory network. The PIP3 signaling system
follows Ras, and feedback from PIP3 to Ras maintains Ras excitability.

First, I constructed a model of the PIP3 signaling system as described below.

0 [PIP3
[Bt] = Rpisk — Rpren — Aprps [P1P3] + DV? [PIP3] (2.5)
0 |[PIP2
[at} = —Rppsk + Rpren + Aprps [PIP3]+ DV? [PIP2]  (2.6)

[PIP3] + [PIP2] = [PIP),,,, (2.7)
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PIP3 is generated from PIP2 phosphorylation by PI3K (Rprsx) and de-
phosphorylated into PIP2 by PTEN (Rprgy) on the membrane (2.5), (2.6).
The PTEN-independent PIP3 degradation rate, Ap;ps, is also introduced
because the degradation of PIP3 is observed even in pten null strain [62].
Overline notation indicates average concentration. The sum of PIP3 and
PIP2 concentrations was set to be a constant value ([PIP],,,; Fig.3.4F).
PIP3 and PIP2 diffuse on the membrane independently with the diffusion
term DV?2. As asimplification, I used single diffusion coefficient of molecules
on a plasma membrane. The reactions related production and degradation
of PIP3 were described as shown below.

[PIP2]
R =V, PI3K 2.8
i3k = VpIsk | ] Krrsx + [PIP2 (2.8)
[PIP3]
R =V, PTEN 2.9
PTEN = VpPTEN | ] Kpren + [PIP3 (2.9)
[PI3K]| = [ [Ras-GT'P] (2.10)

The reaction velocities of PIP2 phosphorylation (Rpr3x) and PIP3 dephos-
phorylation (Rprgn) were described as Michaelis-Menten type enzymatic
reactions, in which each term is composed with the maximum reaction rate
(Vp[gK, VPTEN) and Michaelis constant (KPIBK, KPTEN) (2.8), (2.9). Be-
cause PI3K shuttles between the cytosol and plasma membrane dependently
on Ras-GTP interactions, I introduced Ras-GTP-dependent PI3SK mem-
brane translocation and Ras-GTP-dependent PI3K activation (2.10). S
indicates the membrane association rate of PI3K, because the membrane
translocation of PI3K is proportional to the Ras-GTP level (Fig.3.14F).
Membrane localization of PTEN was described as shown below.

8[PTEN)] [PIP2]
—— =-R Vi PTEN
ot PTEN t PTENass[ ]cytosol Kprps + [PTEN]
(2.11)
[PTEN]cytosol = [PTEN]total - X[PTEN] (212)

PTEN also shuttles between the cytosol and plasma membrane and shows
mutually exclusive localization pattern with PIP3 (Fig.3.30H). To satisfy
these constraints, I introduced PIP3-dependent exclusion of PTEN from the
membrane [63][39][131]. We assumed interaction between PTEN and PIP3
results in PTEN dissociation from the membrane and the dissociation has
the same rate with PIP3 dephosphorylation, Rprpy (2.11). Additionally,
I introduced PTEN recruitment to the membrane by interaction with PIP2
[63] as dependent on the maximum reaction rate Vprgy,,, and Michaelis
constant Kpypy (2.11). Unlike the case of PI3K, the cytosolic concentration
of PTEN drastically changes before and after the membrane translocation
[62]. It means there is competitive effect between cytosolic concentration
and membrane concentration, so I considered the cytosolic concentration of
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PTEN ([PTEN],050,)- 1 assumed the cytosolic PTEN concentration is uni-
form inside the cytosol because of faster diffusion coefficient in cytosol than
that on a membrane (2.12). Overline notation indicates average concentra-
tion, and x indicates a constant that transforms the surface concentration
on the membrane to a volume concentration in the cytosol. The total con-
centolatin of PTEN molecules was set to be a constant value ([PTEN],,.;)-

Second, I constructed the Ras signaling regulation model as an excitable
network. As a template for the excitable network model, I applied the
theoretical model of self-organization on the membrane reported previously
[39][131], which can reconstruct well the excitable responses of a Ras/PIP3
signaling system with minimum elements. In this model, I introduced a
positive regulator and negative regulator of Ras as GEFs and GAPs, re-
spectively. The reactions of Ras activation Rgprs and inactivation Rgaps
was described as shown below.

0[Ras-GDP
[asat] = 7RGEF+RGAP+I€7)\RCLS—GDP [RQS_GDP]+Dv2 [RGS—GDP]
(2.13)
0 [Ras-GTP
““Sat] = Repr — Raap — Agas-Tp [Ras-GT P| + DV? [Ras-GT P
(2.14)
[PIP3] ) [Ras-GDP]
R = V s + V eeaoac
wr ( CEE T et K p 1 py + [PIP3] ) Kaprs + [Ras-GDP]
(2.15)
Ras-GTP
Rcap = Voaps [GAPS] [ ] (2.16)

Kgaps + [Ras-GTP]

I assumed Ras-GDP to be supplied and degraded at rate k& and Arqs-gpP,
respectively (2.13). T assumed Ras-GTP to be degraded at rate Apqs.grp
and supplied only by the GTP exchange reaction of Ras-GDP (2.14). Rcgrrs
was described as a Michaelis-Menten type enzymatic reaction composed of
two terms (2.15). One term defines the basal activity of Ras and the other
defines feedback from PIP3. Each term was assumed to be composed of
the maximum reaction rate (Vgpps, Vpeedback#% and Michaelis
constant Kggps. This formulation was based on the experimental observa-
tion that PIP3 production influences the formation of Ras waves (Fig.3.24).
Rgaps was described as an enzymatic reaction with maximum reaction rate
Vaaps and Michaelis constant Kgaps (2.16). In order to promote the for-
mation of a Ras-GTP localization patch, I introduced positive regulation
from Ras-GDP and negative regulation from Ras-GTP on the recruitment
of GAPs to the membrane.

0[GAPs]
ot

[Ras-GDP] K, + a[Ras-GTP]
V%! K pas-pp + [Ras-GDP] Ko + [Ras-GTP]
—Aaaps [GAPs| + DV? [GAPs)
(2.17)

= VeAPs,..[GAPs]
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[GAPs] GAPS), 40 — X|GAPs] (2.18)

cytosol — [

These regulations were composed of two positive-feedback loops and result
in a mutually exclusive relationship between Ras-GTP and GAPs, which
could stabilize spatially restricted Ras-GTP localization patches. I assumed
positive regulation from Ras-GDP to be a Michaelis-Menten type enzymatic

reaction composed of a maximum reaction rate (Vgaps,., and Michaelis
W) which
Kao+[Ras-GTP| /?

I followed the previous PIP3 wave model [39]. Additionally, I assumed

the degradation rate of GAPs to Agaps and the cytosolic concentration as
described in equation (2.17). These assumptions are necessary for excitable
dynamics of Ras signaling in the model, however, it can be explained by
another excitable model as well.

Detailed methods for the numerical simulations are described previously
[131]. T evaluated a one-dimensional system with 100 