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1. Introduction

We introduce shift selfsimilar random sequences, as a atisctime analogue
of semi-selfsimilar processes. They are also extensionsstafionary random se-
guences. We study limit theorems for those sequences havilgpendent increments.
Our results will be a potential resource for studying GaNgatson branching trees
and diffusions on fractals. LeR? be the d -dimensional Euclidean space and let
Z={0,+1,42,...},Z, ={0,1, 2 ...} andN = {1,2 ...}. We considerR? as the
totality of d-dimensional column vectors afd- | denotes the Euclidean norm Rf.

In this paper, we use the words “increase” and “decreasehénvtide sense allowing
flatness.

Dernimion 1.1, An R?-valued random sequendeX (n), n € Z} is said to beshift
a-selfsimilar if there exists a non-zero real numher such that

(1.1) (X +1).n ez} {aX(n),n €2},
where 2 denotes the equality in finite-dimensional distributions

Let {X(n),n € Z} be a shifta -selfsimilar random sequence. Then we see that, fo
positive integenn , the distribution of mz ) is the same as that’8" DX (n). Thus
the shift selfsimilar random sequence is not selfsimilathie usual sense.

An Rf-valued stochastic proces¥(r),r > 0} is said to besemi-selfsimilarif
there existc € (0, 1)U (1, c0) anda > 0 such that

(1.2) {(Y(ct),t > 0} L {av(r), 1 > O}.

Strictly semi-stable &vy processes ilR? and a Brownian motion on the unbounded
Sierpinski gasket are important examples of semi-selfamstochastic processes. If
{Y(t),t+ > 0O} is semi-selfsimilar, then the random sequerc&n),n € Z} defined
by X(n) =Y (c"to) is shift a-selfsimilar for every, > 0. We extend the property (1.1)
to an operator version as follows.
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DeriniTioN 1.2. Let A be a real invertible x d matrix. An R?-valued random
sequence{ X (n), n € Z} is called shift A-selfsimilarif

(1.3) (X +1).n ez} 2 {AX(n),n € Z}.

Deriniion 1.3, An R?-valued random sequencgX(n),n € Z} is said to have
independent increments if, for evenye Z, {X(k),k <n} and X @ +1)} X(n) are in-
dependent. It is equivalent to the condition that, for every Z, X (n), X (n+1)— X (n),
X(n+2)—X(n+1),... are independent. It is called to have independent incresmient
the weak sense iK n( +1 X(n), n € Z, are independent. A random sequence with
independent increments is also called additive random sequence.

After this, we investigate for shiffdA -selfsimilar additivendom sequences sev-
eral problems which have already been studied for selfamidr semi-selfsimilar) pro-
cesses with independent increments. As to the latter pgesggieneral results are writ-
ten in [26], problems of recurrence and transience are sé&salin [27], [36] and [37]
although any criterion to classify recurrence and trartsers not yet known, and
problems on the rate of growth in increasing case are studi¢a5] and [31] in com-
parison with the results for subordinators in [6] and [7].

The contents of this paper are the following. In Section 2 vi\e @ character-
ization for non-degenerate shift -selfsimilar additivexaam sequences. See Theo-
rem 2.2. In Section 3 we prove that non-degenerate shift fsiselar additive ran-
dom sequences are transient if and onhAif  has an eigenvahgseaevabsolute value
is greater than 1. See Corollary 3.2. Next we discuss in |d#tai rate of growth of
shift a-selfsimilar additive random sequences in the “liffiicase for increasing se-
guences in Section 4, and in the “limsup” case for generalieseces in Section 5
as follows. Leta > 1, Go = {g(x) : g(x) is positive and decreasing on,[&)} and
G1 = {g(x) : g(x) is positive and increasing on,[60)}. Suppose tha{X(n),n € Z}
is an increasing shift -selfsimilar additive random seaqaem (1.4) and that it is an
R?-valued non-zero shift -selfsimilar additive random semeein (1.5) below. We
first prove that, for everyo € Go and g1 € Gi, there existcy and ¢; € [0, oo] such
that

. X(n)
1.4 liminf————— =¢ a.s.
(1.4) n— oo a”go(|n|) 0
and
(1.5) lim supM =c¢; as.

oo atgi(nl)

Here the abbreviation “a.s.” means “almost surely”. Then at¢ain a necessary and
sufficient condition for the existance gf € Go such that (1.4) holds fotg = 1. In the
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case where there does not exigt € Go such that (1.4) holds fory = 1, we give a
criterion which classifiegq € Go with ¢o = 0 or gg € Gg with ¢g = oo in (1.4). Fur-
ther, changing the roles ¢fy € Go and {X(n),n € Z}, we fixa > 1 andgp € Go then
consider the family of the sequencéX(n),n € Z} which satisfy (1.4). We obtain a
necessary and sufficient condition for the existance{¥{n),n € Z} such that (1.4)
holds forco = 1. In the case where there does not eXi&t(n),n € Z} such that (1.4)
holds forco = 1, we give a criterion which classifiesX(n),n € Z} with ¢o = 0 or
{X(n),n € Z} with ¢g = oo in (1.4). Moreover we get all of the above results re-
placing go € Go, co and (1.4) byg; € Gy, c1 and (1.5), respectively. Finally we give
in Section 6 some examples of the results in Sections 4 anch&.nfain results are
as follows. The distribution ofX (0} X(—1) is denoted byp;. The Laplace trans-
form of a probability distribution. on [0, oo) is denoted byL,(r) for + > 0, that is,
L,@t)= f[o’oo)e_”‘,u(dx).

Theorem 4.2. There existsg(x) € Go satisfying(1.4) with ¢ = 1 if and only if
p1({0}) = 0.

Corollary 4.2. Let g(x) € Go. Suppose thah := p1({0}) > 0. If
o 1
/ K> (—> dx =00 (resp. < o),
0 g(x)

liminf X0
n—o0 a"g(|n|)

then

=0 (resp. =x) as.

where K, (x) is regularly varying with indexog\/loga and defined or(0, o0) as

K)\(x) — xlogA/ loga exp </ |Og Ll)l(u) - IogA du> ]
1 uloga

Theorem 4.3. Let g(x) € Go. There exists{X(n),n € Z} satisfying(1.4) with
co =1 if and only if

liminf —1298¢) _ o

X—00 |ng

Corollary 4.3. Let g(x) € Go. Suppose thap;({0}) =0 and

liminf —1298) _ o
X—00 |Og_x
Then we have
X(n)

liminf
oo ag ()

=00 a.s.



564 T. WATANABE
Define a functionpj(x) on [0, c0) as pj(x) = P(|X(0) — X(—1)| > x). A positive
measurable functiory () on (60) is said to belong to the clasO@ R  if, for every

0> 1, limsup_, ., f(0r)/ f(z) < oo and liminf_.., f(dz)/ f(t) > 0. Define the inverse
function g~1(x) on [0, c0) of g(x) € G, as

g (x)=suply > 0:¢(y) < x}
with understanding that sufjp= 0.

Theorem 5.2. There existsg(x) € Gy satisfying(1.5) with ¢; = 1 if and only if
pi(x) ¢ OR.

Corollary 5.1. Let g(x) € G1. Suppose thap;(x) € OR. If
/0 pig() dx < oo (resp. =),

then

lim sup [ X(n)
n—+oo a"g(|l’l|)

=0 (resp. =c0) a.s.

Theorem 5.3. Let g(x) € Gi. There exists{X(n),n € Z} satisfying (1.5) with
c1 =1if and only if g7(x) +log(1 +x)¢ OR.

Corollary 5.2. Let g(x) € G;. Suppose thag~1(x) +log(1 +x)€ OR. If
/R]g‘l(l)cl)m(dx) < oo (resp. =),

then

lim sup | X ()]
n—=oo a"g(|n|)

=0 (resp. =x) a.s.

Remark 1.1. Letg )€ Gi. Theng—1(x) +log(1+x)¢ OR provided that

liminf 298) _ ¢

x—oo  logx

For every shift A -selfsimilar random sequené&(n),n € Z}, the sequence
{S(n),n € Z} defined byS £ ) =A~"X(n) is a stationary random sequence. Obviously
the converse relation is also true. While shift -selfsimidandom sequences have in-
dependent increments in some cases, stationary randonerseggucannot have inde-
pendent increments except in the trivial case. Thus theese®{ S(n),n € Z} cannot
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inherit the independence of increments from the sequéit@),n € Z} through the
above correspondence.

For every semi-selfsimilar proced¥ (), r > 0} with independent increments sat-
isfying (1.2) with ¢ > 1, the sequencdX(n),n € Z} defined byX £ ) =Y (") is
a shift a -selfsimilar additive random sequence. This exargilows the existence of
a rich class of shifta -selfsimilar additive random sequendaut it is formal. A non-
formal interesting example of a shift selfsimilar additikendom sequence is found in
the hitting time sequence for the Brownian moti¢B(¢),+ > 0} starting at the ori-
gin on the unbounded Sierpinski gasketin R? as below. Define the set§, G as
F,={xeG:|x|=2"} for n € Z and letT, be the first hitting time of the s&, for
the process{B(t),t > 0}, that is, 7, =infr > 0: B(t) € F,}. Then{T,,n € Z} is
an increasing shift 5-selfsimilar additive random seqeerihe sequencé?,,n € Z}
plays a key role in the theory of the Brownian moti¢B(¢),r > 0} on G. See [1].
Our results will be applied in a forthcoming paper [34] tostléxample and its ex-
tensions which are associated with supercritical bramgiprocesses. In particular, we
shall give an estimate of the unknown constants in two tydelws of the iterated
logarithm for the procesgB(t),t > 0} on G. Moreover those studies will be the
first step to consider the exact Hausdorff and packing measfor the boundary of
a Galton-Watson branching tree, which are discussed in[14], and [15].

Selfsimilar processes were introduced in [13] under the enafsemi-stable pro-
cesses. Some extensions in operator versions are found2jnafid then [10]. The
meaning of selfsimilarity in the theory of stochastic premes is stronger than that
in the theory of selfsimilar sets and measures which wermdoced in [11]. Thus
Maejima and Sato introduced in [18] the notion of semi-selfirity in stochas-
tic processes. They proved that the marginal distributiohsstochastically contin-
uous semi-selfsimilar processeg(r),r > 0} with independent increments are
semi-selfdecomposable in the sense introduced in [17] amalecsely any semi-
selfdecomposable distribution can be the distributiory df) for some (not necessarily
unique in law){Y (), > 0}. While the marginal distributions of stochastically con-
tinuous semi-selfsimilar processes are infinitely didisitthose of shiftA -selfsimilar
additive random sequences are not necessarily infinitahsidie. We show, in The-
orem 2.1, that in the case where is a real invertidlex d matrix all of whose
eigenvalues have absolute values greater than 1, the rahdistributions of shift
A-selfsimilar additive random sequencéX(n),n € Z} are A~l-decomposable in the
sense of [16] and [35] and conversely any'-decomposable distribution can be the
distribution of X (0) for some (not necessarily unique in laghift A-selfsimilar ad-
ditive random sequencéX(n),n € Z}. In this way we can have random sequences
of this kind on selfsimilar sets such as the Cantor sets awedSierpinski gasket.
They cannot be expressed &¥(c"),n € Z} for any stochastically continuous semi-
selfsimilar processe$Y(r),r > 0} with independent increments satisfying (1.2) with
¢ > 1. See Example 6.1.
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We finish this section by mentioning that, since shift -seifar additive random
sequences witle > 1 are considered as sums of independent and shift -selfsiyil
distributed random variables, it is of interest to compaue mesults with those on ran-
dom walks. See, for recurrence and transience, [5], [20)] Ehd [30], and, for the
rate of growth, [22], [23] and [24].

2. Characterization

Denote by (z,x) and |x| the Euclidean inner product of and and the Eu-
clidean norm ofx inR¢, respectively. Denote by’ the transpose of a real ma-
trix A and by ||Q| the operator norm of a real x d matrix Q on R¢, that is,
Ol = sup, =1 |Qx|. The symbold,(dx) stands for the probability distribution oR‘
concentrated at € RY. Let [i(z) and S, be the characteristic function and the sup-
port of a probability distributuion:. on R¢, respectively. We denote hy the reflection
of u, that is, u(E) = u(—E) for Borel setsE inR¢. Denote by * p the convolution
of probability distributionsy and p on RY. Let B be a real invertiblel x 4 matrix
all of whose eigenvalues have absolute values less than YoBapility distribution
on R? is said to beB decomposabléf there exists a probability distributiop on R?
such that

(2.1) i(z) = fi(B'2)p(z).

Note thatB -decomposable distributions are not necessafilyitely divisible. A prob-
ability distribution  on R is B-decomposable if and only if there exists a probability
distribution p on R? such that

(2.2) / log(1 +|x])p(dx) < oo
Rd

and

(2:3) i@ = [Ta(8)2).

n=0

Any distribution p in (2.1) can be used as the distributipnin (2.2) and (2.3). Thus
a B-decomposable distributiom on R? is determined byp in (2.1) butp is not nec-
essarily determined by:. In the case where, C [0, c0)?, p is uniquely determined
by ©. The class of allB -decomposable distributions is ratheatbrand contains many
important limit distributions such as operator semi-gadistributions and selfsimi-
lar measures. See [4], [19] and [32]. Sin®2 is expressed ag? witl) being a
real d x d matrix all of whose eigenvalues have negative real patsgecothposable
distributions are always? -decomposable. A probabilitytritigtion ;2 on R? is said
to be full if S, is not contained in any proper hyperplane Rf. Wolfe showed
in [35] that every full e -decomposable distribution is eitheontinuous singular or
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absolutely continuous. Continuity propertiese$f  -decosgide distributions are stud-
ied in [32] and [33]. AnR‘-valued random sequencg (n),n € Z} on a proba-
bility space ,F, P) is called a zero sequence # Y@ () = Ofare Z) = 1.

It is called deterministic if there exists a non-random semea, € R? such that
P(Y(n) = a, forn € Z) = 1. It is called non-degenerate if the distributionslof: ( )
are full for alln € Z.

From now on, let{X(n),n € Z} be an R?-valued shift A -selfsimilar ran-
dom sequence with independent increments in the weak sensepoobability space
(2, F, P). Denote bypu, and p, the distribution of X ¢ ) forn € Z and that of
X(0) — X (=) for I € N, respectively.

Theorem 2.1. Let A be a real invertibled x d matrix all of whose eigenvalues
have absolute values greater thdnand let B = A1,
(i) Let{X(n),n € Z} be anR%-valued shiftA -selfsimilar random sequence with in-
dependent increments in the weak sense. The probabilityibdion p; satisfies that

(2.4) /Rd log(1 +|x|)p1(dx) < oc.

The distributionsy,, are B-decomposable and their characteristic functions apre-
sented as

(2.5) iin(2) = [ [ Ao ((B) 2).
k=0

Moreover {X(n),n € Z} has independent increments and

Iir_n X(n)=0 a.s.
(i) Converselyif a probability distributionp satisfying(2.2) is given then there is a
unique (in law) shift A-selfsimilar additive random sequen&(n),n € Z} satisfy-
ing p1 = p. That is for every B -decomposable distributign on R?, there is a(not
necessarily unique in laJshift A -selfsimilar additive random sequen¢&(n),n € Z}

satisfyinguo = p.
Proof. We see from the shift -selfsimilarity that
fin(z) = fio((B")"z).

Since B')" — O asn — oo, we have lim__. fi,(z) = 1 for anyz € RY. Thus p,
converges weakly t@g(dx) asn — —oo. Hence X (n) converges in probability to O
asn — oo. Therefore, there arg; 1 co such that

(2.6) klim X(—ng)=0 as.
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Thus we see from the independence of increments in the wease send the shift
A-selfsimilarity that

n—1

fio(z) = lim Eexp(i(z, X(0) — X(~n))) = lim_ [T7:(B)2).
=0

We have in like manner

n—1
fi-1(z) = n“jgo H p1((B")z).
j=1

Hence we obtain that

fio(z) = fi—1(z)pa(z) = Fio(B'z)pa(z),

that is, uo is B-decomposable ankgﬂR(, log(1 +|x|)p1(dx) < co. By the same way, we
get that

ﬁn(Z) = ﬁl1(B/Z)ﬁl((Bl)7nz) = Hﬁl((B/)kfnz)-
k=0

Therefore i, are B -decomposable for € Z. Thus we have proved the first as-
sertion of (i). Taking a sufficiently large positive integér satisfying || B¥|| < 1,
(see Lemma 2.6 of [25]) we have

i P(1X(—n) — X(—n — 1)| > || B¥|"/@)
n=0

IN

> P(IX(0)— X(=1)| > cal | BY|| /@)
n=0

e / log(2 + |x[)pa(dx) < oo,
Rd

IN

where ¢; and ¢, are positive constants. Hence we see from the Borel-Caltgalima
that {X(—n)} is a Cauchy sequence R¢ asn — oo almost surely. Since we already
showed in (2.6) that lim. ., X(—n;) = 0 almost surely, we get li;m,_. X(n) = 0
almost surely. Hence it is evident that

X()=Y (X(n—k)—X(n—k—1)) as.

k=0

This shows that{X(n),n € Z} has independent increments. Next we prove the as-
sertion (ii). LetY ¢),n € Z, be independent identically distribute®-valued ran-
dom variables with the distributiop. The sum)_ 2  B"Y(—n) is convergent almost
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surely if and only if (2.2) holds. See [4] and [19]. Then theysence{X(n),n € Z}
defined byX ¢ ) =>_" ATY(j) is a shift A -selfsimilar additive random sequence

j=—o0
with p; = p. Uniqueness is obviously true because all finite dimensidisdributions
of {X(n),n € Z} are determined by;. ]

RemarRk 2.1. Let A be a real invertiblel x d matrix all of whose eigenval-
ues have absolute values greater than 1 andBlet A='. Let {X(n),n € Z}
be anR¢-valued shift A -selfsimilar additive random sequence. We &em Theo-
rem 2.1 that the distribution of X(n),n € Z} is determined byp;. Thus properties
of {X(n),n € Z} should be characterized in terms pf. If p; is a discrete probabil-
ity distribution, thenu, are selfsimilar forn € Z in the following sense. LelN* be a
positive integer orN* = co. Define a mapping, omR? asT,x =Bx +a fora € R?.
Define a probability distributiorf, ;z on R? for a probability distribution on R? as
T.u(E) = (T, *E) for Borel setsE inR’. If py(dx) = ') p;d,(dx) for a; € R?
and for p; > 0 with Z;V:l p; =1, theny, = Z?’:l PjTp-ra in fOF n € Z. This self-
similarity of probability measures is slightly differentofn the original one introduced
in [11]. A relationship between the upper Hausdorff dimensof 1o and the entropy
of p; is discussed in [33].

The following lemma is well known. See Lemma 13.9 of [26].

Lemma 2.1. Let u be a probability distribution orR?. If |zi(z)| =1 on a neigh-
borhood ofz = 0, then j(dx) = §,(dx) for somea € R?.

Let G be a real invertiblel x 4 matrix and letm ¢ ) be its minimal polynomial.
Assume thatn X ) :H’j‘.:l{mj(x)}’f, wherem ; § ) are distinct irreducible monic poly-
nomials overR! and r; are positive integers. Each polynomia} x ( ) has a unique
real zeroa; or has two non-real zeroa; and «;, wherea; is the complex conju-
gate ofa;. Let W; = ker(m;(G)}"7) and W} = ker({m;(G")}"7) for 1 < j < k. Then
W; are G -invariant and¥; are G'-invariant. We have direct sum decompositions

RI=W,®WoD--- @ W
and
RI=w oW, - ©W,.
Lemma 2.2. Let G be a real invertibled x d matrix. Let{ be a full probability

distribution onR?. Suppose that there exists a probability distributipron R¢ such
that

(2.7) ((2) = C(G'2)iiz)-
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Then the following statements are true.

(i) All eigenvalues ofz have absolute values less than or equél Tthose with ab-
solute valuel are simple zeros of the minimal polynomial Gf

(i) Let V; be the direct sum of alW; satisfyingy;| < 1 and let V, be the direct
sum of allW; satisfyingo;| = 1. Let 7; be the projector toV, foé = 1, 2in the
direct sum decompositioR? = V; @ V,. Define probability distributions; and 7, on
R for [ = 1, 2 as G(E) = ¢(T,”Y(E N'V,))) and n,(E) = n(T,”*(E N'V,)) for Borel sets
E in R?. Then we have

(2.8) () = G(2)G() and () = G(G'2)h(z) for 1=1, 2
with fvl log(1 +|x|)n1(dx) < oo and na(dx) = §,(dx) for somea € V5.

Proof. Let Leb{x ) be the Lebesgue measureRsh By considering the Jordan
canonical form of the matribG , we have

{x € R : liminf |G"x| < oo} = {x € R : limsup|G"x| < oo}.
n—o0 n—oo

Denote the above set bif . Note thdt is a subspade’inDenote the closed ball
with radiusr and the center O b, . For any> 0, we can take sufficiently small
r > 0 such that|/((z)]? > 1— 6 for z € B.. We see from the Riemann-Lebesgue
theorem that

lim / cosiz, G"x)dz=0 forx € HC.
B,

n—oo

Note from (2.7) that
@I < [E(GY')| for n e Z..

Hence we obtain that
1-96) Leb(Br)S/ IC(2) P dz
B,

gnmsup/ C*C_(dx)/ cosz, G"x)dz
Rd B,

n—oo

< ¢ ((H) Leb(B,).
It follows that ¢ * C_(H) =1, that is,H =R? by the fullness of¢. Hence the assertion

(i) is true. Next we prove the assertion (ii). We defivig for [ = 1, 2 by replacingW;
with Wj/. in the definition of v, . We see from (2.7) that

G()=G(G')h(z) fori=1, 2
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Let G, be the restriction ofz td/, and lgi be the identity operator\p. We see
that (; is B-decomposable of; with B = G; and hencefv1 log(1 +|x|)ni(dx) < co.
Since G5)", n € Z., are relatively compact in operator norm &4, there is a se-
quencem, of integers such that..; — m; 7 co and (G5)™ converges to some oper-
ator Gg in the operator norm o] as k — oo. Note that the absolute values of all
eigenvalues ofG( are 1 and hencé& is invertible onV}. Thus there is a sequence
ng = mye1 — my T oo of integers such thatd5)™ — I} in operator norm ornV, as

k — oo. Hence we obtain that

nk—l

()] = lim [G2((69)"2)| T 7(G)2)] < |Gl [a(e)|  for z € V3.
j=0

Noting that\@(z)| > 0 on V4N B, for sufficiently smallr > 0, we find that|7,(z)| = 1
on V; N B, and hence, by Lemma 2.Ip(dx) = d,(dx) for somea € V,. Define
probability distributionso, on R? as 6;(z) = 1‘[’;;51 7((G")/z). We obtain from (2.7)
that

((2) = C((G"Y"2)5u(z).
Since G')"z — Tyz ask — oo, we have
lim ¢((6)"z) = Ga(a)-

Taking a subsequence, if necessary, we see from Lemma of dd6lheorem 2.1
of [21] that o, converges weakly to a probability measureon R? ask — oo. It
follows that

(2.9) (@) = lim {((G')"2)au(2) = C)P().
We havefz(Tl’z) =(»(0) = 1 for z € R and hence by (2.9)

{(T{2)
G(T{z)

On the other hand, we get by (2.9) that, for some sma# 0,

v(Tyz) = =G(z) for z e RY.

o
(T3z) = Cé D=1 forzes,
2\Z

and henceS, C V;. It follows thatv(z) = U(Tyz) = Gi(z), that is,v = (1. Thus we have
by (2.9)

() = GR)GE).
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The proof of the lemma is complete. Il

Next we intend to characterize shift -selfsimilar additiv@hdom sequences.
However, since it is difficult to treat the general case, wescaés only the non-
degenerate case.

Theorem 2.2. Let A be a real invertibled x d matrix. Let {X(n),n € Z} be
an R?-valued non-degenerate shift -selfsimilar additive ramdsequence. Then the
following statements are true.

(i) All eigenvalues ofA have absolute values greater than or ketpud. Those with
absolute valuel are simple zeros of the minimal polynomial Af

(i) There is a direct sum decompositid®?’ = V; @& V, such thatVy and V, are
A-invariant, all eigenvalues ofA onV; have absolute values greater thdn and

those onV, have absolute valuéd. Let A; be the restriction oA td; fof=1, 2
Then{X(n),n € Z} is decomposed as the sum of two independent random sequences
{X;(n),n € Z}, 1 =1, 2,such that for eachl, {X;(n),n € Z} is a shift A, -selfsimilar
additive random sequence on, and almost surel{ X»(n),n € Z} has deterministic
increments and almost suregup, ., [ X2(n)| < oc.

Proof. We see from the shift -selfsimilarity and the indegmmce of increments
that

fio(z) = fio((A ™)' 2)pa(2).

By settingG =A—1, ¢ = uo, andn = p;, we can use Lemma 2.2 and hence the asser-
tion (i) is true. Define{X;(n),n € Z} by X;(n) =T;X(n) for I =1, 2. Then obviously
X(n) = X1(n) + Xo(n), and {X;(n),n € Z} are shift A, -selfsimilar additive random
sequences otv,; fof = 1, 2. We see from (ii) of Lemma 2.2 that tlsérilolition

of X»(0) — X2(—1) is a delta distributiord, with a € V, and hence{Xz(n),n € Z}

has deterministic increments almost surely. The fact th@t s [X2>(n)| < oo a.s. is
clear from the fact that syp,, |3 /pA’al < oo and supcy, |Z?z_” Alal < o0
because all eigenvalues of  drp have absolute value 1 and are simple zeros of
the minimal polynomial ofA . Finally we prove the independeraf two random se-
quences{X;(n),n € Z} for I = 1, 2 by using (ii) of Lemma 2.2 and the indepen-
dence of increments ofX(n),n € Z}. Let N be an arbitrary positive integer}l),

2? be arbitrary inR? and definew;, =T{z" + T3z for 1 < I < N. Note that
(&, X)) = (wr, Xa(n)) and (2, Xa(m))) = (wi. Xo(n)) for any n; € Z with

1 < < N. We obtain from (2.8) and the properties of increments{ &{n), n € Z},
{X1(n),n € Z}, and{X,(n),n € Z} that, for any strictly increasing sequengee Z
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with 0<I <N,

N
E exp (i Z ((Zl(l), Xa(m)) + (22, X2(”1)>)>

=1

N
= Eexp< Z wl,X(nl) )

1=

1
N N
HEexp (z > (wy, X(nj) = X(n; 1)) | | Eexp (z > (wr, X (no)) >
=) =1

2 N N N
11 [HEexp i (wr, Xe(nj) = Xe(nj-1)) )] Eexp<z wl,Xk(no))
j=1 I=j =1

k=1 | j= j !

N

= Eexp< Z w,,Xl(nl) ) Eexp(z w,
=1 =1
N N

Eexp( > &P, xam)) ) Eexp( > (e ,Xz(nz)>>

=1 =1

N

, Xz(m)))

Thus we have established the independencd of(n), n € Z} and {X(n),n € Z}.
O

3. Transience

An R-valued random sequencéY(n),n < Z} is said to be transient if
P(lim,_ o, |Y(n)| = 0c0) = 1. In this section we prove the following theorem.

Theorem 3.1. Let A be a real invertibled x d matrix all of whose eigenvalues
have absolute values greater than Then all non-zeraR?-valued shiftA -selfsimilar
additive random sequencd(n), n € Z} are transient.

Corollary 3.1. Let {Y(t),+ > 0} be an R?-valued stochastically continuous
semi-selfsimilar process with independent incrementssfgatg (1.2) with ¢ > 1. If
P(Y(t1) # 0) > O for somer; > 0, then the random sequende(c"5p),n € Z} is
transient for everyty > 0.

Remark 3.1. In case{Y(¢),t > 0} is a strictly stable Bvy process irR?, the
corollary above is already shown in [3]. The assertion of ¢beollary remains true in

the case whergY(r),t > 0} is a strictly operator semi-stableglzy process irR?.

We obtain the following corollary, combining Theorems 2ritde3.1.
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Corollary 3.2. Let A be a real invertibleZ xd matrix. Non-degeneratR¢-valued
shift A -selfsimilar additive random sequencgX(n), n € Z} are transient if and only

if A has an eigenvalue whose absolute value is greater than

Lemma 3.1. Let {Y(n),n € Z} be anR¢-valued random sequence. If

Z P(|[Y(n)| <a) < oo for Va >0,
n=0

then {Y(n),n € Z} is transient.
Proof. Proof is clear from the Borel-Cantelli lemma. ]
RemARk 3.2. There exists a non-zero, non-transient sHift -selfanrandom
sequence. It is shown as follows. Let be a real invertillec d matrix. Let
{Y(n),n € Z} be an R’valued shift A -selfsimilar random sequence such that

Y(n), n € Z, are independent. Then it follows from the Borel-Cantedimma that
{Y(n),n € Z} is transient if and only if

> P(|¥(n)| <a) <oo for Va > 0.
n=0

In the case whereA is a real invertiblé x 4 matrix all of whose eigenvalues
have absolute values greater than 1, it is equivalent froensthift A -selfsimilarity to
—1og(|Y(0)| A 1)) < co. Thus the first assertion is obviously true.

Lemma 3.2. Let{Y(n),n € Z} be anR?-valued random sequence and igt be
the distribution ofY (n) for n € Z. If there existsag > 0 such that

(3.1) Z/K|mmw<m

then {Y(n),n € Z} is transient.
Proof. Letx =(; ¥, € R‘. Define a functionf, X ) orR? for a > 0 as
d . 2
2sinf@x;/2
ﬂm:H(—lﬁﬂ>
iy an
Jj=1

with understanding that (sin@) = 1. Then the Fourier transforrﬁ;l(z) of f.(x) is
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given by

1.(2) = /Rd exp(i (z, x)) fu(x) dx
d
= (Zﬂail)d H(l — Clil|Zj|)1[—a,a](Zj)a
j=1

where }_, q(x) is the indicator function of the interval-u, a]. We see from the Per-
seval’'s equality that

S E(£(r () @mJEQ/m@n(am

n=0 n=0
”Z/ 70l dz.
Vda

Hence we find that (3.1) implies that 2, E(f.(Y (n))) < co for anya € (0, ap/Vd).
Thus the lemma follows from Lemma 3.1. ]

I /\

Let b € (0, 1). Definerl ¢ ) forc >0 as
[e%e} 2T n
I(c) = Z/ exp <c Z(Cosb_ku) — 1)) du.
n=0 "0 k=0

Let D = (‘” - ) with 3 # 0 anda? + 2 < 1. Let E be a square iiR? having the

[0
area 42 with a vertex at 0. Define/ ¢(y, E ) for > 0 andy € R? satisfying|y| =
as

J(c.y. E)= Z / exp( > (cos(D) 2, y) —1)> dz.

n=0

Lemma 3.3. (i) I(¢) < oo for all ¢ > 0.
(i) SUP|y =1 J(c,y, E) < oo for all ¢ >0.

Proof. We first prove the assertion (i). Lat € Z, be sufficiently large and let
0 be an arbitrary real number. Define sequenggs) for [ € Z. anda, form € Z.
as

MOE Z/ exp( > (cosp™N (v +4)) - 1)) dv,

and

aw = _inf_ (1—cosp" (¢ + ) +0)).

0<x<2w
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DenoteM =p~N]+1 andr =b" (M /3 +e~<M/3), where k ] stands for the largest
integer not exceeding a real number . We have

(3.2)

b= Now
&1(6) = ¢0(5)+bNZ / exp( > (cosp™“ DN +bV5)) — 1)) du
k 0

[ M-1
< go(B) +b¥ D> D / exp< > (cosp™ DV (v +2mr +b7N5)) — l)) dv
n=1 m=0
M-1
< ¢o(d) + bV Y ¢r-a(@mm + b~ 5) exp(—cay).

m=0

Since N is sufficiently large, so i8 and we can assume that thebeuofm satis-
fying @, > 1 for 0<m < M — 1 is more thanM /3. Hence we see that@ r < 1
and

M—1

bV Z exp(ca,) <r.

m=0

Noting that¢o(d) < 27, we obtain from (3.2) that

_r.

1
. 2
#1(9) < ZZWJ < 1
Jj=0
It follows that

(+)N—1 n
(33) () = Jim Z / exp(aZ cosp ¢ )) du

k=0
n

I N-1

im >5[ p( st ) )

n=0 j=0

IN

I N-1

LTOZ Z bl /Zﬂh exp (czn:(cos(a"’vv) - 1)) dv
k=0

n=0 j=0

I N—1[b77]

lIer;oZ > bf/ exp (cg(cos(b""v(u + 2mm)) — 1)) du

n=0 J_O m=0

IN

N—1[b~/

Ilm Z Z b’ ¢ (2mm) < — <

jOmO

Next we prove the assertion (ii). LeD & (¢ —shf) with p = /a2+ 32 and

sinf cosé
0< 6 < 2r. We continue to usé4 and/ as above. ket R? be arbitrary. Define
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a sequenceb; &(y, E) forl € Z, as
(&, y, E) = Z/ eXD( > (cos((D) Nz +€), y) —1)> dz.
n=0

Denote £y = (0SN6 - snV0) £ and denote the vertices dfy by {0, e1, ep, €1+ ez}

Definea (n1, mo) for my, my € Z+ as
2
, = inf [ 1—cos{ (D)N [ x+ e | +¢,
a(ma, my) ek <( ) X ;mjej § y>

We have, as in (3.2),
q>l(€ Vs E) - CDO(S D) E)

bV Z/ . exp< D (cos((D) ¢z +(D")NE). y) - 1)> dz

n=1

I M—1M-1

ADIOISD / eXP(CDCOS«D’) “ “N(Z+Zm,ej+(D) Vo), v) — 1))dz

n=1 m1=0 my=0

IN

M-1M-1

p2N Z Z D, 1(ijej +(D")~ Ng y, E1> exp( ca(my, mz))

mi= Omz 0

IA

Since M is sufficiently large, we can assume that there is dipsibsolute constant
0 € (0,1) such that the number ofnf, my) for 0 < mj, mp < M — 1 satisfying
a(my, my) > 1 is more tharvM?. Denotes =b2N((1 — 6)M? + 5M?e~°). Then we see
that 0< s <1 and

M—1M-1
2N Z Z eXp(—ca(ml, mz)) <.
m1=0 m»=0
Noting that
do(é, y, E) < 4r?,
we have

! 472
@6,y E) < D 4ns) < .
Jj=0

Hence we obtain by the same manner in (3.3) that

2

supJ(c, y, E) < 8 for Ve > 0.

[yI=1
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Thus the proof is complete. Il

Proof of Theorem 3.1. We can assume without loss of gengndét there is no
proper subspac® such thAtX ¢ €)W for n € Z)=1. LetS =RAR~! be the real
Jordan canonical form of the matrix  with a real invertildlex d matrix R. Since we
have

(RX(n+1).n € Z} L {SRX(n),n € Z},

the random sequencéRX(n), n € Z} is shift S-selfsimilar and additive. If
{RX(n),n € Z} is transient, ther{X(n),n € Z} is also transient. Thus we can as-
sume thatA =S . There are two possible cases.

Case 1. An eigenvalue ofS is real.

Case 2. No eigenvalue of§ is real.
Let H = {(x1,...,xs) € RY : x; =0for1 < j <d -1} and letP, be the or-
thogonal projector taH, fol = 1, 2. Define the random sequefiGé:),n € Z} by
Yi(n) = P X(n) for I =1, 2. In Case 1, there is a Jordan block with a regeevalue
b1 € (—o00, —1)U(1, o0) in S. We can assume that this Jordan block lies in the lowest
position in S . Thus{Y1(n),n € Z} is a non-zero shifb—!-selfsimilar additive random
sequence orH;. In Case 2{Y»(n),n € Z} is a non-zero shiftP,S-selfsimilar additive
random sequence oH,. Thus it is enough to prove the transience in the cas¢é of =1
and in the case wheré =2 anti! = D with 8 #0 anda? + 32 < 1. We treat only
the latter case. The proof of the first case is similar by weirtdi (i) of Lemma 3.3 and
is omitted. By using the inequalities| < e/I=1 and |cosx| — 1 < 4 '(cos & — 1),
we obtain from (2.5) that

11

k=0

exp (Z/ (] cos(D") "z, x)| — 1) py p_l(dx)>
=0 /R?

exp (4_1 Z/ (cos2(D") "z, x) — 1) py * p_l(dx)> .
k=0 /R?

B.4) @

/R GoS(D'Y "2, x) ¢ )

IN

IN

If p1 * pi(dx) = do(dx), then pi(dx) = d.(dx) for somea € R? and hence
{X(n),n € Z} has deterministic increments and transient. Note tha¥ 0 because
{X(n),n € Z} is not a zero sequence. Thus we can choose a compad set in
R? not containing 0 and a positive numbeg such thatC :=p; * pi(K) > 0

and agsup,cx |y| < m. Let E1 = [0,21] x [0,2n], E; = [-2m, 0] x [0, 27x],

E3= [—27r; 0] x [-2m7, 0] and E4 = [0, 2] x[—2m, 0]. Then by using Jensen’s inequal-
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ity and lettingw = 2x|z, we conclude from (3.4) and (ii) of Lemma 3.3 that

fin(2)| d
Z/|<ao |1n(2)| dz
< Z/|<a0 exp (81Z/I((CO$2(D/)kﬂz,x> — 1)P1*p_1(dx)> d

n=0

p1* paldx) )
S5 e )
: C x p1* pa(dx)
<;Aw?m@>«w2<w

It follows from Lemma 3.2 tha{ X(n),n € Z} is transient. L

4. Rate of growth |

In this section, let{ X(n), n € Z} be an increasing shift -selfsimilar additive ran-
dom sequence with non-deterministic increments, thawis; 1, S,, C [0, c0) and
p1(dx) # 6.(dx) for any ¢ > 0. Note that all distributiong:, are continuous thanks
to Wolfe's theorem in [35]. We investigate the rate of growath{X(n),n € Z} in the
“liminf” case. We state the results only as— oo except in Theorem 4.1. The results
and their proofs aga — —oco are similar and omitted. Define

Go ={g(x) : g(x) is positive and decreasing on, [&)}.

The abbreviation “i.0.” means “infinitely often”. First weausly some preliminary re-
sults.

Lemma 4.1. Let B be a real invertibled x d matrix all of whose eigenvalues
have absolute values less thdnLet ¢,, n > 1, be B-decomposable distributions on
R such that

(4.1) 6i(2) = Gu(B'2)n (),

where n, are probability distributions onR? satisfying [, log(1 + |x[)n,(dx) < oo.
Suppose that), converges weakly to a probability distributiop, on R asn — oo
and

4.2) lim sup log(1 +|x|)n.(dx) = 0.

N~>oon>1 |x|>N

Then(, converges weakly to som® -decomposable distribufioron R asn — oo,
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which is defined by
Coo(2) = Coo(B'2)710 (2.

Proof. Fixz € RY and letM € N. We obtain from (4.1) that

N M-1
(4.3) G@ =TT m(@Y2) ] <1 * /
=0

(oo}
=M R¢

(ei<z,B’x> _ 1)77”(dx)) ]

Choosek € N satisfying | B¥|| < 1. Then we have

oo
o
(44) / el(Z,B.\) _1 7 (d_x)
I:ZM |x|§|\Bk||f!/(2k)( ) n
S Za le nn(dx)
gz\;/lxlilBk|l/(2k>< )l
< Clz |Z|||BkH//(2k) < C2|Z|||BkHM/(2k)
=M
and
(4.5) Z / (ei<z.31x) — p(dx)
1=a1 |V 1xI>11BE|| /@0
S 2 / 7711(dX)
lzzM x> || BK|| =1/

A

< C3/ |Og(2+|x\)7},l(dx),
x| > || BX || —M/@)

wherec; ,j =1, 2, 3, are positive constants. We see from (4.2}) @hd (4.5) that

o0

(4.6) limsupsup

M—oo n>1 =M

/Rl(ei(z.B’x> _ 1)77n(dx)

—00 n>1J |x|>||B¥||—M/@)

< lim surJ<CzZIIIB"IIM/(2") +c3Sup log(2 + Ix)m(dx)) =0.

Note that

M— M-1

1
Jm TT (@) = T 7 (2).

=0 1=
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It follows from (4.3) and (4.6) that
lim G,(z) = lim Hm (B)z) =H ((B)z) = (oo a).

Thus ¢, converges weakly t@., asn — oc. ]

For two positive functionsf ¢() andg t () on [to), we define a relation
f(t) < g() as limsup_, _ g(t)/f(t) < oo and liminf_ g(z)/f(t) > 0O, and a re-
lation () ~ g(z) as lim_ g(t)/f(t) = 1. As mentioned in Section 1, a positive
measurable functiory () on (B¢0) is said to belong to the clas®@ R  if, for every
d> 1, limsup_, ., f(t)/f{t) < oo and liminf_ f(dt)/f(¢) > 0. The Laplace trans-
form of a probability distributiony, on [0, co) is denoted byL () for + > 0, that is,
L,@t)= f[o’oo)e*’xu(dx). The following lemma is a version of Theorem 1 of [8]. The
proof is similar and omitted.

Lemma 4.2. Let p be a probability distribution on0, ). Then the following
are equivalent.

() w([0,1/t]) € OR.
(i) L,(t)€ OR.

(iii) ([0, 1/7]) =< L,(t) ast — oc.

Define a regularly varying functio »(x) on (0, oo) with the index—log A/ logb
for a probability distributionp on [0, c0) with A := p({0}) > 0 as

(47) K)\()C) - xflogA/Iogb exp </ |Og)\ — |Ong(1/l) dbt) .
1 ulogb

The following proposition is an extension of Theorem 1.6 28][concerning one-sided
selfdecomposable distributions.

Proposition 4.1. Let B =b € (0, 1) and let . be a B -decomposable distribution
on [0, oo) with p in (2.1). If A :=p({0}) > 0, then

(4.8) M({O, %D = K,(t) ast— oc.

Proof. We have by (2.1)

L) =[] Lo®").

n=0
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Hence we get that

L, _ 1
L P A
Since L, (r) is decreasing, it follows thaL,(t) € OR. Define N ¢ ) = |-logz/ logb].
Sinceth"® =< 1 and

N(1) oo
Lu(l‘) - H Lp(b”f)HLp(bN(t)+'l+ll),
n=0 n=0
we see that
N(1) N()
L) = [] Lo®"1) = exp (Z log Lp(b”t)>
n=0 n=0
"log L ,(u)
= — — = K\(1).
exp< /1 u1ogb du> A(7)
Therefore, we obtain (4.8) from Lemma 4.2. O

Proposition 4.2. Let B =b € (0, 1) and letx be a B -decomposable distribution
on [0, oo) with p in (2.1). Then there are positive constantg and ¢, such that for
O<t<bandO0<e<1-0,

1
(4.9) ([0, 1]) < crexp (— / % du)
and
Y logp([0, u])
(4.10) 1([0, 7]) = ca€xp </bst logt-1(1— ) du) .

Proof. We user; ,j > 1, as positive constants. We see from (2.1) that
(4.11) u(0, 1)) = /[O (0.7 )
W1

Define N(¢) = llogt/logh] and M ¢ ) = [- logt/log(h—1(1 — €))]. We have by (4.11)

(4.12) w0, 1) < u([0, b7*11) ([0, 1])
N()

[1 o0 67" (10, b~ O]
=0

IN
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N@)
< czexp (Z log ([0, b‘”t]))

n=0

L
< clexp<—/ %g’;])mt).

On the other hand, we see from (4.11) that, for any (0, 1— b),

(10, 7)) > p([0, (b1 — €))1) p([0, er])
M(r)

[ o0 6@ - e)y')u((0. (-2 - )"0

n=0

\Y

Y

M)
caexp <Z log p([0, (b1 — g))";])>

n=0
' logp((0. u)
e </ wlog(s~HL ~ 2) "”) |

Thus the proof of the proposition is complete. U

Y

Remark 4.1. Under the same assumption as in Proposition 4.2, we reme f
(4.9) that, if p({0}) # 1, then

1
/ ([0, 1)t dt < oo,
0
Now we present a key theorem in this section.

Theorem 4.1. Let g(x) € Go. If

(4.13) / P(X(O) < g(x)) dx < oo (resp. =o0),
0
then
(4.14) P(X(n)<a"g(n) i0.as n—o0)=0 (resp. =)
and
(4.15) P(X(n) <a"g(—n) io0.asn— —oc0)=0 (resp. =).

Proof. Suppose that

/o P(X(O) < g(x)) dx < o0,
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that is,
> P(X(0) < g(n)) < .
n=0

Then we have by the shiti -selfsimilarity

o0

Z P(X(n) < a”g(n)) < o0.

n=0

Hence we see from the Borel-Cantelli lemma that almost guxéh) > a"g(n) for all
largen, that is,

P(X(n) <a"g(n) i.0.asn— o0)=0.

Conversely, suppose that

/OO P(X(O) < g(x)) dx = o0,
0

that is,

oo

> P(X(0) < g(n) = e

n=0
Then we get by the shift -selfsimilarity

o0

(4.16) Z P(X(n) < a"g(n)) = oo0.

n=0

Define the eventst, and a sequenge  WithN as
A, ={w: X(n) <a"g(n)}
and
sy = P(X(jl) — X(nl) > a’'g(jl) for Vj >n+1).

We find from (4.16) that there ig  with €@ j <1 — 1 such thaty_ 2, P(Au+;) = cc.
We assume thaj = 0. Discussion in the cgsg 0 is similar. We have by the inde-
pendence of increments

() £r((

n=0 n=0 j=n+

c e
Ajl) N Anl) > Z P(Anl)sn-
1

n=0
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Hence we see that there is a subsequehée (s),:= suchSthat— Q Jask — oc.
Define a sequenc® k() and a sequepger () of functions pmo]0as

T(k) = P(X(nl) > a"g(nl) for ¥n > n; +1)
and
pr(x) = P(X(nl) — X((n + 1)) > a" g(nl) — a™ Yy for Vn > ny + 2).

Note thatp, £ ) is increasing and boundedxn . We have

S(k) = / pe@)pi(d)
(g((nx+1)),00)
and
T(k) = / pe()roldx).
(g((nx+1)),00)

We show that7T K )—» 0 ask — oo by considering two possible cases. Case (i).
M :=supS,, < oo; Case (ii). M =oo. In Case (i) we can choose, for amy > O,
sufficiently large! such thatf — e < supS,,. If lim,_. g(x) > M, then trivially
T(k) = 0 for all k > 0. Thus we can and do assume that,lim, g(x) < M. Hence
we obtain that, for sufficiently smal > 0,

0= lim S() > lim pi(M — e)pi([M —e, M]),

that is, lim,_. pr(M —¢) = 0. We have
T(k) < / (M — E)puo(dx) + o ([M — . M]).
[0,M—¢)

Letting k¥ — oo and thene | 0, we see from the continuity ofi, that
limy_. T(k) =0. In Case (ii), we can prove by the same way that lim 7' (k) = 0.
Denote the event8;, as

By = {w: X(n) < a"g(n) for somen > n;l}.

Then B, is decreasing an8l B{ > 1 — T (k). It follows that

P(Bk) = P<ﬁ Bk> = 1,
k=1

that is,

P(X(n) <da'g(n) io0.asn— oo) =1
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The proof of (4.15) is similar and omitted. Thus we have pdbtiee theorem. Il

Corollary 4.1. Let g(x) € Gop and ¢ € [0, oc]. Then
X(n)

4.17) liminf =c¢ as.
n—oo a'g(n)
if and only if
o <oo forO<d<c
. <
(4.18) /0 P(X(O = 0g(x) dx { Zoo foréd>c.

Thus for any g(x) € Go, there existse € [0, co] such that(4.17) holds.
Proof. The corollary is clear from Theorem 4.1. U

Remark 4.2. We see from Remark 4.1 and Corollary 4.1 that, for amy(0, a),

. X(n)
n“—>mo<> (a — 5)“ B

a.s.

Theorem 4.2. There existg(x) € Go satisfying

(4.19) liminfx)__1 4.
wioc atg(n)

if and only if p1({0}) = 0.

Proof. Suppose thap;({0}) > 0. Since o is a—1-decomposable, we have as
in (4.11)

(4.20) 110(00. x]) /[O 1o((0.ate — ) e

10 ([0, ax]) p1({0}).

Y

If there is g (r )€ Gy satisfying (4.19), then we get by Corollary 4.1 that

> _ °° g(x)

| b0, vagen) s =oc and [ o Jo. 562

But they contradict (4.20). Hence j#1({0}) > O, then there is ng x( ¥ Go sat-
isfying (4.19). Conversely, suppose thai({0}) = 0. If M := infS, > 0, then
infS,, = M(L—a1)~1 > 0. Defineg ) =M (1— a 1)~ on [0, ). Then we
have (4.18) withc = 1 and hence (4.19) by Corollary 4.1. Thuss ienough to con-
struct g c ) € Go satisfying (4.19) under the assumption tha& &, and p1({0}) = 0.

)dx<oo.



SHIFT SELFSIMILAR ADDITIVE RANDOM SEQUENCES 587

We see from the assumption that there is a positive and d@ogeaequence, such
that

(4.22) Zpl([O, a"]) < o0.

n=0
We see as in (4.12) that
(4.22) 0(10. 1) < p0([0. ax]) p1 ([0, x]).
Hence we obtain that
(4.23) uo([O, ailan]) < uo([O, an])pl([O, an])
and

UO([O’ an])

(4.24) ,UO([O’ aa,,]) > m-

We define an increasing sequenkg by induction as follows.bget 0. Assume
that b, are defined for 6X n < k. Then we defineb+; considering two cases. If
1o([0, ax]) < p1([0, a]), then chooseh.; satisfying

p1([0, a]) < po([0, ax]) (brsr — bi) < 1.

If 1o([0, ak]) > p1([0, ax]), then setby.1 = by + 1. Note thatb,.1 > b, + 1 and hence
lim, o b, = co. Defineg)e Go asg k) =a, on b, b,+1) for n € Z,. Then we
have by (4.21) and (4.23)

/0 Mo([O, a_lg(x)]) dx < Z ,UO([O’ an])pl([o’ an])(bn+1 —b,)

n=0

< ZPl([O, an]) < oo.
n=0

On the other hand we get by (4.24)

/O " o([0. ag(x)]) dx > > %(bm b=

It follows from Corollary 4.1 that there is € [a~ !, a] satisfying (4.18). Thus we
get (4.19) usingg { ) in place of n( ). ]
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Corollary 4.2. Let g(x) € Gp. Let K\(x) be the function defined i4.7) with
p=p1 and b =a~1. Suppose thah := p;({0}) > O. If

/OO K, (i> dx =00 (resp. < o),
0 g(x)

then

liminf X

=0 (resp. =) a.s.
n—co a"g(n)

Proof. We see from Proposition 4.1 that
/ P(X(0) < 6g(x)) dx =oco (resp. < oo) for V6 >0
0

if and only if

/OO K <i> dx =00 (resp. < o0).
0 g(x)

Therefore the corollary follows from Corollary 4.1. O

In the following theorem, we fixa > 1 and consider the family of all increasing
shift a-selfsimilar additive random sequencg¥(n),n € Z}.

Theorem 4.3. Let g(x) € Go. There exist{X(n),n € Z} satisfying(4.19) if and
only if

(4.25) liminf —/298) _ o

X—00 ng

Proof. We usec; as positive constants. Without loss of geigrate can as-
sume thatg (1)< 1. Suppose that (4.25) is not true and that ther¢ X¢n),n € Z}
satisfying (4.19). Then we see thai({0}) = 0 by Theorem 4.2 and there i5 > 0
such that

glx) <x7*  on [1, o).

Noting thatp1([0, «]) | O asu | O, we have by (4.9), for any > O,

/OO P(X(O) < 5g(x)) dx < 1+/OO P(X(0)§ 5x7L) dx
0 1

e’} 1
§1+c1/ exp(/ |ng|1([0,u])du> dx < 0.
1 ox—L uloga
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It follows from Corollary 4.1 that

liminf X0 =
% ag(n)

a.s.

This is a contradiction. Thus if there i§X(n), n € Z} satisfying (4.19), then
(4.25) is true. Conversely, suppose that the condition5{4ig true. In caseN =
lim, oo g(x) > 0, definepy as p1({(L — a HN}) = p1({2(L - a~Y)N}) = 271 Then

(4.19) is true by Corollary 4.1. Thus we can assume thiat = O.sWMav the exis-
tence of{X(n), n € Z} satisfying (4.19) by constructing the measyge The condition
(4.25) says that there are sequenggs oo andd, | 0 for n € Z, such thatxy = 1,

Xp+1 > 2y,

(4.26) e tag(2 tape) < e lg(x,) with e=1—a" %2
and
(4.27) 86 )> x, 0.

We constructp ([0, u]) together withn; T oo and M}, 7 oo for k € Z, by induction in
such a way that with, =,

Mys1 > My +1 andpy([0, u]) = e~ ¥+'°9% on [g(by), g(bi—1)) for k € Z.

and

by

27,
(4.28) 27t < / ,uo([O, eflag(x)]) dx +/ Mo([O, eilg(x)]) dx <2 fork > 1
2_1bA b;\,;[

First setn_; =no =0 and Mo = 0. Let! > 0. Let {X®(n),n € Z} be an increasing
shift a-selfsimilar additive random sequence with

—M; loga
0 _Je . on [g(b), g(bx—1)) for 0<k <1
p1 (0. u]) = { 0, on|0,g()).

Denote the distribution ok(0) by 1. Define, for 1< k <1,

bi 27,
100 = [ (0. age ax+ [ (0. ) a.
2_1bA b;\,;[
Assume thatM; > My +1 and 21+27 < JOK) <2—2""for1 < k < I.
Temporarily set, for some > n;+1 andM > M; +1,

e~Mloga  on [g(by), g(b—1)) for 0 <k <1

p1([0, u]) = { e~Mlge on [g(x,), g(br))
0, on [O, g(x,l))
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and define

Xn

271,
1= [ (0. g s+ [ (10, ¢ o) d.

2-1y,

Fix M > M; + 1, then we obtain from (4.10) and (4.27) that

Xn

liminf I(n, M) > liminf Mo([O, 5_1ag(x)]) dx

n—oo Jo-1,

Y

liminf 110([0, e tag(x,)]) 2 tx,

1
o Mlo
> cpliminf exp —/ L L du | x,
n—0oo g(xn) u Iog(a(lf 5))
= coliminf g(x,)*x, > ¢z lim x{172"0) = o0,
n—o0 n—oo

On the other hand, fix > n; + 1, then we get by (4.9) and (4.26) that

271y,

limsup/(n, M) < 27lim Sup,uo([O, e_lg(b;)])x,Z +lim sup Mo([O, e_lg(b[)]) dx

M—oo M—oo M—oo Ji

lim suppo ([0, e~ g(B1)]) x»
M—oco

8@y
c3lim supexp —/ —du | x,
M—00 e~lg(b) U

c3 MI@OO exp=M)x, = 0.

IN

IN

Hence we havd n( M, + 1} 1 for sufficiently largen satisfyingt > n; + 1. Since
I(n, M) is continuous inM on account of Lemma 4.1, we can take M= X))
M, +1 such thatl £, M A )) = 1 for sufficiently large . Sindd n (5 oo asn — oo,
p1 and po are convergent weakly tp{’ and u{, respectively asi — oo by virtue of
Lemma 4.1. Hence we can choose sufficiently la#gen,;.s and definep(l”l) such that
My = M(njs1) and 271+ 27171 < gDy <2 — 211 for 1 < k <[+ 1. Finally we
define p; as the weak limit Ofp(ll) asl — co. Let {X(n),n € Z} be the corresponding
increasing shiftz -selfsimilar additive random sequendeerT (4.28) is satisfied clearly
by virtue of Lemma 4.1. Hence we see that

| rolto. < agol) ax = o0

and that

os] oo by
/0 1o([0, (ae) “g(x)]) dx < 1+ / 1o(10, e~ 25 () p1 ([0, g(x)]) dx
k=1

br—1
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oo
<1+ ZZ e Miloga
k=1

using (4.22) and notind/;+1 > M, +1. It follows from Corollary 4.1 that (4.18) holds
for somec € [(ae) ™1, e~ 1a] and hence (4.19) is true by replacid& (n), n € Z} with
{c71X(n),n € Z}. 1

In the proof of the theorem above, we have proved the follgwdorollary.

Corollary 4.3. Let g(x) € Go. Suppose thap,({0}) =0 and

lim inf —logg(x) >0
X—00 |Og_x
Then we have
liminf X(m) =0 a.s.
n—oo a”g n

5. Rate of growth I

In this section, let{ X (n), n € Z} be anR?-valued non-zero shift -selfsimilar ad-
ditive random sequence for somme> 1. We study the rate of growth dfX(n), n € Z}
in the “limsup” case. We state the results onlymas» co except in Remark 5.1. De-
fine

G1 = {g(x) : g(x) is positive and increasing on ,[6c)}.
Define the inverse functiog—(x) on [0, oo) of g(x) € G, as
g H(x)=supy > 0:g(y) < x}
with understanding that sWlp= 0. Define a functiorp;(x) on [0, co0) as
pi(x) = P(IX(0) = X(~1)| > x).

A positive measurable functioh x ( ) on,[6) is said to besubmultiplicativeif there
is a positive constanf; such that

h(x +y) < Cih(x)h(y) for vx, y > 0.

Lemma 5.1. Let g(x) € G; and let/ € N. If

| P1x©@ = X1 > ) dx = x,
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then, for allk € N and all € € (O, 1),
/OOO P(]X(0)— X(—k)| > (1 — €)g(x)) dx = cc.
Proof. Note that, for any € N,
60 [ PIXO- XD > s dx= [ e e
There are two cases. Case M. =lim, g(x) < oo; Case 2.M =x. In Case 1,

pru({x :|x] > (@ —¢e)M}) > 0 for all k € N and alle € (0, 1) wheneverp,({x : |x| >
(1—¢)M}) > 0 for all € € (0, 1). Hence we see from (5.1) that, if

/OOO P(|X(0) — X(=D)| > g(x)) dx = o0,
then, for allk € N and alle € (0, 1),
/OOO P(|X(0) — X(=kI)| > (1 — £)g(x)) dx = oc.
In Case 2, we find from (5.1) that, if
| Px@ - xC] > g) dx =
then
[ ntan = .

ChooseN > 0 such thatp,({x : |[x| < N}) > 0. We get, for allk € N and all¢ > 0,
that

M@ okl )

k=1
— -1
= /8 ((m) : )gpl(dxn)

k—1
Za‘"’xn
=0
{p({x : x| < N})}kil/ gil((l +0)|x| - NA+5)(1L - ail)fl)pg(dx)

Rd

Y

Y

o [ & xhma),

where ¢, is a positive constant. Note that we used the conditién oo=n the last
inequality. Thus the lemma is true from (5.1). Ll
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Lemma 5.2. Let g(x) € G1 and let/ € N.

Q) If
(5.2) / P(|X(O) - X(=0| > g(x)) dx = oo,
0
then
(5.3) lim sup'X(n)| >1 as
n—oo  a"g(n)
(i) If
(5.4) /0 P(|X(0)— X(-0)| > g(x)) dx < 00,
then
(5.5) lim supM <@l-ahH1l as.

n—oo a'g(n) —
Proof. Suppose the condition (5.2) holds. That is,
i P(IX(0) — X(~1)| > g(n)) = ox.
n=0
Then we see from the shift -selfsimilarity that
f: P(|X(n) —X(n -1 > a"g(n)) = 00.
n=0
Hence there i (& j <1 —1) such that
i P(IX(nl + j) = X((n = 1) + )| > a"* g(nl + j)) = oc.
n=0

Define b, =nl +j forn € Z. It follows from the Borel-Cantelli lemma that
P(|X(by) — X(by—1)| > a’g(b,) i.0. asn — 00) = 1L

Owing to Kolmogorov’s 0-1 law, we see that

- | X (bn)|
Pl >1) =
(imse 5 oy >1) =0 or 2
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If the probability above is 1, then (5.3) is true. Thus we caasume that the probabil-
ity above is 0 and thereby we get

- | X (ba)|
limsu
n—>oopab”g(bn)

a.s.

and hence|X(b,_1)| < a”-1g(b,_1) for all large n almost surely. Hence we obtain
that

P(|X(bn)\ > @A —a Nag(b,) i.0. asn — oo)
P(IX(ba) = X(ba-1)| > (1 —a"")a"g(bs) + |X(b—1)| i.0. @SH — )

>
> P(|X(by) — X(by—1)| > a™g(b,) i.0. asn — o0) = 1.

Thus we have

(5.6) lim sup'f((—n)| >1-a! as.

n—oo azg(n) -

Hence we get (5.3) by using Lemma 5.1.
Suppose the condition (5.4) holds. Namely,

S P(IX(0) — X(-D)| > g(n)) < oo.
n=0

Then we find from the shift -selfsimilarity that

oo

Z P(|X(n) — X(n —1)| > a"g(n)) < cc.

n=0

It follows from the Borel-Cantelli lemma that there ¥ w)(€ Z. such that
(5.7) P(|X(n) — X(n — )] < a"g(n) for Yn > N(w)) = 1.

Let n > N(w) and letm =m () be the largest integer satisfying> ml + N(w). We
obtain from (5.7) that, for & j < m,

(5.8) (X(n = jh)| = |X(r = G+ 1)) <a"'g(n— jI) as.

Summing up (5.8) inj , we have

IX(2)] = [X(2 — (m + D) < jz:a"-ﬂg(n < 8N g
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Hence we see that

(X () 1

limsu < a.s.
nﬂoopa”g(n) ~—1l-a!

Thus we establish the inequality (5.5). U

Remark 5.1. The assertions of the lemma above remain valid as —oc. How-
ever, we must replace! by al‘l for somea; € (1, a) in (5.5) and (5.6) ag — —oo.
We need an analogue of Lemma 4.4 of [31], which is proved biueiof (2.4).

Theorem 5.1. Let g(x) € G1 and C € [0, oc]. Then

(5.9) lim sup—)| a.s.

n—oo a" ( )

if and only if

00 for 0< Vo < C and3i(6) € N
< 00 for V6 > C and VI € N.

(5. 10)/ (1X(©0)— X (=D)| > dg(x)) dx{
Thus for every g(x) € Gy, there existsC € [0, o] such that(5.9) holds.
Proof. The proof is clear from Lemma 5.2. ]

Theorem 5.2. There existg(x) € G; satisfying

(5.11) lim SUM =1 as.

n—oo a"g(n

if and only if p3(x) ¢ OR.

Proof. Suppose that;(x) € OR and there isg X Y G satisfying (5.11). Then
we see from Lemma 5.2 that

/OOo P(|X(0)— X(-1)| > 2711 —a Hg(x)) dx =
and
/000 P(\X(O) - X(-1)| > 2g(x)) dx < oo.
But they contradict the conditiop;(x) € OR. Hence if pj(x) € OR, then there is

no g(x) € Gy satisfying (5.11). Conversely, suppose théfx) ¢ OR. Then there is a
positive sequence, T oo for n € Z, such that 2" p3(y,) > p;(2y,) forn € Z,. In
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caseM :=sup, |x| < oo, we defineg € ) Gy asg () =M (1- a~H™ on [0, ).
Then it is evident that

sup [x| = L-—a "M
y|l=2——_7
XESy, 1-at

’

/00 P(|X(0)— X(-0)| > g(x)) dx=0 forvi>1
0

and
/Oo P(1X(0)— X(—I)| > (1 —a "Mg(x))dx =00 for VI > 1.
0

Hence we see from Lemma 5.2 that (5.11) is true. In cése ooF we define
g(x) € G, together withx, 7 oo asxg=0 andg & ) =y, on f,, x,+1) satisfying

1 S pi(yll)(xll+l - -xn) S 2 fOF ne Z+,

Then we obtain that

| PUX©@ = XCDI> ) dx = 3 i)~ 1) =0
n=0
and
| P1x© = X0 > 26 dr < 327 i)~ 1) < x.

n=0

It follows from Lemma 5.2 that there i€ € [1,2(1— a—1)~1] satisfying (5.9). Thus
we have (5.11) by replacing n( ) witl'g n( ). ]

Corollary 5.1. Let g(x) € G1. Suppose thap;(x) € OR. If

/0 pI(g(x)) dx < oo (resp. =o0),

then
. X
lim sup| )l =0 (resp. =x) a.s.
n—oo a"g(n)
Proof. Proof is clear from Lemma 5.2 and Theorem 5.2. O

As in Theorem 4.3, we fixa > 1 and consider the family of aR?-valued shift
a-selfsimilar additive random sequencgX(n),n € Z} in the following theorem.
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Theorem 5.3. Let g(x) € Gi. There exist§X(n),n € Z} satisfying(5.11) if and
only if g=%(x) +log(1 +x)¢ OR.

Proof. We obtain from (5.1) that
512) | i) = [ & aoa).

Suppose thag~*(x) +log(1 +x) € OR and there is{X(n),n € Z} satisfying (5.11).
By the same way as in the proof of the preceding theorem, wefrsee (5.12) that
absurdity occurs. Thus i ~%(x) + log(1 +x) € OR, then there is no{X(n),n € Z}
satisfying (5.11). Conversely, suppose that'(x) + log(1 +x) ¢ OR. In caseg 1(x)

is not finite, M := lim, o g(x) < oo. Letz = (1—a )M, 0,...,0) € R?. Define

p1 as p1({0}) = 1/2 and p1({z}) = 1/2. Then we see as in the proof of Theorem 5.2
that (5.11) is true. Thus we can assume that(x) is finite on [Q c0). So there is
x, 1 oo for n € Z4 such thatxg = 1 and 27" (g~ (x,) + log(1 +x,)) > g~ (27 1x,) +
log(1 +27tx,) for n € Z, and C; == Y20 1/(g *(xs) + log(1 +x,)) < oco. Choose

y. € RY for n € Z, satisfying|y,| = x,. Define p; as

— 1 > ‘ —
)= i) o v, ) a”d“((g,{y”}) )=e

Then we obtain that

/R,, (¢7H(x]) +log(L +[x]) pa(dx) = 3 €5 = 00

n=0

and

[ (&7 @ x) +og(a + 2 ) s(a)

- gil(zilxn) + IOg(l + len) <C
0

-1 —n
Cols ) Hlog@i+x,)) = G2 22T <o

n=

It follows from Theorem 5.1 and (5.12) that (5.10) holds foome C €
[1,2(1— a1~ and hence (5.11) is true by replacingX(n), n € Z} with
{C71X(n),n € Z}. O

Corollary 5.2. Let g(x) € G;. Suppose thag~1(x) +log(1 +x)€ OR. If

/Rdg_l(|x\),01(dX) <oo (resp. =),
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then
limsup | X() =0 (resp. =x) a.s.
n—o0 a”g(n)
Proof. Proof is evident from Lemma 5.2, Theorem 5.3 and (5.12 O

Remark 5.2. We see from (2.4) and Corollary 5.2 that, for any 0,

. X

lim | X()| = a.s.
n—o00 (a + 5)”

It follows from Remark 4.2 that, if X(n), n € Z} is increasing and not zero, then

lim log X (n)

n—o00o n

=loga a.s.

Corollary 5.3. Let g(x) € G1 and C < [0, oc]. Suppose thag~(x) is finite and
submultiplicative on0, o). Then(5.9) is true if and only if

1 <oo for0O<d<C™?
X (6|x|)p1(dx){ S froeds

Proof. We prove that, for & ¢,

(5.13) / g 0|x[)pr(dx) < o0 implies/ g 0|x)oi(dx) < oo for VI > 2.
R4 d

R

We have, forl > 2,

-1
E a "x,

n=0

for (0
(RAY!

-1
C1 g /Rd gil(5ain|xn Dpl(dxn)

1
a{ [ D |

where ¢; is a positive constant. Thus (5.13) is true. Therefore thellzoy follows
from (5.1) and Theorem 5.1. U

-1
> le(dxn)

n=0

/ & HSlx)p(dx)
R¢

IN

IN

Remark 5.3. In the case wherg; is an infinitely divisible distribution orR?,
we can replace; and R? by the Levy measure op; and {x : |x| > 1}, respectively
in the integral of Corollary 5.3. See Theorem 25.3 of [26].
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6. Examples

In this section, we give some examples for the results ini@ext4 and 5. Let
{X(n),n € Z} be anR?-valued non-zero shift -selfsimilar additive random sewpge
for somea > 1. In Examples 6.1 and 6.2, we assume thhat =1 fkith),n € Z} is
increasing. More interesting examples will be found in [34].

ExampLE 6.1. Suppose thati(dx) = pdo(dx)+(1— p)di(dx) with 0 < p < 1. De-
notey = —log p/loga, di = (—plogp—(1— p)log(1— p))/loga andd; = log2/loga.
Then p,, are called infinite Bernoulli convolutions with upper Haasdtl dimensiond;
for a > p~?(1 — p)~(1=") and S, are the Cantor sets with Hausdorff dimensién
for a > 2.

(i) Let g(x) € Go. If

/o {g(x)}"dx < 0o (resp. =c0),

then

liminf =0 (resp. =0) a.s.
n—oo a"g(|n|)

(i) We have

lim sup X@) 1 as.

n—=4oo an(l - ail)il -
Proof. Since we have

Kx(x)=x""exp (—/ logp ~ loglp + (1= p)e™™) du) =<x77,
1

uloga

the assertion (i) follows from Corollary 4.2. The assert{@h is essentially proved in
the proof of Theorem 5.3. ]

ExampLE 6.2. Let 0< o < 1 and let{(x) be a measurable function on, &)
such that\; < &(x) < A2 on [0, c0) and limy o &(x) = Ao for some positive constants
Ao, A1, and \,. Denote the constant, as

<1 a><1—a>/°‘ (F(l a)A())l/"‘
Co= _ .
a l1—-a«

Suppose thap; is an infinitely divisible distribution on [0x) given by

L, (1) =exp </o (e — 1)55?1 dx> .
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(i) We have

lim inf X(m)

lim inf a—l’l(|og |n|)(o¢—l)/oc =C, a.s.

(i) Let g(x) € Gy. If
/oo{g(x)}_'l dx < oo (resp. =c0),
0

then

. X(n)
lim sup
n—=+oo a”g(\n\)

=0 (resp. =x) as.

Proof. First we prove the assertion (i). We have

Ly,,(t) = ﬁ Ly, (a™"1) = exp (i /Ooo(etx - 1)% dx) :
n=0

n=0

Note that

o) /\0
3w =
n=0
Hence we see from Theorem 8.2.2 of [2] that
. _ 1/(1—a)
(6.1) —loguo ([0, %]) ~ Lo (Fil Oz)a)\o> /=2 asr — oo,
« —da

Define g ) = (logk V e))~ =2/« Theng )€ Gy and we obtain (4.18) from (6.1)
with ¢ = C,. It follows from Corollary 4.1 that the assertion (i) is truBext we
prove the assertion (ii). We see from Proposition 4.1 of [81dt p1((x, o0)) € OR

and p1((x, o0)) < x~“ asx — oco. Hence the assertion (ii) follows from Corollary 5.1.
]

ExavpLE 6.3. Leta > 0. If
[ @ <oo Gesp. =)
Rzl

then

X ()|

an‘n‘l/a

lim sup =0 (resp. =) a.s.

n—=+oo

Proof. Proof is clear from Corollary 5.2. Ll
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ExampLE 6.4. LetfS >0 andC € [0, oc]. Then we have

(6.2) lim sup | X() a.s.

n—too a(log|n])l/8
if and only if

[ expbispyptan { T [OTO<I < C andii N
Rd p P =00 for Vo6 > C*/B and 3[(5) cN.

In the case where & 5 <1, (6.2) holds if and only if

3 <oo forO0O<é<C P
JE )pl(dx>{ S foroed

Proof. Letg ) = (logk V €))/? on [0, c0). Obviously, g & )e G1 and g—1(x) =
exp(x?) on [1, o). The first assertion is due to (5.1) and Theorem 5.1. SyicHx)
is submultiplicative on [poo) for 0 < 8 < 1, the second assertion follows from Corol-
lary 5.3. U

RemArRk 6.1. Let {W(r),t+ > 0O} be a Brownian motion irR? and setX £ ) =
W(a?) for n € Z. Then the equation (6.2) witlh = 2 andC =+/2 is a discrete
analogue of the classical law of the iterated logarithm far Brownian motion inR<.
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