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Anal ytical Derivation of Sampling Distribution
of Intraclass Correlation Coefficient

By Jﬁnjiro OGAwA

The exact sampling distribution of the intraclass correlation coeffi-
cient was obtained by R. A. Fisher in 1921." However, his method of
derivation is geometrical and too intuitive, so that it is not always easy
for every one to comprehend the proof, at least so far as the writer
knows. For this reason, it seems to me that, at least from the peda-
gogical point of view, the analytial derivation of sampling distribution
of intraclass correlation coefficient is not at all valueless.

We shall first consider the case when the number of individuals belong-
ing to the family is two. The probability element of the population
distribution is given as follows:

1=p2) {(x m)2 —2o(x—m)(x’ —m)+(x’ —”1)2}
df =g N e dx da' .

where m, o, and p are the mean, standard deviation and intraclass cor-
relation coefficient of the population respectively. The necessary statistics
will be defined as follows :
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wutr = 3 (2, %) (o' ~3),

where » is the intraclass correlation coefficient of the sample and our
purpose is to obtain the exact sampling distribution of 7.
It is readily seen that
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(Z+7).

Further, as are well known, the vector variables (z, z') and (my,, m;,
m,,) are mutually independent, and their probability elements are

n - '235’("11:55 {(i -m)2—2p(x—m) (' -m)+(z' - m)z}
2oty 1= pt © e
and
n
1 (mz m 2_m2 )!';;J = 55a(1= ) (myo+moz—20m11)
N 00 11 dmg, dmy, dmy,

4l (n=2) jan-n(y _p2y"s’
respectively. The probability element of the joint distribution of %, #/,
Mgy, Mys, My; 1S proportional to

( \ )?'~E - ’272"('127—}?)' {(E— m)?2 —20(x—m)(x’ —m) + (& —m)2+mag+myg - 2917111}
MgyMye —My,) 2 €
dZ dZ' dmyy dmg, dmy, . (1)
Since
(Z—m)*—2p(Z—m) & —m)+(Z' —m)* +Myy+ My — 2pmMy,

= 2(1—pXz—m)*+2p*(1—pr),
the exponential factor in (1) becomes

onm = n(-pr)
o oRHe) BT iy (2)

Now the following transformation of variables is effected.

g—:i hY

- 1 _ 1

7= My

Ty (3)
2p =9 (Z—Z' )2+ Mgy + My,
1R = — 1 (2—2') + My,

Since the Jacobian of this transformation is
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a(x z, y Mags Mys, mu)
’ — 8 3 4
a(é ’ a/’ s oy ’r) ( )

the probability element of the joint distribution of §&, Z, #, u, » is pro-
portional to

n - n(l-or)
nzt Tor(l=p) (BT gy

(myMy; —miy) = e wdidxdydpdr. (5)

Now, since
2 1. 21\2 S 2,0 1 "2
Moy Moz — My, :"7§2F'2_77“'2—(x_x) }“‘L/"7+ (2— x)}
— pA—rt)— g WL+ @E—aP =yt | G2

= WA= =2+ ) =3~ o=t (65

A g2 (f z) I . S e Gl O . 2
pa-rm[1-2 it 1 e (1 Z%MTQH-

it follows at once that

n—4 o n—4 (E_: 2 n—t
(MgyMyy—miy) 2 = p2" 78 (1—1?) 2 (1—2 e x?))) 2

B R i Gt ) W L 5
Dl e
Putting

n—w+(E— a,)z

U = ————m————————=

RUSE )

the contribution of the integral with respect to 5 is

I S e et M o 2
S [1 %#ZJ(1_1,2)<1_2 (f(If):);; ] dy

=i a-m(1-2 G 50) | e s au,

hence, integrating out 5 from (5), we get
n _n(1l- or) (E—Z) Ll_;'_3
e 52(1+ )(1‘ 771) 02(] p2) 27, 3(1_?2) 2 <1 2 2(1_—7,)> d?}df d/.l;d’l'.
(7)

In a similar manner, integrating out £ from (7) we get
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n(l—pr)y
_ Te2(1- g n-3 n—2
Fee TN a1 00T (19T dpdr. (8)

- o (x—m)2
) i

Thence we get the probability element of the joint distribution of . and
» which is proportional to :

n(l-gr) n2
— T W n—3 7—2
e 221-0D) 22 (141) 2 o(1—7) 2 dpdr. (9)

Integrating out g from (9), we finally get the probability element of »
which is proportional to

;) n—2 -3
(1—7)2 (1+7)2 dr. (10)

_ (n -
(1—pr)
When the number s of the individuals belonging to the family is more

than two, such an elementary method as above is useless. In this case
the probability element of the population distribution is given by

1 - s
exp [_20—2(1'—/0)(1"‘8—:1-[)) {(1+8—2-p). tgl(m( )__m)z

(11)
—2p (2 —m) (a;“”—m)ﬂ da® |, dx,
a<B
omitting the normalizing costant.
If we make use of the following statistics
nE" = Zﬂ x5,
el a, =12 ..,s,
Nlyp = 23 (X —F*) (P —ZP),
i=1
the necessary statistics are given as follows :
SE = Zx 2,
=]
spt = az:]l 3; (@0 =2 = P lawt 2 (EV-ER, (12)

<§ ),1,21- — E}/ll izl (xfr—Z) (2P —7) = Eﬂlwﬁ+§3(5:(”)-5:) (P —ZF) .
The vector variables (0, ..., %) and (l;1, lags oo s Ly s ligs .en s ls_q5) arE
mutually independent and their probability elements are respectively
proportional to
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exp l_&g(l —p) (;}l,’l—i-:i . p) {(1 +8—2. P) gl(i(w)_ my?

- ZpKZL(a?;(“) —m) (FF-- m)} ] azv .., dz®,

and to

n—§—2 n

ol 57 vexp| g e {4920 Bl 20 |
Il dl,. ]<]B Alyp

It is readily seen that

‘S/" - 2 ,cw -+ Z (x(d)—x)2 )
a=1
s(s—1) pPr = 2 lug+ 23 (=) (20 —%) . 13
o=p wp ( )

&
ST = D12,
o=]

We shall calculate the moment generating function ¢(¢, ) of the joint
distribution of x? and g?r. Since

4 u
witt-plru Su2e——4s(s—1) p2re s
w(t, ) = E(e Y= E(e ° s(s—=1)
putting
E — 70y sE = i £
a=]
and -
D =o*(1—p)(1+s—1:p),
we have
(b, u) oc
2D 1\ & 2D u
. m-s=2 2D {(1+s 2=y ‘) 2;1 a0~ 2 ( 0 sis- 1)) 2‘ l‘”ﬁ}
j ] lmB ] 2 e
][ dl ]] dlyg
> aa @ (14)
{(H—S 2:0)- 2, E@? _2,. 2 E(d)a(ﬁ)_gl?ga Z (s —E)2 - nDs,(,s,” o'
xX\e

e

51 g -§) E»-)
o dED ... dED

Whence we get
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145=32.p,_ 20 t _( 2D u ) __( +2£__2£_.> _n-l
(t, 'u)ooi P=n s Pt u s(s—1) P70 s(s—1) | 2

| 1

o (p+D v\ 1 Lsoa p_z_lll ( +2_Q,,,ﬁ__> |

| n $s(s—1) s n s(s—1)) |

‘ 2D u 2D u — 2D t 1:

| _(’““% s(s:l)> <P+ s(s— 1)> e ldsm2ep—n,
145-2- o——(s —1-i—u) - ( ns(s D(s 1-1— u))m- ((>~ﬁ5<%1>(s 1 i~u)) T

¢ —'(p—-%(m(s‘—‘l'i'“u)) 1+$"2- '—R<S’"l't—u>“'*(,O—hg(—zs*D—_'iS(S_‘“_I't—u))

_(n—-1)(s—1) n—1

(e R ()T (e )

s=1

2D 1 T2 _1
(“S Lp==0m % (t*ﬁi)) d=p) *.

Consequently we have

_n(s=1) _n—=1

D 2 1 a

o(t, u)oo<l+s 1. p—3~%<t+s—i—‘l->) <1 p=2D 2 (tru )>

‘ (15)

By the famous inversion formula due to P. Lévy, we shall have the
density function f(w, y) of the joint distribution of x? and u2r as

22 . .
f(x, ¥) oc lim STT ( eI L (it du) didu . (16)
T -T J-y
U -»®
Putting
u

t+u:f, t—‘s'—_—izzrl,

(16) becomes
o —%(x¥?~“1-y) it
f(z, y) oc lim S € dé
T > . ns 71;_1_
(—ie+g5-1-p)

17

v —— (x—y)iq
x lim g I s dy .
U > . ns I =5
- (““’*’2‘5 (1 +s—1.,))>
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Now, we consider the function T

- %‘(x-}—g:—il'-y)z
no1 (18)

2

x(—z+gpy 1=0)

We)=e

which has branch points at

ns
z = fz%(l—p) and z= o0

. n .
and otherwise regular unless 9 isan

integer®. Hence by the Cauchy’s integral
theorem, we have (see Fig. 1)

*iT
S . W(2)dz + 501 VWr(z)dz +j02

W(2)z
} (19)

— ~§F W)z .

But on the contour C,, we see easily
that

Fig. 1

‘ Svi H'f(z)dzl < SG |(2)|dz

i

T s 252

<% T[T2—2”2*"‘(1—p)T+%"D§/(1_P)2]
It follows that when 7' — o,
( ya0, for i=12.

Consequently we have

e

lim

7>

r -1y
S o ws %df =1 Sr, Y(z)dz, (20"
=T 5+ oD 1—p) ]

which becomes after translating the origin and changing the scale,

P NewEs—1. . n=3 n-3 =1
— je 2[)(1 p)(x+s 1}’).(:1:_'_8__1.?/) 2 .< . > 2 .Sl‘ 6_2(_2) 2 dz . (20)
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Here the path of integration I'_ is as shown in the following:

o
/@\/*_;V o

Hence we have Fig. 2
T - ls(x-l—:?'—”l.y),‘g
hrg S woi 4
=R (—z§+ (1= p)) "
n-3
- —f’:il(i >_(:L+s 1-y) 23'6 5p<1- xz45=T-0)
P(T>

In a similar manner we have

v (x ¥in
e
lim S ’ ﬂ(_l) dl]
” <—“7+ 5D (1+8 1. P))

n(s—1)—-2 (22)

2 (§—J1 R gy AT ) ’
- NESD) ) v
2

Consequently the required density f(x, ¥) is proportional to
ns o n=3 n(s~1)-2
e 22(1-p) (1+s-1- (z+s—1y) * (z—v) * ,
hence the probability element of the joint distribution of x and # is pro-
portional to

a){( 4s5-2-p)x—5-1. py}

ns
5oy At +5‘2""$”1"">"2} l
e 202(1-p) (14s-1-p) (23)

n(§~1)—2
X ™ H1+5—1-7) En (1—7) %  dpdr. l
Whence it follows that the probability element of of » is proportional to

_ns—1 ——3 n(s=1)=2

(1+8—2:p—s—1.pr) 2 (l4s—1.r) % «(1—7r) ?* dr, (24)
which was to be proved.
(Received December 14, 1951)
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