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1. Introduction

The Dirac Hamiltonian with magnetic vector potentiala = ( ( )) =1 ... is ex-
pressed by the following form

(1.1) (a) =
∑

=1

γ ( − ) + γ +1 +

where = 1/ ∂ , is a multiplication of an Hermitian matrix ( ). is the mass
of electron. The matrices{γ } satisfy the following relations

(1.2) γ γ + γ γ = 2δ 1 ( = 1 . . . + 1)

Here δ is Kronecker’s delta and1 is an identity matrix. We assume that the speed
of the light = 1. When ≡ 0, the square of (a) has the form

(1.3) (a)2 =
∑

=1

( − )2 + 2 +
1 ∑

1≤ < ≤
( )γ γ

where

(1.4) ( ) =∂ ( )− ∂ ( )

It is called Pauli’s Hamiltonian. The skew symmetric matrix ( ( )) is the magnetic
field associated witha. We say the magnetic field is asymptotically constant if it sat-
isfies the following conditions as| | → ∞ :

(1.5) ( )→ ∃ (1≤ ≤ )

where ( ) is a constant matrix.
The aim of this paper is to prove the limiting absorption principle for (a) with

a constant magnetic field ( ( )) and a long-range electric potential ( ) when = 3.
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Let us recall some known facts about the Dirac Hamiltonian with a constant magnetic
field for = 2 3. As can be infered from (1.3), the spectrum of (a) is closely related
with that of magnetic Schrödinger operator appearing in the right hand side of (1.3),
which depends largely on the space dimension. Suppose = 2 at first. For simplicity
we consider the case that the magnetic field ( ) =∂ 2 1( )−∂ 1 2( ) = λ > 0. In this
case, the Dirac Hamiltonian (λ) is represented by

(1.6) (λ) = σ1

(
1 +

λ

2 2

)
+ σ2

(
2 −

λ

2 1

)
+ σ3

with σ1 =

(
0 1
1 0

)
σ2 =

(
0 −

0

)
σ3 =

(
1 0
0 −1

)
.

They are called Pauli’s spin matrices. Obviously{σ } satisfy the relation (1.2) and by
an elementary calculus we have

(1.7) (λ)2 =

(
1 +

λ

2 2

)2

+

(
2 −

λ

2 1

)2

+ 2− λσ3

The right hand side is a de-coupled 2 dimensional magnetic Schödinger operator. So
it suggests that the spectrum of (λ) is discrete and

σ( (λ)) ⊂
{
±
√

2λ + 2 | = 0 1 2. . .
}

In fact we have

σ( (λ)) =
{√

2λ + 2 −
√

2λ( + 1) + 2 | = 0 1 2. . .
}

by using Foldy-Wouthuysen transform. (See 7.1.3 in [10].) Therefore the spectrum of
(λ) is of pure point with infinite multiplicities.

Next we consider the case of = 3. We assume

a0( ) =

(
−λ 2

2
λ 1

2
0

)
(λ > 0)

Then the associated magnetic field is constant along3-axis :

( ) = ( 32( ) 13( ) 21( )) = (0 0 λ)

We denote the associated Dirac Hamiltonian as0(λ). It is the following operator act-
ing on H = 2(R3)⊗ C4 :

(1.8) 0(λ) = α1

(
1 +

λ 2

2

)
+ α2

(
2−

λ 1

2

)
+ α3 3 + β
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where{α } and β are 4× 4 Hermitian matrices such that

(1.9) α =

(
0 σ

σ 0

)
β =

(
1 0
0 −1

)

We can easily see that these matrices also satisfy the relation (1.2). It is known that

0(λ) is essentially self-adjoint on ∞
0 (R3)⊗C4. (See Theorem 4.3 in [10].) Now we

consider the spectrum of 0(λ). At first we rewrite 0(λ) as follows.

(1.10) 0(λ) = 0 + β =

(
0 0

0 0

)
+

(
0

0 −

)

with 0 = σ · ( − a0) and σ = (σ1 σ2 σ3)
By using Foldy-Wouthuysen transform, explained in detail in the following sec-

tion, 0(λ) can be diagonalized by a unitary operator .

(1.11) 0(λ) −1 =



√

2
0 + 2 0

0 −
√

2
0 + 2




From the commutation relation (1.2) we have

(1.12) 2
0 =

(
1 +

λ 2

2

)2

+

(
2 −

λ 1

2

)2

+ 2
3 − λβ

We can easily see thatσ( 2
0) = [0 ∞). So we have

σ( 0(λ)) = (−∞ − ] ∪ [ ∞)

Therefore in the 3 dimensional case, the spectrum of0(λ) is absolutely continuous.
Let us consider the perturbation of0(λ) : We put

(1.13) (λ) = 0(λ) +

Our aim is to show the so-called limiting absorption principle, namely the existence of
the boundary value of the resolvent (− (λ))−1 on the real axis. The precise assump-
tion on will be given in Section 3. It is closely related to the absence of singular
continuous spectrum of the operator and the asymptotic completeness of the wave op-
erator associated with 0(λ) and (λ). To prove the limiting absorption principle, we
use Mourre’s commutator method, which makes great progress for various Schrödinger
operators. (For example, see [8].)

Suppose we are given a self-adjoint operator on a separable Hilbert space. For
a closed interval ⊂ R we denote the spectral measure, corresponding to the interval
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as ( ). Once we find some self-adjoint operator satisfying the following inequal-
ity, we obtain many informations about :

(1.14) ( ) [ ] ( )≥ α ( ) +

whereα is a positive number and is a compact operator. To be accurate, we can
see the following properties hold.
(i) σ ( ) ∩ , the eigenvalues of in , are discrete.
(ii) The boundary value of the resolvent on\σ ( ) exists in some weighted Hilbert
space. (limiting absorption principle )

For example, we consider a usual Schrödinger operator

= − + ( )

Here ( ) is a real valued function, which is decaying as| | → ∞. In this case we
choose = 1/(2 ){ ·∇ +∇ · } as the conjugate operator. Then the Mourre’s inequal-
ity holds for any compact interval ⊂ R \ {0}. As a result one can show thatσ ( )
is discrete with no accumulation point except{0}. We denote〈·〉 = (| · |2 + 1)1/2. Then
we can also see the boundary values

〈 〉− ( − µ∓ 0)−1〈 〉−

exist in the operator norm for > 1/2 andµ ∈ R \ ({0} ∪ σ ( )).
As for the Schr̈odinger operator with constant magnetic field, Iwashita [6] shows

the limiting absorption principle for long-range potential by using commutator method.
In [6] the following self-adjoint operator is considered.

(1.15) ˜ =

(
1 +

λ 2

2

)2

+

(
2 −

λ 1

2

)2

+ 2
3 + ( )

A self-adjoint operator = 1/2( 3 · 3 + 3 · 3) is used as the conjugate operator. As
a result, the existence of the boundary values

〈 3〉− ( ˜ − µ∓ 0)−1〈 3〉−

is proved for > 1/2 andµ ∈ R \ ({λ(2 + 1)| = 0 1 2 . . .} ∪ σ ( ˜ )).
Commutator method is also used for the free Dirac Hamiltonian and that with a

scalar potential, which is decaying as| | → ∞. (See [2].) As for the electromagnetic
Dirac Hamiltonian, asymptotic behavior of the solution of the Dirac equation is in-
vestigated in [3]. In their paper, the time dependent electromaginetic field ( ) is
required to satisfy the following properties.
(i) Each ( ) satisfies the wave equation

(
∂2

∂ 2
−

)
( ) = 0
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(ii) The initial data ( 0) and∂ ( 0) are compactly supported inR3.
Hachem [5] showed the limiting absorption principle for the following electromagnetic
Dirac Hamiltonian with a short-range potential ( ).

= α1 1 + α2( 2 + λ 1) + α3 3 + β + ( )

His idea is roughly as follows. First let us consider the case≡ 0. By passing to
the Fourier transformation with respect to2 3-variables we denote 0

∗
0 as ( )

( = ( 2 3)). Then we have

(1.16) ( )2 = +( )⊕ −( )⊕ +( )⊕ −( )

where ±( ) are harmonic oscillators defined as follows.

(1.17) ±( ) = −
2

2
1

+ (λ 1 + 2)2± λ + 2
3 + 2

He then switched on the short-range potential ( ) by perturbative argument. Roughly
speaking, his assumption means that the absolute value of each component of is
dominated from above by 〈 ′〉−1−ǫ〈 〉−ǫ ( ′ = ( 2 3)) for sufficiently large . We
remark thatǫ > 0 is used as a sufficiently small parameter throughout this paper. To
be accurate,〈 ′〉1+ǫ ( ) is required to be a 0(λ)-compact operator.

In this paper we treat directly the following operator

(1.18) (λ) = α1

(
1 +

λ

2 2

)
+ α2

(
2 −

λ

2 1

)
+ α3 3 + β + ( )

where ( ) is a matrix potential. Our strategy is to apply Mourre’s commutator
method directly to this operator, which enables us to include the long-range diagonal
components for ( ). In this case it seems that an appropriate choice of the conjugate
operator is

3

〈 3〉
· 3 + 3 · 3

〈 3〉
which is inspired by [11], when we proved the limiting absorption principle for time-
periodic Schr̈odinger operator. In fact the method of the proof shares many ideas in
common with [11]. Namely we rewrite 0(λ) by a direct integral and the conjugate
operator acts on each space of fiber. Our main results are Theorem 3.4 and Corol-
lary 3.7.

2. Conjugate operator

Let us recall

(2.1) 0 =

(
0 0

0 0

)
0 = σ( − a0)
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with

(2.2) a0( ) =

(
−λ 2

2
λ 1

2
0

)

The Dirac Hamiltonian 0+ β can be diagonalized by sandwiching it between a uni-
tary operator and ∗ = −1. In the beginning of this section we introduce a unitary
operator which diagonalizes the self-adjoint operator0(λ). Secondly we give a con-
jugate operator associated with the diagonalized Dirac Hamiltonian. Finally we show
Mourre’s inequality for original Hamiltonians 0(λ) and (λ).

Let 0 be the self-adjoint operator as in (2.1) and| 0| =
√

2
0, | 0(λ)| =√

0(λ)2. We define a unitary operator , which diagonalizes0(λ), in the fol-
lowing way.

DEFINITION 2.1. (i) At first we define a signature function associated with0 by

(2.3) sgn 0 =





0

| 0|
on (ker 0)⊥

0 on (ker 0)

We note that sgn 0 is isometory on (ker 0)⊥.
(ii) We can easily see that /| 0(λ)| ≤ 1. So we denote the square root of 1/2(1±
/| 0(λ)|) as ±. i.e.

(2.4) ± =
1√
2

√
1± | 0(λ)|

(iii) Combining these operators we define the operator as

(2.5) = + + β(sgn 0) −

Lemma 2.2. (i) is a unitary operator on 2(R3)⊗ C4.
Further,

(2.6) ∗ = −1 = + − β(sgn 0) −

(ii) 0(λ) can be diagonalized by as follows.

(2.7) 0(λ) −1 = | 0(λ)|β =



√

2
0 + 2 0

0 −
√

2
0 + 2
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Proof. See 5.6.1 in [10].

We denote the diagonalized Dirac Hamiltonian asˆ 0(λ). i.e.

ˆ 0(λ) = 0(λ) −1

We rewrite (1.12) as follows.

2
0 =

(
− 0

0 +

)

Here ± are the operators acting on2(R3) such that

± =

(
1 +

λ

2 2

)2

+

(
2−

λ

2 1

)2

+ 2
3 ± λ

It is well-known that ( 1 + λ/2 2)2 + ( 2 − λ/2 1)2 has eigenvalues

{λ(2 + 1) | = 0 1 2 . . .}

We denote the eigenprojection on each eigenspace as . With these projections,√
2
0 + 2 can be rewritten as follows.

(2.8)
√

2
0 + 2 =

∞∑

=0

( ⊗ 0
0 +1⊗

)

with = ( 3) =
√

2λ + 2
3 + 2.

Combining (2.7) and (2.8), we have

( ˆ 0(λ)) =

∞∑

=0




( )⊗
( +1)⊗

(− )⊗
(− +1)⊗




for any Borel function .
Now we define the conjugate operator. At first we define

(2.9) ˆ =
1
2

{
3

〈 3〉
· 3 + 3 · 3

〈 3〉

}

We note thatˆ is essentially self-adjoint operator on (| 3|). (It is obtained by use of
Nelson’s commutator theorem [9].) The conjugate operator for the Dirac Hamiltonian
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associated with constant magnetic field is defined by sandwichingˆ β between −1

and :

(2.10) = −1 ( ˆ β)

Letting be a Fourier transformation with respect to3-variable. We define the self-
adjoint operator by ˆ −1. Then we have

(2.11) ( φ)( 1 2 3) =
∣∣∣
∂

∂ 3
( 3)

∣∣∣
1/2
φ( 1 2 ( 3))

for φ ∈ 2(R2 × R ). Here is a solution of the following equation.

(2.12)





( 3) = 〈 ( 3)〉−1 ( 3)

0( 3) = 3

For the proof, see Appendix 1 in [8]. Therefore the unitary groupˆβ is rewritten

(2.13) (
ˆ β −1φ)( 1 2 3) =




∣∣∣
∂

∂ 3
( 3)

∣∣∣
1/2
φ1( 1 2 ( 3))

∣∣∣
∂

∂ 3
( 3)

∣∣∣
1/2
φ2( 1 2 ( 3))

∣∣∣
∂ −
∂ 3

( 3)
∣∣∣
1/2
φ3( 1 2 − ( 3))

∣∣∣
∂ −
∂ 3

( 3)
∣∣∣
1/2
φ4( 1 2 − ( 3))




Before we compute the commutator [ (λ) ], we have to care that the following
matters hold.

Lemma 2.3. (i) is a self-adjoint operator onH.
(ii) − leaves ( 0(λ)) invariant, i.e.

(2.14) sup
| |≤1
‖ 0(λ) ( 0(λ) + )−1φ‖H <∞ for φ ∈ H

where‖ · ‖H denotes the operator norm onH.

Proof. The self-adjointness of is easily obtained from that ofˆ β. To see the
invariance of ( 0(λ)), it is sufficient to show the following

(2.15) sup
| |≤1
‖ ˆ 0(λ)

ˆ β( ˆ 0(λ) + )−1φ‖H <∞ for φ ∈ H
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From the arguements (2.11) and (2.13), we have

ˆ 0(λ)
ˆ β( ˆ 0(λ) + )−1 −1φ

=
∞∑

=0




+
∣∣∣
∂

∂ 3
( 3)

∣∣∣
1/2
φ1( 1 2 ( 3))

+
+1

∣∣∣
∂

∂ 3
( 3)

∣∣∣
1/2
φ2( 1 2 ( 3))

−
−

∣∣∣
∂ −
∂ 3

( 3)
∣∣∣
1/2
φ3( 1 2 − ( 3))

−
+1 −

∣∣∣
∂ −
∂ 3

( 3)
∣∣∣
1/2
φ4( 1 2 − ( 3))




where ±
α = ( 3)( ( α( 3))± )−1⊗ . By integrating (2.12), we have

(2.16) | α( 3)− 3| ≤ 1 (|α| ≤ 1)

So (2.14) is obtained from the fact that±α is bounded uniformly for ∈ N and
|α| ≤ 1.

Before we show Mourre’s inequality, we introduce the usual functional calculus,
started by Helffer and Sjöstrand.

Suppose that ∈ ∞(R) satisfies the following condition for some0 ∈ R.

(2.17) | ( )( )| ≤ (1 + | |) 0− ∀ ∈ N ∪ {0}

Then we can construct an almost analytic extension˜ ( ) of ( ) having the following
properties

˜ ( ) = ( ) ∈ R

supp˜ ⊂ { ; | Im | ≤ 1 + |Re |}

(2.18) |∂¯ ˜ ( )| ≤ | Im | 〈 〉 0−1− ∀ ∈ N

Then for all , satisfying (2.17) for 0 < 0 and a self-adjoint operator , we have

(2.19) ( ) =
1

2π

∫

C

∂ ˜

∂¯
( )( − )−1 ∧ ¯

With this form, we can compute the commutator of an operator and ( ) in the
following way.

For operators and , we define 0 ( ) = and inductively ( ) =

[ −1( ) ] for ∈ N.



658 K. YOKOYAMA

Lemma 2.4. Let and be self-adjoint operators onH. Suppose that
( )( + )− extends to a bounded operator for1 ≤ ≤ . Then for any
∈ ∞(R) satisfying(2.17) with 0 < 0, we have

(2.20) ( ) =
−1∑

=0

( )( )
!

( ) +
1

2π

∫

C

∂¯˜ ( ) ( ) ∧ ¯

where ( ) = ( − )− ( )( − )−1, and

(2.21) ( ) =
−1∑

=0

( )
(−1)

!
( )( ) +

1
2π

∫

C

∂¯˜ ( ) ( ) ∧ ¯

where ( ) = ( − )−1 ( )( − )− and ˜ ( ) denotes an almost analytic
extension of ( ).

For the proof of above results, see [4].

3. Limiting absorption principle for long-range potentials

Now we show the Mourre’s inequality for the Dirac Hamiltonian by choosing
defined in the previous section as the conjugate operator.

Lemma 3.1. Let RN be the following discrete subset ofR

RN = {±
√

2λ + 2 | = 0 1 2 . . .} ⊂ R

We take a compact interval ⊂ R \ RN arbitrarily. Then there existsα > 0 such that
the following inequality holds for any real valued∈ ∞

0 ( )

(3.1) ( 0(λ)) [ 0(λ) ] ( 0(λ)) ≥ α ( 0(λ))2

Proof. By the relations (2.7) and (2.10), it is sufficient to show the inequality

(3.2) ( ˆ 0(λ)) [ ˆ 0(λ) ˆ β] ( ˆ 0(λ)) ≥ α ( ˆ 0(λ))2

We rewrite the commutator as follow.

(3.3)
[

ˆ 0(λ) ˆ β
]

=




[√
2
0 + 2 ˆ

]

[√
2
0 + 2 ˆ

]






DIRAC OPERATOR WITH CONSTANT MAGNETIC FIELD 659

We proceed the calculus more precisely to see that

(3.4)

[√
2
0 + 2 ˆ

]
=

∞∑

=0

( [
ˆ
]
⊗ [

+1 ˆ
]
⊗

)

by (2.8). From (3.3) and (3.4) the left hand side of (3.2) is rewritten as

(3.5) ( ˆ 0(λ))
[

ˆ 0(λ) ˆ β
]

( ˆ 0(λ)) =




1

2

3

4




where

1 =
∞∑

=0

( ) [ ˆ ] ( ) ⊗

2 =
∞∑

=0

( +1) [ +1 ˆ ] ( +1)⊗

3 =
∞∑

=0

(− ) [ ˆ ] (− )⊗

4 =
∞∑

=0

(− +1) [ +1 ˆ ] (− +1)⊗

We note that all the sum in1 . . . 4 are finite since is a compactly supported
function. By an elementary caluculus, we have

(3.6) [ ˆ ] =
2
3√

2λ + 2
3 + 2〈 3〉

( ∈ N ∪ {0})

Since supp ⊂ ⊂ R \ RN, 3 is away from zero when 3 ∈ supp ( ( 3)) or

3 ∈ supp (− ( 3)). So there exist > 0 such that

( ) [ ˆ ] ( ) ⊗ ≥ ( )2 ⊗
(− ) [ ˆ ] (− )⊗ ≥ (− )2⊗

Since only a finite number of = ( = 1. . . ) is concerned, we have (3.2) with
α = inf =1... .

Now we give the assumption for the potential, which is necessary to prove
Mourre’s inequality associated to (λ). After that we give an example of satisfying
this assumption. The potential consists of a sum of long-range part and short-range
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part. In our case short-range potential means ( ) = (〈 〉−ǫ〈 3〉−1−ǫ) as | | → ∞.
And long-range part is a multiplication of a real valued functionϕ( ) such thatϕ( ) =

(〈 〉−ǫ) as | | → ∞. More precisely we assume that satisfies the following.

ASSUMPTION 3.2. = ( ) is a multiplicative operator of a 4× 4 Hermitian ma-
trix satisfying the following properties.
(i) is a 0(λ)-compact operator.
(ii) The form [ ] can be extended to a0(λ)-compact operator.

For example a 4×4 matrix ( ) satisfying the following inequality is 0(λ)-compact.

(3.7) | ( )| ≤ 〈 〉−ǫ ( ∈ R3)

It is owing to the fact that ( )(− + 1)−1 is compact. (It is due to Theorem 2.6 in
[1].) Under this assumption we show Mourre’s inequality for (λ).

Lemma 3.3. Suppose satisfiesAssumption 3.2.
(i) We takeµ ∈ R \ RN and δ > 0 so that the closed interval ≡ [µ − δ µ + δ] ⊂
R\RN. There existα > 0 and a compact operator such that the following inequality
holds for all ∈ ∞

0 ( ).

(3.8) ( (λ)) [ (λ) ] ( (λ)) ≥ α ( (λ))2 +

(ii) There is no accumulation point ofσ ( (λ)) in R \ RN. For µ ∈ R \ (RN ∪
σ ( (λ))), there existδ0 > 0 and α0 > 0 such that the following inequality holds
for all ∈ ∞

0 ([µ− δ0 µ + δ0]).

(3.9) ( (λ)) [ (λ) ] ( (λ)) ≥ α0 ( (λ))2

Proof. From (2.19) we have

( (λ))− ( 0(λ)) =
1

2π

∫

C

∂¯ ( )( − (λ))−1 ( − 0(λ))−1 ∧ ¯

for ∈ ∞
0 (R). We can easily see that ( (λ)) − ( 0(λ)) is a compact operator

since ( 0(λ) + )−1 is compact. Combing this fact and (3.1), we have (3.8) by re-
placing ( 0(λ)) in (3.1) by ( (λ)). As for the non-existence of the accumulation
point of σ ( (λ)), see Theorem 2.2 in [7]. (3.9) follows from the arguement in [8]

With this inequality we have the limiting absorption principle for the Dirac Hamilto-
nian.
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Theorem 3.4. Let > 1/2. Suppose satisfiesAssumption 3.2. Then forµ ∈
R \ (RN ∪ σ ( (λ))), the following limits

(3.10) ±(µ) = lim
ǫ↓0
〈 3〉− ( (λ)− µ∓ ǫ)−1〈 3〉−

exist and ±(µ) are continuous with respect toµ ∈ R \ (RN ∪ σ ( (λ))).

Sketch of proof
From (3.9) and Theorem 2.2 in [7], we can see that the boundary value〈 〉− ( (λ)−
µ∓ 0)−1〈 〉− exist for µ ∈ R\ (RN∪σ ( (λ))). To see the existence of (3.10), it is
sufficient to show the boundedness of〈 〉 〈 3〉− . Since 〈 ˆ 〉 〈 3〉− is bounded, it is
sufficient to show〈 3〉 〈 3〉− is bounded. We prove it in the following Lemma.
Before that we introduce smooth functions. Letχ( ) ∈ ∞(R) such that

(3.11) χ( ) =





1√
2

(
> −

2

3

)

0

(
< −2 2

3

)

With this function we define ±( ) and χ ± as follows.

+( ) = χ( )
√

1 + √
+ 2

−( ) = χ( )

(√
1 + √

+ 2

)−1 1√
+ 2

χ +( ) = +( )− χ( )

χ −( ) =
√

+ 2 −( )− χ( )

Then we can easily verify that

+ = +( 2
0)

− sgn 0 = −( 2
0) 0 = 0 −( 2

0)

Obviously [ 0 −( 2
0)] = 0. By the construction of these functions, we can also see

that χ ±( ) satisfy (2.17) with 0 < 0. So we apply the functional calculus in Section
2 to χ ±( ) and see the following properties hold.

Lemma 3.5. Suppose0≤ ≤ 2 and ∈ C \ R. Then
(i) For 0< ≤ 1, there exists > 0 such that

(3.12) ‖〈 〉 ( − 2
0)−1〈 〉− ‖H ≤ (| Im |−1 + | Im |−2〈 〉)
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(ii) For 1< ≤ 2, there exists ′ > 0 such that

(3.13) ‖〈 〉 ( − 2
0)−1〈 〉− ‖H ≤ ′(| Im |−1 + | Im |−2〈 〉 + | Im |−3〈 〉2)

(iii) 〈 〉 +( 2
0)〈 〉− and 〈 〉 −( 2

0) 0〈 〉− are bounded operators.

Proof. For the proof of (i) and (ii), we use the resolvent equation. Suppose 0<

≤ 1. Then

〈 〉 ( − 2
0)−1〈 〉− =( − 2

0)−1 + ( − 2
0)−1( 2

0 + 1)(3.14)

× ( 2
0 + 1)−1[〈 〉 2

0]( − 2
0)−1〈 〉−(3.15)

From the boundedness of (20 + 1)−1[〈 〉 2
0] and the following estimate

(3.16) ‖( − 2
0)−1( 2

0 + 1)‖H ≤ (| Im |−1〈 〉 + 1)

we obtain (i). As for the case 1< ≤ 2, we rewrite the last term (−
2
0)−1[〈 〉 2

0]( − 2
0)−1〈 〉− as

( − 2
0)−1( 2

0 + 1)( 2
0 + 1)−1[〈 〉 2

0]〈 〉− +1(3.17)

× 〈 〉 −1( − 2
0)−1〈 〉− +1〈 〉−1(3.18)

By using the result for 0< ≤ 1, we have the inequality for 1< ≤ 2.
With these estimates, we prove (iii). Sinceχ( 2

0) ≡ 1, we can easily see that

(3.19) 〈 〉 +( 2
0)〈 〉− = 〈 〉 χ +( 2

0)〈 〉− +

Since χ +( ) satisfies (2.18) for 0 = −1/2, χ +( 2
0) can be rewritten as follows.

(3.20)
1

2π

∫

C

∂¯ ˜
χ +( )〈 〉 ( − 2

0)−1〈 〉− ∧ ¯

From this formula and (i) (ii) we have

‖∂¯ ˜
χ +( )〈 〉 ( − 2

0)−1〈 〉− ‖H
≤ |∂¯ ˜

χ +( )|(| Im |−1 + | Im |−2〈 〉 + | Im |−3〈 〉2)

From (2.18) we have

‖∂¯ ˜
χ +( )〈 〉 ( − 2

0)−1〈 〉− ‖H ≤ 〈 〉−5/2

This implies the boundedness of〈 〉 +( 2
0)〈 〉− .
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In a similar way, we rewrite〈 〉 −( 2
0) 0〈 〉− as

(3.21) 〈 〉 χ −( 2
0)〈 〉− 〈 〉 0√

2
0 + 2

〈 〉− + 〈 〉 0√
2
0 + 2

〈 〉−

It is sufficient to show the boundedness of〈 〉 0/
√

2
0 + 2〈 〉− . To see this, we

denoteχ( )/
√

+ 2 ∈ ∞(R3) as ( ) and its almost analytic extension as˜ ( ). We
can easily see that (20)〈 〉 0〈 〉− is bounded. So we obtain the boundedness of
〈 〉 −( 2

0) 0〈 〉− if we show that [〈 〉 ( 2
0)] 0〈 〉− is bounded. We rewrite it

as follows.

1
2π

∫

C

∂¯˜ ( )
2
0 + 1
− 2

0

( 2
0 + 1)−1[〈 〉 2

0] 0〈 〉− 〈 〉 ( − 2
0)−1〈 〉− ∧ ¯

By an elementary calculus, we have (20+1)−1[〈 〉 2
0] 0〈 〉− bounded. Combining

(i) and (ii), we have

‖[〈 〉 ( 2
0)] 0〈 〉− ‖H ≤

∫

C

|∂¯˜ ( )|{1 + | Im |−1}

×{| Im |−1 + | Im |−2〈 〉 + | Im |−3〈 〉2} ∧ ¯<∞

This implies the boundedness of〈 〉 −( 2
0) 0〈 〉− .

Next we give an example of . It requires smoothness, but allows long-range part
in its diagonal components.

Lemma 3.6. Let be a4× 4 Hermitian matrix of the form

(3.22) ( ) = ( ( )) +ϕ( ) 4 ≡ ( ) + ( )

where ( ) = ( ( )) is an Hermitian matrix and 4 is an identity matrix. Suppose
the following conditions hold. Then ( ) satisfiesAssumption 3.2.

There existδ > 0 such that the following inequalities hold for all multi-indexα.

(3.23) |∂α ( )| ≤ α〈 〉−δ−|α|〈 3〉−1 (1≤ ≤ 4)

ϕ( ) ∈ ∞(R3) is real valued and satisfies

(3.24) |∂αϕ( )| ≤ ′
α〈 〉−δ−|α|

The relatively compactness of ( ) itself is clear since satisfies (3.7). So we
only have to show the relatively compactness of [ ]. We prove the relatively com-
pactness of [ ] = [ −1 ˆ β ] at first. From the boundedness of〈 3〉−1 ˆ β
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and the relatively compactness of〈 3〉, it is sufficient to show that〈 3〉 〈 3〉−1

and 〈 3〉 −1 〈 3〉−1 are bounded operators inH. We have already proved it in Lemma
3.5.

Next we treat the long-range term. The conjugate operator can be decomosed
into the sum of 1 . . . 4 where

1 = +( 2
0) ˆ β +( 2

0)

2 = +( 2
0) ˆ β2

−( 2
0) 0

3 = β −( 2
0) 0 ˆ β +( 2

0)

4 = β −( 2
0) 0 ˆ β2

−( 2
0) 0

We prove that the 0(λ) - compactness holds for each of [ 1] . . . [ 4]. To see
this we use the functional calculus again and rewrite1 as follows.

+( 2
0) ˆ β +( 2

0) = ˆ β +( 2
0)2 + [ χ +( 2

0) ˆ β] +( 2
0)

≡ ′
1 + ′′

1

At first we prove the boundedness of′′1 and conseqently the relatively compactness
of [ ′′

1 ]. By using (2.19), we rewrite [χ +( 2
0) ˆ β] as follows.

(3.25)
1

2π

∫

C

∂¯ ˜
χ +( )( − 2

0)−1[ 2
0

ˆ β]( − 2
0)−1 ∧ ¯

From (3.16) we have [ 2
0

ˆ β]( − 2
0)−1 is dominated from above by {1 + | Im |}.

So we have

(3.26) ‖[ χ +( 2
0) ˆ β]‖ ≤

∫

C

|∂¯ ˜
χ +( )|{| Im |−1 + | Im |−2〈 〉} ∧ ¯

Since the almost analytic extensioñχ +( ) satisfies

(3.27) |∂¯ ˜+( )| ≤ | Im | 〈 〉−3/2− (∀ ∈ N)

we have [ χ +( 2
0) ˆ β] is bounded and inductively [ ′′

1 ] is 0(λ)-compact. So we
only have to show the relatively compactness of [ ′

1].

(3.28) [ ′
1] = [ ˆ β] +( 2

0)2 + ˆ β[ +( 2
0)2]

Clearly [ ˆ β] +( 2
0) is 0(λ)-compact. Again we rewrite the commutator in the

second term, by use of (2.19). Then we have〈 〉1+δ[ +( 2
0)2] is bounded. Combing

these facts, we have the relatively compactness of [1].
As for the commutator [ 2] . . . [ 4] we also replace ± by χ ± and use

the functional calculus. The proof of relatively compactness of [2] and [ 3] are
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almost the same. We only give the proof for2. We also estimate the ‘principle’ part
before we compute the commutator with .

(3.29) 2 = ˆ +( 2
0) −( 2

0) 0 + [ +( 2
0) ˆ ] −( 2

0) 0

It is sufficient to show that [ ˆ +( 2
0) −( 2

0) 0] is a 0(λ)-compact operator. We
decompose it into the following sum.

[ ˆ ] +( 2
0) −( 2

0) 0

+ ˆ [ +( 2
0) −( 2

0)] 0

+ ˆ +( 2
0) −( 2

0)[ 0]

We can easily see that the first and the third term is relatively compact since
〈 〉1+δ[ 0] is bounded. As for the second term, we can also see the relatively com-
pactness in the same argument as we have done in the proof of Lemma 3.5 (iii).

As for 4, the proof is similar. We rewrite it as

(3.30) ˆ −( 2
0)2 2

0 + [ −( 2
0) 0 ˆ ] −( 2

0) 0

We can also obtain the relatively compactness by estimating the term
[ ˆ −( 2

0)2 2
0].

Corollary 3.7. Let be a 4 × 4 Hermitian matrix and > 1/2. Suppose
satisfies the condition inLemma 3.6. Then the following limits

(3.31) ±(µ) = lim
ǫ↓0
〈 3〉− ( (λ)− µ∓ ǫ)−1〈 3〉−

exist for µ ∈ R \ (RN ∪ σ ( (λ))) and ±(µ) are continuous with respect toµ.
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