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Abstract

To understand the mechanism of adhesion, we analyze the filling of epoxy resin into nano-sized pores, and local viscoelasticity at the resin-metal interface.

In Chapter 1, atomic MD simulations were conducted for the filling of epoxy resin into a nano-sized pore formed on an aluminum surface. The epoxy resin was polyphenol mixed with polyglycidylether of o-cresol formaldehyde novolac and their oligomers formed through ring-opening reactions. The degree of oligomerization was varied from 0.5 to 2.5 nm in terms of the radius of gyration, and the radius of the cylindrical pore was fixed at 2.5 nm. It was observed that a smaller-sized resin penetrates into the pore along the wall, while larger resins move rather uniformly in the pore. The maximum density in the pore was observed to be larger when the resin was smaller in size. It was found that when the radius of gyration of the resin is larger than half of the pore radius, the resin density in the pore does not reach half the bulk density of the resin. This implies that the resin-resin interaction inhibits the filling of the nano-sized pore.

In Chapter 2, we extended the work of Chapter 1 into a wider examination of resins and pore sizes, and it was found that the pore is filled to several tens of % at practically employed pressure when the radius of gyration of resin is less than 10% of the pore radius. Larger resins require a very high pressure and efficient filling can only be achieved with a resin that is an order of magnitude smaller in size than the pore. The stress map was also analyzed in and around the pore, and it was observed that the local stress is not uniformly distributed unless the resin is small. This indicates that a common rate of pushing does not lead to the relaxation of the resin structure, suggesting in turn that more effective filling may be possible with reduced rate of pushing.

In Chapter 3, a spatial-decomposition formula is presented for viscoelasticity. In this formula, the relaxation modulus is decomposed with respect to the spatial coordinates, and the local viscoelasticity is analyzed with the spatiallyly decomposed stress-stress time correlation function. The
spatial-decomposition formula is then applied to the planar interface between the resin and metal by using the Kremer-Grest model at a variety of adhesion strengths. It was observed that when the resin-metal interaction is strong, the resin forms a layered structure extending over a spatial range an order of magnitude larger than the segment size of the resin. The motion of the resin is suppressed there, and the effect of the interface is localized near the wall only when adhesion is weak. Actually, the layered region is more viscous than the bulk when the resin interacts strongly with the wall, where the stress-stress correlation in the layered region persists over longer times. In the spatial scale corresponding to the segment size, the resin-metal interaction does not significantly affect the elasticity and primarily modifies the decay of the local stress of the resin within the layers as a function of time. The present work demonstrates that the spatially-decomposed relaxation modulus can be a general framework for analyzing the viscoelasticity at the interface and revealing the relationship of the adhesion to the stress-stress correlation in the segment-scale space and time.
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General Introduction

Adhesives in electronic devices for automobiles

Modern automobiles are controlled by electronic devices such as sensors and integrated circuits. Electric control of powertrains including engines, motors, and batteries has become essential for automobiles, and recently the targets of the control extend to advanced driver assistance systems represented by autonomous driving [1]. In an engine, for example, the exhaust gas recirculation is commonly performed to purify the exhaust gas and improve the fuel consumption, where a pressure sensor with high accuracy is used for system control [2]. Power semiconductors are also widely used to control the current and voltage of hybrid and electric vehicles. These typical electronic structures are shown in Fig. 1. Generally, these devices have a common structure, and the semiconductor silicon wafer is mounted to the substrate with an adhesive and bonded to the electrodes, and the whole assembly is further encapsulated with the resin [3–7]. Each semiconductor element is chosen by its purpose of usage and typically uses a micro-electromechanical system (MEMS) for a mechanical sensor, a photo detector for an optical sensor, a metal-oxide-semiconductor field-effect transistor for current control, and an integrated circuit for calculations. The electrode is typically platinum, aluminum, gold, or copper. In terms of heat and chemical resistances, epoxy and silicone resins are often used as the adhesive and encapsulation resin, respectively.

As shown in Fig. 1, the resin-metal interfaces exist everywhere in the internals of the electronic devices. These interfaces require a tight adhesion to prevent the intrusion of corrosive substances from the outside and while maintaining the integrity of the semiconductor element. When electronic devices are directly mounted on the engine, temperature can reach 100-150 °C and become exposed to acids, alkalis, and fuels [1]. It is here that corrosive materials may intrude into the devices when the adhesion between the resin and the component is weak. In addition, a semi-
Figure 1: Typical structure of semiconductor devices [8–10].

A conductor element such as piezo resistance which is sensitive to deformation, is exposed to these conditions, the weak interfacial adhesion may lead to deviations of the pressure characteristics of the element. Therefore, the encapsulation resin is required to have good adhesion to metals as well as high heat and chemical resistance.

Although the resin-metal interfaces are inevitably exposed to severe environments, they must maintain good adhesion over all conditions. It is predicted that both internal combustion engine-based and electric vehicle will be used until 2030, but there will a shift to more electrification in the future [11, 12]. The control of internal combustion engines will further evolve with regulations, and advanced technologies such as homogeneous-charge compression ignition and fuel reforming that generates hydrogen with exhaust heat will continue to be developed to improve fuel efficiency and clean exhaust gases [13–16]. Moreover, in electrification, the operating voltage and current will exceed 1000 V and several hundreds A from the demand of higher power density, respectively, and the temperature of the electronic devices will likely exceed 170 °C [17, 18]. As described above, the stress applied to the electronic devices will increase and the adhesion inside the devices must be secured even in such conditions.

Since automobiles have a long service life and a wide range of uses, it is necessary to design
a reliable system that does not break down. The average replacement age of cars is said to be 11 years, which is known to be longer than electronic devices such as smartphones [19]. In terms of usage, electronic devices in vehicles must not break down over a wide range of service temperature and fuel compositions. For example, in South America, fuels containing a large amount of alcohol are distributed and in developing countries, unpurified gasoline is also used. The differences of the fuel affect the exhaust gas composition, which influences the chemical stress to the bonding interfaces [20]. Thus, it is necessary to identify the failure modes for reliable adhesive bonds, and to do so, it is required to deeply understand the mechanism of adhesion.

**General mechanism of adhesion**

Although the mechanism of adhesion is still under discussion, three are generally accepted: mechanical bonding, chemical interaction, and mechanical properties of the adhesive itself [21–29]. These three are described below.

Mechanical bonding is also called the anchor effect, in which the adhesive penetrates into pits on the surface of the adherend and the adhesive is captured in the pits. The most typical method to improve the adhesion is by roughening the surface of the adherend. Roughening methods include polishing, shot blast, and chemical etching [30–44]. The size of the roughness depends on the roughening method, which can range from several \( \mu m \) to several nm [45–47]. In order to obtain good adhesion by mechanical bonding, two aspects are most important: the design of the geometric shape and the filling of the resin into the roughened surface. When the size of the roughness becomes nanometer scale, in particular, the resin filling becomes more important since the roughness becomes close to the molecular size of the adhesive.

Another adhesion mechanism is the intermolecular (chemical) interaction between the adhesive and adherend. When the atoms get closer, they cause chemical interactions such as van der Waals and Coulombic interactions. The reaction may further generate a covalent bond between the two molecules, depending on the combination of molecules. In adhesion by chemical interaction, it is
important to form high energy chemical bonds such as hydrogen and covalent bonds in high density between the adhesive and the adherend. Oxidation by plasma or UV is a common approach to generate a carboxyl and a hydroxyl group on the adherend, where the introduction of functional groups into the adhesive can aid bonding [23, 48–50]. In the chemical interaction approach, it is important to improve the wettability of the substrate so that the adhesive is within several tenths of nm of the adherend.

Finally, viscoelasticity of the adhesive is also important. It is known that the energy of rupture of the adherend can be much greater than the work of adhesion calculated from the chemical interactions. This observation indicates that the strength of adhesion cannot be determined only by the interfacial interactions. In addition, depending on the measurement temperature and the peeling speed, the bonded body may have several modes of failure such as bulk fracture, interface fracture, and stick-slip fracture. These experimental results are due to the adhesive being a viscoelastic body. A viscoelastic body is a material that exhibits both elastic and viscous behaviour, and its behavior depends on the deformation rate and temperature. The viscoelastic behavior is, moreover, related to the dynamics of the adhesive molecule at the microscopic picture. Therefore, in analyzing the adhesion mechanism, it is necessary to take into consideration the viscoelasticity of the adhesive itself as well as the interactions at the interface.

Methods for analysis of adhesion and their features

As described above, adhesion is a phenomenon described using interactions at the interface and viscoelasticity. For example, van der Waals interactions are typically described as the Lennard-Jones potential $U_{\text{LJ}}(r)$ and can be expressed as

$$U_{\text{LJ}}(r) = 4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right]$$

where $r$ is the inter-atomic distance, $\varepsilon$ and $\sigma$ are the interaction strength and length, respectively. According to Eq. 1, the interaction energy $U_{\text{LJ}}(r)$ is inversely proportional to the sixth power of
the distance, and $U_{LJ}(r)$ decays quickly and is nearly zero at a few tenths of nm. The electrostatic interaction is commonly expressed as

$$U_{ES}(r) = \frac{1}{4\pi\varepsilon_0} \frac{q_i q_j}{r}$$

(2)

where $\varepsilon_0$ is the dielectric constant of vacuum. $U_{ES}(r)$ is inversely proportional to the distance and thus extends to a distance farther than the van der Waals force. However, it is still at most about a few nm. Furthermore, it is important that the dynamics of the polymer extend across a wide spatial and temporal scale. A time scale of bond vibration for fast dynamics is the femtosecond scale, and that of translational movement of the center-of-mass extends across the second scale, for example. There are also other modes such as movement of several monomers (segments) and entanglement, and the observed adhesion, in practice, reflects these complex dynamics. At present, there is no method that can simultaneously handle these phenomena with different spatial and temporal scales, and it is important to choose an appropriate method according to the target scale.

In experiments, spectroscopy and microscopy are commonly used for the analysis of the adhesion for a long time. Sum-frequency generation (SFG) spectroscopy is a method that can analyze the molecular vibrational state near the interface by using sum-frequency light generated in the second-order nonlinear optical process, and it can be used to determine the local conformation and the adhesion at the polymer interface. In fact, it has been reported that the $\pi-\pi$ interaction between phenyl groups is increased by heat treatment at polystyrene/polystyrene interface. X-ray photoelectron spectroscopy is a method for analyzing atomic composition and its bonding state from the kinetic energy of photoelectrons, and can obtain information in a region several nm deeper than SFG [51–60]. Taking advantage of these methods, the residue at the adherend after peeling was observed and further analyzed at the bonding state of an alumina-PET interface [61]. As a way to evaluate the dynamics, space-resolved fluorescence was conducted for a modified adhesive with a fluorescent tag and the viscoelasticity of a surface was evaluated by an atomic force microscope [57, 62]. These methods are useful, however, they have limitations in terms of experi-
mental setup and spatial or temporal resolution with respect to an adhesive interface. Indeed, these methods were only applicable for an optically transparent or a vacuum interface.

Simulation is also a powerful technique to analyze adhesion, and various methods are being actively developed according to spatial and temporal resolution. The finite element method (FEM) and computational fluid dynamics (CFD) are typical methods for macroscopic simulations. FEM has long been used for the analysis of the stress distribution around the adhesion in the field of structural analysis, and the relationship between the μm level shape and the adhesive strength has been analyzed recently [63–65]. CFD was adopted to simulate the wetting and spreading of liquid adhesives, and recently, the resin filling on the pore with μm has been analyzed [66–69]. Molecular dynamics (MD) simulation and quantum chemical (QM) calculation are of smaller scale than FEM and CFD, and primarily focuses on molecular aggregates and single molecules, respectively. MD simulation is a method that solves the motion of atoms and molecules based on classical mechanics, and analyzes the thermodynamic quantities and peeling process in adhesion [70–73]. QM calculations are based on quantum mechanics, and is the smallest scale simulation. This method is characterized by quantum chemical effects such as chemical reactions and charge transfer between atoms, and is utilized for optimization of the adhesion additive, for example [74–76]. As described above, simulation is also an effective technique for the analysis of the adhesion mechanism, and it is important in the elucidation of the mechanism for use as a complementary technique to the experimental approach.

Analysis of adhesion by MD simulation

Among various simulation methods, ND simulation features direct handling of the atomic structure and dynamics of the adhesive interface, which is difficult to determine experimentally. The analysis of adhesion using MD simulation can be roughly divided into two types: simulation of the thermodynamic quantities by equilibrium simulation, and non-equilibrium simulation of the adhesion and peeling processes. The main target of the thermodynamic quantity in adhesion is the
work of adhesion. Work of adhesion \( W_a \) is defined as an energy change before and after separating the bonding body and is expressed as

\[
W_a = \gamma_A + \gamma_B - \gamma_{AB}
\]

(3)

where \( \gamma_A \) and \( \gamma_B \) are the surface free energies of the substances A and B, respectively, and \( \gamma_{AB} \) is the interfacial free energy of A-B interface. \( W_a \) can be evaluated directly by MD simulation, and treats \( \gamma \) as the internal energy change of each substance. \( W_a \) between polyphenylene sulfide (PPS) and epoxy resin is indeed analyzed by MD simulation [77]. It has also been carried out to analyze the change in free energy before and after separation of the adhesive in order to evaluate the adhesion work more precisely [73, 78]. \( W_a \) between a polymer brush formed on a substrate and water has been evaluated by thermodynamic integration using an external potential for polymer chains. Non-equilibrium MD is a method of directly adding an external field such as deformation to the adhesion interface as in the experiment. The tensile strength of the adhesive body, for example, can be evaluated from the stress when the adhesive is moved along the normal direction. A variety of simulations were carried out such as peeling adhesive from the silica surface, wetting liquid adhesive to metal-oxides, understanding the effect of the nano-level roughness on the peeling strength, and the influence of the composition of the adherend on the peeling behavior [70–73]. In these Non-equilibrium MD simulation, it was also possible to analyze the local stress distributions from atomic virials, and stress distributions that cannot be simulated by continuum models and experiments.

Although the MD simulations are applied to the adhesion regardless of equilibrium or non-equilibrium, it is not still enough in terms of elucidation of the adhesion mechanism. An open question is the atomic-level picture of the wetting and filling processes of the adhesive corresponding to the real time scale. Indeed, MD analysis of the filling simulation has been performed, however, there is a gap in the time scale. For example, an adhesion test commonly conducted at a few mm/min corresponds to the time scale of \( 10^{-5} \) nm/ns and is much slower for MD simulations. In
addition, polymers greatly differ in dynamics between the interface and bulk. This difference in dynamics suggests that the viscoelastic properties at the interface will be different from those of the bulk. Even in actual adhesives, it was implied that viscoelastic properties near the interface will affect the strength of adhesion.

Until now, MD simulation has limited its application in terms of spatial and temporal resolution due to computer performance. This limitation, however, has become smaller by computer performance such as many-core CPU, GPUs, and the development of parallelization techniques. Calculations on the order of tens of nm can be routinely performed on large PC clusters. In terms of the dynamics analysis, the MD simulation is also applicable in the order of tens of \( \mu \)s by coarse-graining methods such as coarse-grained molecular dynamics methods and dissipative particle dynamics method [79–81]. In addition, recently, a framework has been developed which uses MD to evaluate the physical quantity of the entire system by decomposing it into specific factors. Tu et al proposed the spatially decomposed formula for the viscosity represented by the Green-Kubo formula with respect to the distance between particles, and analyzing the contribution of the distance between particles to the viscosity for the Lennard-Jones fluid [82]. The spatially decomposed formula is also applied to the electrical conductivity and the solvation free energy [83–85].

**Objective and focus of this dissertation**

In this dissertation, we aim to understand the adhesion mechanism by molecular simulation, using the filling of epoxy resin into a nano-sized pore, and local viscoelasticity at the resin-metal interface.

Nano-sized pores fabricated on metal surfaces have attracted attention to improve adhesion strength [45–47]. In particular, a dry process such as backward pulsed laser deposition was recently developed to provide good performance at an economical cost. In nano-sized pores, it is desirable to analyze the filling via atomic resolution since the molecular size is close to the pore size. In polymers used for electronic devices, filling and curing may occur simultaneously. An example is transfer molding, where the typical encapsulation process polymerizing while molding
simultaneously. These processes increase the degree of polymerization during molding. Thus it is important to analyze the influence of the degree of polymerization to the extent of filling into the pore. Therefore, we have analyzed the filling of epoxy resin into a nano-sized pore, and explored a variety of combinations of the resin and pore sizes to understand a more universal guidelines for efficient filling.

Another objective is the analysis of viscoelastic heterogeneity at the resin-metal interface. The viscoelastic properties of the adhesive itself greatly affect adhesion, but the dynamics of the polymer at the interface is different from that at the bulk. It was experimentally observed that a polystyrene thin film has a glass transition temperature \( T_g \) lower than that of the bulk at the air interface, and the increase in \( T_g \) depends on the interaction strength with the interface. These experimental results imply that the viscoelastic properties at the interface are also different, and expected to be closely related to the adhesion mechanism. In this study, we develop the framework for the analysis of local viscoelasticity by MD simulation, and apply it to the resin-metal interface. The framework is based on the spatially decomposed formula for viscosity proposed by Tu et al.

**Organization of this dissertation**

In the first chapter, we demonstrate the analysis of resin filling into a nano-sized pore formed on the aluminum surface by all-atom molecular simulation, and analyze the extent of filling for various degrees of oligomerization of the epoxy resin. In Chapter 2, we further explore the concepts of Chapter 1, and examine a variety of combinations of resin and pore sizes to generate a more universal guideline for efficient filling. Atomistic simulation was used to further analyze the relationship between stress distribution at filling. Chapter 3 provides a spatial-decomposition method for relaxation modulus. The spatial-decomposition formula is then applied to the planar interface between the resin and metal by using the Kremer-Grest model at a variety of adhesion strengths, which helps to reveal the relationship of the adhesive to the viscoelastic inhomogeneity in the segment-scale space and time.
Chapter 1

MD Simulation Analysis of Resin Filling into Nano-Sized Pore Formed on Metal Surface

1.1 Introduction

Resin-metal interface is nowadays prevalent in integrated circuits and sensing devices equipped with automobile [4, 5]. A requirement for their stable operations is then that resin and metal be tightly adhered. A common scheme for improving the adhesion strength is to roughen the resin-metal interface by shot-blast or chemical etching [30–44], and the roughening technique has recently exploits pores sized-down to nanometer scale [45–47]. In a nano-sized pore, atomic details of resin-metal interactions play key roles in determining the extent and rate of resin filling into the pore. It is thus desirable to explore the resin-metal interaction in and around a nano-sized pore at atomic resolution.

To analyze the filling of resin into a nano-sized pore, a technique with high-spatial resolution needs to be employed. TEM (transmission electron microscope) and AFM (atomic force microscope) have nanometer resolutions, though the dynamics of filing is still difficult to approach [86–88]. Spectroscopic techniques can detect the dynamics, on the other hand, while the spatial resolution is not yet at nanometer scale [86, 89, 90]. Molecular dynamics simulation (MD) is an alternative for overcoming the limitations of spatial and time resolutions. When the force field is appropriately modeled, the atomic-level pictures can be obtained at pico- to nanosecond time scale [91–98]. Indeed, all-atom MD was conducted to analyze nano imprint lithography [99–102], and a coarse-grained method was further developed to extend the time scale of computation [103–106].
In the present work, we analyze the filling of epoxy resin into nano-sized pore formed on aluminum surface by all-atom MD. Our particular focus is the effect of the degree of oligomerization of resin. Indeed, the structural and viscoelastic properties of a resin is controlled by the degree of oligomerization and its size may need particular attention in the analysis of the interaction with metal when the pore is of nanometer scale and is comparable in dimension to the resin. In our simulations, the pore radius was set to 2.5 nm and the resin radius (of gyration) was varied from 0.5 to 2.5 nm. A typical observation in practice is that the filling efficiency of a resin can be improved by tuning its size [34], though the molecular mechanism is still to be sought for rational design of filling procedure. It is thus important to analyze the effect of the degree of resin oligomerization on the filling behavior with regard to the relationship between the resin and pore sizes. The filling of resin into pore is achieved by pushing the former. An experimental rate of pushing is typically 0.1-1.0 m/s as a semi-quantitative estimate, and this converts to 1-10 ns per nm of the pore depth when the resin is pushed at uniform rate. In the present work, the pushing MD is conducted at a rate comparable to the experimental. It will then be observed that the control of resin size is important for efficient filling of the pore.

1.2 Simulation model and method

Two kinds of resin were examined in the present work. One is polyphenol (PH) mixed with polyglycidylether of o-cresol formaldehyde novolac (EP), and the other is oligomers formed through ring-opening reactions of EP and PH. The chemical structures and the properties of the resin models are shown in Fig. 1.1 and Table 1.1. The oligomer was constructed by combining the terminal groups of EP and PH alternately, and will be called OL_n according to their degree of oligomerization n. The metal side was modeled with aluminum of face-centered-cubic (fcc) structure. The interface was treated as the (001) plane, and a cylindrical pore of a radius of 2.5 nm and a depth of 7.0 nm was located on the upper side. The overview of the simulation model is depicted in Fig. 1.2.

The force field employed was Dreiding for the resins, and the embedded atom method (EAM)
Figure 1.1: Chemical structures of the resin models

Figure 1.2: Overview of the simulation model
Table 1.1: Properties of the resin models

<table>
<thead>
<tr>
<th>Species</th>
<th>n</th>
<th>Molecular weight [g/mol]</th>
</tr>
</thead>
<tbody>
<tr>
<td>EP</td>
<td>-</td>
<td>692</td>
</tr>
<tr>
<td>PH</td>
<td>-</td>
<td>490</td>
</tr>
<tr>
<td>OL₀</td>
<td>0</td>
<td>1182</td>
</tr>
<tr>
<td>OL₁</td>
<td>1</td>
<td>2364</td>
</tr>
<tr>
<td>OL₇</td>
<td>7</td>
<td>9456</td>
</tr>
</tbody>
</table>

parametrized by Jacobson was adopted for aluminum [91–93, 95]. They have been adopted commonly in simulations of epoxy resin and metal [107–116]. The resin-aluminum interaction was then of Lennard-Jones (LJ) 12-6 form, and all the LJ energy and length parameters were taken from Dreiding with Lorentz-Berthelot combining rule. It has been actually seen that the LJ 12-6 potential describes the resin-metal interaction effectively, with calculated results in agreement with experiments for such properties as surface tension, interfacial tension, and contact angle [94, 97, 102, 117–123].

The partial charges on the atoms in the resins were determined by the RESP procedure [124, 125]. Quantum-chemical calculations were conducted for the monomers of EP and PH and for three fragments of the oligomers shown in Fig. 1.3. Gaussian 09 was employed at B3LYP/6-31G(d,p) level in vacuum with geometry optimization [126], and the partial charges on EP and PH were assigned with the constraint that the total charges of the molecules are zero. The charges in the oligomer OLₙ was determined through three steps. In the first step, the charges on the fragments of Fig. 1.3 were computed with the constraint of zero, total charge. In the second step, the charges on the fragments were transferred to the oligomers with the convention of color matching in Fig. 1.3; note that the red part is generated by the ring-opening reaction of EP and PH. The third step was to shift the charges in the second step uniformly so that the total charge of OLₙ vanishes.

Each MD simulation was carried out using LAMMPS version 14May16 with the velocity Verlet integrator at a time step of 0.5 fs without any constraints on the molecular structures [127, 128]. The electrostatic interaction was handled by the particle-particle particle-mesh (PPPM) method [129, 130] implemented in LAMMPS with a root mean square force accuracy of $10^{-4}$. The pair interaction was truncated at 1.0 nm on atom-atom basis both for the real-space part of PPPM and
Figure 1.3: Fragment models for determining the atomic charges in the oligomers for LJ, and the LJ long-range correction was not included. The periodic boundary condition was adopted with minimum image convention, and the numbers of resin molecules in the MD unit cell are listed in Table 1.2. In all the MD simulations, the temperature and pressure were regulated with the Nosé-Hoover thermostat and barostat at coupling constants of 1.0 ps [131–134].

Before simulating the resin-aluminum system, aluminum and resin layers were separately prepared. To set up the aluminum layer, a cubic crystal of fcc form with an edge length of 10 nm was built with (001) plane facing upward to the positive z direction, and the pore was introduced by removing the atoms in the cylindrical region with a radius of 2.5 nm and a depth of 7.0 nm from the crystal surface. A vacuum layer of 2.0 nm was then located above the aluminum region, and the aluminum system was subject to MD over 1 ns in the NPT ensemble at 450 K and 1 atm. This was done to relax the aluminum configuration around the pore. A layer of resin molecules was then made by placing them in a rectangular unit cell. The edge lengths of the resin layer along the x and y directions were taken to be the same as those of the aluminum layer, and the z length was adjusted so that the density of the layer is identical to the bulk density of the resin shown in Table 1.2. To relax the resin layer, an MD was done in the NVT ensemble at 1000 K for 50 ps, followed by one at 450 K for 500 ps. Finally, the initial configuration of MD was built by combining the resin
Table 1.2: Composition of the resin in the MD unit cell

<table>
<thead>
<tr>
<th>Entry</th>
<th>Number of molecules</th>
<th>Bulk density [g/cm³]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EP</td>
<td>PH</td>
</tr>
<tr>
<td>1</td>
<td>500</td>
<td>500</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>250</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>60</td>
</tr>
</tbody>
</table>

and metal layers to the form of Fig. 1.2, using Winmostar package and adding a vacuum region of 8.0 nm thickness above the resin layer [135]. This vacuum region was introduced to prevent the contact between the top part of the resin layer and the bottom of the metal layer due to the periodic boundary condition, and the resin and metal layers forms an interface spanning along the x and y directions.

We now describe the scheme of filling. In the following, the top 2.0-nm region of the resin layer and the bottom 2.0-nm region of the metal layer are called resin wall and metal wall, respectively. The filling was done by 800 steps. At each step, the atoms belonging to the resin was pushed downward instantaneously over 0.01 nm and the whole system was energy-minimized and further simulated with MD over 20 ps in the NVT ensemble at 450 K; the first 10 ps was for equilibration and the latter 10 ps was for production. The energy minimization and MD at each step of filing was done by restraining the atoms in the resin wall to their positions right after the pushing; the restraint is a harmonic potential with a force constant of $10^4$ kcal/mol/Å² and is applied only to those atoms contained in the resin-wall region which is distant from the resin-metal interface. The atoms in the metal wall were also restrained to their initial positions throughout the entire simulation with the same harmonic potential. It should be noted that the metal layer was restrained only for the wall part. This “partial” scheme of restraining was adopted to allow the deformation of the upper part of the metal layer, and is in contrast to the schemes in previous studies where the whole layer of metal was restrained [99–102]. The pushing over 0.01 nm at an interval of 20 ps corresponds to a filling rate of 0.5 m/s, and is actually comparable to the rate commonly used in reality. In the present calculations, the above scheme of pushing was done 3 times, and the averages of the 3 independent
1.3 Results and discussion

As noted at the end of the previous section, the resin was filled into the pore through 800 steps of 0.01-nm displacement. As shown in Fig. 1.2, the “bottom” of the resin and the “top” of the pore were initially separated by 2 nm, and in the following, we describe the position of the resin region at the $n$-th step of the displacement using the value $d$ defined as

$$d = 2 - 0.01n.$$  

(1.1)

Note that the distance between the “bottom” of the resin region and the “top” of the pore region cannot be precisely specified due to the flexibility of the resin. At large $n$, in particular, $d$ may not refer to the separation of the two regions since the resin and/or pore can be deformed. We employ $d$ only as an index for the progress of pushing.

In the following, we often discuss the effect of the degree of oligomerization in terms of the resin size. The radius of gyration ($R_g$) is a common measure to express the size and is written as

$$R_g = \langle \frac{1}{M} \sum_j m_j (r_j - r_{\text{com}})^2 \rangle_{d=2}$$  

(1.2)

where $M$ and $r_{\text{com}}$ are the molecular weight and the center-of-mass coordinate of a resin molecule, respectively, $m_j$ and $r_j$ are the mass and the coordinate of the $j$-th atom within the resin molecule, respectively, and $\langle \cdots \rangle_{d=2}$ refers to the average over all the resin molecules in the 10-ps production at the initial stage of the pushing ($d = 2$). For the resins treated in the present work, $R_g$ is 0.51, 0.87, 1.51, and 2.47 nm for entries 1-4 of Table 1.2, respectively.

Fig. 1.4 illustrates snapshot configurations at $d = 2, -3, -4, -5,$ and $-6$ (corresponding to $n = 0, 500, 600, 700,$ and $800$, respectively) at the end of the 20-ps MD at fixed $d$. It is evident that the pore is filled earlier (at larger $d$) when the resin is smaller. Entry 1 of Table 1.2 is the smallest
among the resins studied in the present work and fills the pore at $d \approx -4$. Pushing effort for filling the pore increases with the degree of oligomerization, and the metal pore is further observed to deform with the large resins (entries 3 and 4). A small resin can thus be introduced easily into the nano-sized pore, and a large one needs more efforts of pushing and accompanies the shrinkage of the pore.

As described above, the metal pore deforms with introduction of the resin. The deformation can then be addressed in terms of the root mean square displacement (RMSD) of the Al atoms adjacent to the pore, which is written as

$$\text{RMSD} = \left\langle \frac{1}{N} \sum_{i=1}^{N} (r_{i,d} - r_{i,2})^2 \right\rangle$$

(1.3)

where $r_{i,d}$ is the coordinate of the $i$-th Al atom at the step specified by $d$ of Eq. (1.1), $r_{i,2}$ refers to its initial value ($d = 2$; see Eq. (1.1)), the sum is taken over the atoms which are located within 0.5 nm from the surface of the pore at time 0 ($d = 2$), $N$ is the number of such atoms, and the average $\langle \cdots \rangle$ is taken over the 10-ps productions at fixed $d$ of the 3 independent runs. In Fig. 1.5, we show the RMSD as a function of $d$. It is evident that the deformation of the pore is the weakest for entry 1. In this case, RMSD is essentially unchanged till $d \approx -4$. The deformation is appreciable at larger $d$ (more separated resin and metal) for the entries with larger degree of oligomerization. For example, it is at $d \approx -3$ when RMSD for entries 2, 3, and 4 reach the value at $d = -5$ for entry 1. In fact, the metal pore can deform when a high pressure is applied. In other words, the region of $d$ without appreciable deformation is the practically available one in resin pushing, and in the following, we restrict our analysis to $d > d_{\text{min}}$ with $d_{\text{min}} = -5$ for entry 1 and $d_{\text{min}} = -4$ for the others.

The extent of filling can be quantified by the density of the resin in the pore defined as

$$\rho_{\text{pore}} = \langle \frac{1}{V_{\text{pore}}} \sum_i m_{i,\text{pore}} \rangle$$

(1.4)

where $V_{\text{pore}}$ is the volume of the cylindrical-pore region with a radius of 2.5 nm and a depth of
Figure 1.4: Snapshot configurations of the resin-metal systems. See Table 1.2 for the entry of the resin and Eq. (1.1) for the definition of $d$. 
7.0 nm, $m_{i,\text{pore}}$ is the mass of the $i$-th atom of resin contained in the pore region, and the average $\langle \cdots \rangle$ is taken over the 10-ps productions at fixed $d$ of the 3 independent runs. Fig. 1.6 shows the density thus defined. As a reference, the resin density in the bulk is listed in Table 1.2 and is $\sim 1.0$ g/cm$^3$ for all the entries. According to Fig. 1.6, the density in the pore increases monotonically with the pushing (decrease of $d$). For the smallest resin (entry 1), the density reaches the bulk value at $d \simeq -5$. This indicates for entry 1 that the pore inside becomes well filled through pushing of the resin. The extent of filling expressed as the density is smaller for the other entries with larger degree of oligomerization. The density is only $\sim 0.3$ g/cm$^3$ at $d_{\text{min}}$ for the largest degree of oligomerization (entry 4), and the pore inside is not filled with the resin when the pore is not deformed.

To see the process of penetration in more details, the density map of resin in and around the pore was analyzed as a function of the pushing distance $d$. To compute the density map, a set of small cells were defined in the simulation box with linear bins of $\Delta z = 0.2$ nm along the vertical direction ($z$ direction in Fig. 1.2) and concentric bins of $\Delta r = 0.2$ nm over the lateral directions; the concentric bins were employed since the system examined is of cylindrical symmetry. The density
Figure 1.6: Evolution of the density in the pore $\rho_{\text{pore}}$ against the pushing distance $d$. See Table 1.2 for the entry of the resin and Eqs. (1.1) and (1.4) for the definitions of $d$ and $\rho_{\text{pore}}$, respectively. The dotted line refers to the bulk density of the resin listed in Table 1.2.

within each cell was then calculated through

$$\rho_{\text{cell}} = \left\langle \frac{1}{V_{\text{cell}}} \sum_i m_{i,\text{cell}} \right\rangle$$

(1.5)

where $V_{\text{cell}}$ is the volume of the small cell, $m_{i,\text{cell}}$ denotes the mass of the $i$-th atoms contained in the cell, the metal atoms were not counted in the sum, and the average $\langle \cdots \rangle$ was taken over the 10-ps productions at fixed $d$ of the 3 independent runs. Fig. 1.7 shows the density map at a variety of $d$. For entry 1, it is seen that the resin penetrates into the pore along the wall at the early stage ($d \gtrsim -2$). The penetration then proceeds preferentially near the wall and the filling is completed at $d \approx -5$. For the other entries, the resin moves rather uniformly with respect to the radial distance along the lateral directions of the cylindrical pore. The contrast due to the resin size reflects the competition between the resin-metal and resin-resin interactions. The metal surface can be wet by resin since the former generally has higher surface free energy than the latter [136, 137], and this leads to the adhesion of the small resin (entry 1) on the metal wall. The resin-resin interaction
is strengthened with the degree of oligomerization, on the other hand. The role of resin-metal interaction then reduces relatively for the larger resins, and the filling proceeds uniformly in the pore.

To examine the extent of filling in terms of the resin size, Fig. 1.8 shows the correlation of the radius of gyration $R_g$ introduced by Eq. (1.2) against the maximum density in the pore $\rho_{\text{pore}}^{\text{max}}$ achieved at $d = d_{\text{min}}$. It is evident that $\rho_{\text{pore}}^{\text{max}}$ reduces with $R_g$, as inferred from the arguments presented above. According to Fig. 1.8, $\rho_{\text{pore}}^{\text{max}}$ reaches half the bulk density for entries 1 and 2, which have $R_g$ smaller than half the pore radius. It is to be noted that $R_g < R_p$ for all the resins examined, where $R_p$ is the pore radius. The half filling of the pore is achieved only when $R_g < R_p/2$. This indicates that the efficient filling of the pore is inhibited by the associative interaction among the resin molecules.

1.4 Conclusion

All-atom MD simulation was conducted for the filling of epoxy resin into a nano-sized pore formed on aluminum surface. The resin species examined were polyphenol mixed with polyglycidylether of $o$-cresol formaldehyde novolac and their oligomers formed through ring-opening reactions. The degree of oligomerization was then varied from 0.5 to 2.5 nm with respect to the radius of gyration, and the radius of the cylindrical pore was fixed at 2.5 nm. The filling was simulated by preparing a layer of amorphous resin above an aluminum surface with a nano-sized pore. The resin was pushed into the pore at a rate comparable to the one commonly employed in reality, and it was seen that the penetration into the pore proceeds along the wall for small resin and rather uniformly in the pore for larger ones. The maximum density achieved with pushing was found to be larger when the resin is smaller. When the radius of gyration of the resin is larger than half the pore radius, the resin density in the pore does not reach half the bulk density of the resin without deformation of the pore. It is therefore implied that the resin-resin interaction inhibits the filling of a nano-sized pore. A rational guideline for improving the filling efficiency is then to reduce the relative strength of the
Figure 1.7: Density map of resin, where $z$ is the coordinate along the direction of depth of the cylindrical pore ($z$ direction in Fig. 1.2) and $r$ is the radial distance over the lateral directions from the center of the cylinder. $z = 0$ is taken to be the “top” position of the pore before the pushing starts ($d = 2$ in Eq. (1.1)). See Table 1.2 for the entry of the resin.
Figure 1.8: Relationship between $R_g$ and the maximum density in the pore $\rho_{pore}^{\text{max}}$, where $\rho_{pore}^{\text{max}}$ is the maximum value of the $\rho_{pore}$ in Fig. 1.6 and its value shown in the parenthesis. See Eq. (1.2) for the definition of $R_g$.

resin-resin interaction to the resin-metal. In subsequent work, we vary the metal species, resin size, and pore size toward further support and refinement of the guideline.
Chapter 2

Resin Filling into Nano-Sized Pore on Metal Surface Analyzed by All-Atom Molecular Dynamics Simulation over a Variety of Resin and Pore Sizes

2.1 Introduction

Adhesion between resin and metal is widely used in electronic devices for automobile [4, 5]. Indeed, multi-material methods involving an organic/inorganic interface are under active development, and guidelines are sought for improving the strength of adhesion. The roughening of the metal surface is an efficient scheme for better adhesion [30–44]. The number of interaction sites between resin and metal increases with use of a rough surface, and can enhance further with introduction of nano-sized pores onto the surface [45–47]. The resin-metal interface with nano-sized pore is thus an emerging technology for multi-material adhesion, with a key factor being the extent of filling of resin into the pore [138]. Actually, a nano-scale filling may be strongly affected by the sizes of resin and pore and the resin-metal interaction at atomic resolution [139]. Its mechanism can be revealed through methodologies with high spatial and/or temporal resolution.

The spatial resolution at nanometer scale is achieved by TEM (transmission electron microscopy) and AFM (atomic force microscopy). They can show atom-specific densities at an interface, though it is still difficult to probe the dynamics of filling [86–88]. Spectroscopic methods can detect the dynamics, on the other hand, while the nano-scale resolution is not commonly available in space [86, 89, 90]. All-atom molecular dynamics simulation (MD) is an alternative method for investigating an atomic-level process at nanometer and nanosecond resolution. It can provide faithful pictures when the force field is appropriately set, and has been indeed employed to analyze the
filling process including nanoimprint lithography [68, 71, 99–102, 139, 140].

In a previous work, we conducted MD simulation to analyze the filling of resins into a nanosized pore on aluminum, with the purpose of finding a guideline for efficient filling [139]. The resins examined were the mixture of polyphenol (PH) and polyglycidylether of \( o \)-cresol formaldehyde novolac (EP) and a set of oligomers of EP and PH with varied extent of oligomerization. They are commonly employed as thermosets in manufacturing of electronic devices. The typical temperature for curing the thermosets is 450 K, at which EP and PH are fed as raw materials and oligomerize in the manufacturing process. EP, PH, and their oligomers then stay melted and the resin is more viscous with the degree of oligomerization [5, 141–143]. The MD in Ref. 139 was done at 450 K, and a main finding was that when the radius of gyration of the resin is less than half the radius of the pore, the half filling of the pore is achieved at commonly employed speed of pushing the resin toward the metal. A single size was examined for the pore, however, since the major purpose of the previous study was to establish the computational setups; all-atom MD is still not prevalent for resin-metal interface with nano-sized pores.

In the present work, we examine a variety of combinations of the resin and pore sizes to explore a more universal guideline of efficient filling. The pore radius was fixed at 2.5 nm in Ref. 139, that corresponds to the smallest available in reality. The radius is varied between 2.0 and 7.5 nm in this work, on the other hand, reflecting the range commonly employed in manufacturing. It will be shown that the resin is efficiently filled when its size is smaller than of the pore by an order of magnitude.

A pressure is applied to push the resin into the pore, typically at several tens of MPa in practice. The manufacturing system is usually set so that the pushing stops beyond 100 MPa. In the present work, we monitor the pressure as a function of the extent of filling. This is done to keep closer correspondence between computation and experiment, and a guideline for efficient filling needs to be formulated within practically used range of pressure. It will be observed that the pressure becomes high at earlier stages of filling when the resin is larger.
2.2 Simulation model and method

In the present work, two kinds of resin systems were examined. One is the mixture of polyphe- 
nol (PH) and polyglycidylether of o-cresol formaldehyde novolac (EP), and the other is a set of 
oligomers formed through ring-opening reactions between EP and PH. The oligomer is called OL$_n$
 according to its degree of oligomerization $n$, that was constructed by connecting the terminal groups 
of EP and PH alternately. Aluminum of face-centered-cubic (fcc) structure was used as the metal, 
with the (001) plane as the interface. A cylindrical pore with a radius described below was located 
on the upper side of the metal, and Fig. 2.1 shows the overview of the simulation model.

Dreiding was adopted as the force field for the resins, and the modified embedded atom method 
(MEAM) was used for aluminmm as parametrized by Pascuet [93, 144, 145]. These force fields 
have been commonly employed in simulations of epoxy resin and metal [96, 98, 112–116]. The 
parameters for resin-aluminum interaction were taken from Heinz et al [97]. They are suitable for 
the simulation of resin-metal interface, as reported for such properties as surface tension, interfa-
cial tension, and contact angle [94, 118, 120–123]. All the Lenard-Jones (LJ) energy and length parameters were subject to the Lorentz-Berthelot combining rule.

The atomic charges in the resins were determined by ab initio quantum-chemical (QM) treatment using Gaussian09 program package [126]. QM calculations were conducted at the B3LYP level with the 6-31G(d,p) basis set for the monomers of EP and PH and for the three fragments of the oligomers shown in Fig. 2.2. The geometry optimization was done in vacuum, and the atomic charges were specified by the restrained electrostatic potential (RESP) procedure [124, 125], with the constraint that the total charge of each QM system is zero. The charges in the oligomer OL$_n$ was derived as follows. The charges on the fragments of Fig. 2.2 were transferred to the oligomers with the convention of color matching in Fig. 2.2; it should be noted that the red part comes from the ring-opening reaction of EP and PH. All the charges thus assigned were then shifted uniformly so that the total charge of OL$_n$ vanishes.

All the MD simulations were conducted using LAMMPS version 14May16 [128]. In the present work, MD was performed both for building the simulation cell and for the resin filling into the aluminum pore, with the SHAKE constraints for all the bond lengths with hydrogen [146]. To build the cell, the velocity Verlet integrator was employed at a time step of 0.5 fs [127], and the temperature and pressure were regulated with the Nosé-Hoover thermostat and barostat at coupling constants of 1.0 ps and 2.0 ps, respectively [131–134]. In the filling process, the Langevin dynamics was conducted in the $NVT$ ensemble at 0.5 fs with an inverse friction constant of 1.0 ps for temperature control [147, 148]. The particle-particle particle-mesh (PPPM) method was used to handle the electrostatic interaction at a root mean square force accuracy of $10^{-4}$. The truncation was applied to pair interactions on atom-atom basis both for the real-space part of PPPM and for LJ. The LJ long-range correction was not incorporated, and the periodic boundary condition was employed with minimum image convention.

The simulation cell was built in the following scheme. First, aluminum and resin layers were separately prepared. A cubic crystal of fcc form was set up with the (001) plane facing upward to the positive $z$ direction, and the pore was introduced by removing the atoms in the cylindrical region
Figure 2.2: Fragment models for determining the atomic charges in the oligomers
with the radius ($R_p$) given next at a depth of 5.0 nm from the crystal surface. The edge lengths along
the $x$ and $y$ directions were taken to be 10 nm when $R_p = 2.0$ and 2.5 nm, and they were 20 nm
for $R_p = 5.0$ and 7.5 nm. A vacuum layer of 2.0 nm was then placed above the aluminum region,
followed by the energy minimization. A layer of resin molecules was prepared by locating them
in a rectangular unit cell with the numbers of EP, PH, and the oligomers listed in Table 2.1. The
initial density was very low ($\sim 0.001$ g/cm$^3$) in a cubic unit cell, and the system was subject to MD
over 100 ps in the $NVT$ ensemble at 450 K. In this process, the $x$ and $y$ lengths of the unit cell
was gradually modified so that they are 80% of those of aluminum layer at the end of the 100-ps MD,
with the $z$ length decreased correspondingly to 8 nm. After that, 50-ps MD was conducted
at the cell length fixed. A similar process followed with a 500-ps MD at 450 K to match the $x$
and $y$ lengths to those for aluminum, where the $z$ length was set to keep the volume of the unit
cell constant. The resin system was then treated through the steps in Table 2.2. This preparation
procedure was proposed by Hoffman; it is an efficient scheme of equilibration for an amorphous
polymer [149, 150]. After the aluminum and resin layers were made, the initial configuration of
MD was built by combining them in the form of Fig. 2.1, with a vacuum region of 8.0 nm thickness
further above the resin layer. This vacuum region was introduced to prevent the contact between
the top part of the resin layer and the bottom of the metal due to the periodic boundary condition.
The resin and metal layers forms an interface spanning along the $x$ and $y$ directions, and the number
of the molecule in the unit cell and the geometry of the pore are listed in Table 2.1.

With the resin-metal system built as above, the resin was filled into the pore by repeating the
following procedure. The resin atoms were first pushed downward to the metal side by 0.01 nm.
The whole system was then energy-minimized and was subject to a 20-ps MD at 450 K. The atoms
in the top 2.0-nm region of the resin layer and all the metal atoms were restrained to their positions
right after the pushing, and the restraint was a harmonic potential with a force constant of $10^4$
kcal/mol/Å$^2$. In the MD, the first 10 ps was for equilibration and the latter half was for production.
The above procedure was repeated for 700 times. Note that the pushing with 0.01 nm every 20 ps
converts to a filling rate of 0.5 m/s, and this corresponds to the common rate in reality. To describe
Table 2.1: Pore geometry and composition of the resin in the MD unit cell. The value in parenthesis at the column of Composition is the number of resin molecules in the MD unit cell. The radius of gyration ($R_g$) is defined by Eq. (2.2), and $R_g$ and $R_p$ are expressed in nm. The entry ID is shown for each combination of $R_g$ and $R_p$ with their ratio in the bracket.

<table>
<thead>
<tr>
<th>Entry $[R_g/R_p]$</th>
<th>Resin layer</th>
<th>Composition</th>
<th>EP (500), PH (500)</th>
<th>OL₀ (500)</th>
<th>OL₁ (250)</th>
<th>OL₇ (60)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_p$</td>
<td>$R_g$</td>
<td>0.5</td>
<td>0.9</td>
<td>1.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Metal layer 2.0</td>
<td>1-1 [0.25]</td>
<td>1-2 [0.45]</td>
<td>1-3 [0.75]</td>
<td>1-4 [1.25]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>2-1 [0.20]</td>
<td>2-2 [0.36]</td>
<td>2-3 [0.60]</td>
<td>2-4 [1.00]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>3-1 [0.10]</td>
<td>3-2 [0.18]</td>
<td>3-3 [0.30]</td>
<td>3-4 [0.50]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.5</td>
<td>4-1 [0.07]</td>
<td>4-2 [0.12]</td>
<td>4-3 [0.20]</td>
<td>4-4 [0.33]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Equilibration step for the resin system.

<table>
<thead>
<tr>
<th>Step</th>
<th>Simulation conditions</th>
<th>Temperature (K)</th>
<th>Pressure (atm)</th>
<th>Time (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NVT</td>
<td>600</td>
<td>-</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>NVT</td>
<td>450</td>
<td>-</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>NPT</td>
<td>450</td>
<td>1000</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>NVT</td>
<td>600</td>
<td>-</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>NVT</td>
<td>450</td>
<td>-</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>NPT</td>
<td>450</td>
<td>30000</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>NVT</td>
<td>600</td>
<td>-</td>
<td>50</td>
</tr>
<tr>
<td>8</td>
<td>NVT</td>
<td>450</td>
<td>-</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>NPT</td>
<td>450</td>
<td>5000</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>NVT</td>
<td>600</td>
<td>-</td>
<td>50</td>
</tr>
<tr>
<td>11</td>
<td>NVT</td>
<td>450</td>
<td>-</td>
<td>100</td>
</tr>
<tr>
<td>12</td>
<td>NPT</td>
<td>450</td>
<td>1</td>
<td>1000</td>
</tr>
</tbody>
</table>
the progress of filling, in the following we employ the index \( d \) defined as

\[
d = 2 - 0.01n
\]  \( (2.1) \)

at the \( n \)-th step of pushing. The size of resin will be further analyzed in terms of the radius of gyration written as

\[
R_g = \langle \frac{1}{M} \sum_j m_j (r_j - r_{\text{com}})^2 \rangle_{d=2}
\]  \( (2.2) \)

where \( M \) and \( r_{\text{com}} \) are the molecular weight and the center-of-mass coordinate of a resin molecule, respectively, \( m_j \) and \( r_j \) are the mass and the coordinate of the \( j \)-th atom within the resin molecule, respectively, and \( \langle \cdots \rangle_{d=2} \) refers to the average over all the resin molecules in the 10-ps production at the initial stage of the pushing \( (d = 2) \). The pushing simulation was done three times for each of the entries in Table 2.1, and the averages of the three independent runs will be presented.

### 2.3 Results and discussion

The resin was filled into the pore by applying the pressure. In reality, the pushing pressure is typically at several tens of MPa and up to 100 MPa. In the present work, the pressure \( P_{\text{push}} \) was defined from the \( zz \) component of the stress tensor \( \sigma^{zz} \) and was evaluated as

\[
P_{\text{push}} = -\frac{\langle \sigma^{zz} \rangle_d}{V_{\text{resin}}}
\]  \( (2.3) \)

where \( \langle \cdots \rangle_d \) refers to the average in the 10-ps production run at fixed \( d \). \( \sigma^{zz} \) was computed as

\[
\sigma^{zz} = \sum_i \sigma_i^{zz}
\]  \( (2.4) \)
where the sum is taken over the resin atoms $i$ except for those restrained in the top 2.0-nm region of the resin layer. $\sigma_{zz}^{i}$ is the stress on atom $i$ introduced as

$$\sigma_{t}^{ab} = m_{i}v_{i}^{a}v_{i}^{b} + \frac{1}{2}\sum_{i \neq j} \left( \frac{r_{ij}^{a}r_{ij}^{b}}{r_{ij}} \right) \left( \frac{\partial U_{ij}}{\partial r_{ij}} \right)$$  \hspace{1cm} (2.5)

where $m_{i}$ and $v_{i}$ are respectively the mass and velocity of the $i$th atom, $a$ and $b$ refer to the $x$, $y$ or $z$ direction, $r_{ij}^{a}$ is the $a$-component of the vector connecting from the $i$th to the $j$th atom, $U_{ij}$ and $r_{ij}$ are the pair potential and the radial distance between the $i$th and $j$th atoms, respectively, and the sum in the second term is taken over $j$. $\sigma_{t}^{ab}$ was computed using compute stress/atom command in LAMMPS [151–153]. $V_{\text{resin}}$ corresponds to the volume occupied by the unrestrained resin molecules and was introduced by

$$V_{\text{resin}} = \frac{N_{r,u}}{N_{r}}V$$  \hspace{1cm} (2.6)

where $V$ is the system volume of the resin right after the procedures in Table 2.2 are finished and $N_{r}$ and $N_{r,u}$ are the numbers of total and unrestrained resin atoms, respectively. Although $P_{\text{push}}$ is not literally equal to the pushing pressure, it is a measure with an ambiguity of $O(N_{r,u}/N_{r})$, which is less than 0.1 in the present simulations. In fact, the measured quantity is the stress $\sigma_{zz}$. It is not an intensive property, however, and $P_{\text{push}}$ is employed to show the results with an intensive one. In Fig. 2.3, we show $P_{\text{push}}$ as a function of $d$. It is seen that $P_{\text{push}}$ is unchanged within 20 MPa till $d \simeq -1$ and rises steeply at $d \lesssim -2$; the pressure calculation involves an error of 20 MPa. The rise of $P_{\text{push}}$ is mild for entry 4-1, where the relative size of the resin to the pore is the smallest in Table 2.1, and $P_{\text{push}}$ exceeds a few hundred MPa at $d \simeq -3$ for the other entries. At $R_{p} = 2.0, 2.5$ and $5.0$ nm, $P_{\text{push}}$ reaches 1000 MPa at $d \simeq -3.5, d \simeq -4.0$, and $d \lesssim -4.0$, respectively. The pushing is harder for a smaller pore, while it is commonly seen that an impractically high pressure is applied at late stage of pushing process (note that $n = 600$ at $d = -4.0$ and that the resin was pushed by 700 steps in total). At $R_{p} = 7.5$ nm, $P_{\text{push}}$ stays several hundred MPa even at the end of the process ($d \simeq -5.0$). It should be actually noted that $P_{\text{push}}$ at common $R_{g}/R_{p}$ rises more slowly at $R_{p} =$
Figure 2.3: Pushing pressure $P_{\text{push}}$ defined as Eq. (2.3), plotted against the pushing index $d$ of Eq. (2.1). See Table 2.1 for the entry of the system. The dotted line refers to $P_{\text{push}} = 0$.

7.5 nm than at the others. This shows that the $d$ dependence of $P_{\text{push}}$ does not simply scale with $R_g/R_p$. The steep rise of $P_{\text{push}}$ at the early stage of resin filling was also observed in Kim et al.’s and Yasuda et al.’s studies of polyethylene and polymethylmethacrylate into pores of silicon [100, 140]. Our resins have aromatic and hydrophilic groups as shown in Fig. 2.2, and the rising tendency of $P_{\text{push}}$ at the entrance of the pore may not be strongly affected by the chemical composition of the resin (polymer).
The extent of filling was quantified with the density of the resin in the pore defined as

\[ \rho_{\text{pore}} = \left\langle \frac{1}{V_{\text{pore}}} \sum_i m_i \right\rangle_d \]  

(2.7)

where \( V_{\text{pore}} \) is the volume of the cylindrical pore, \( m_i \) denotes the mass of the \( i \)th atom, the sum is taken only over the resin atoms contained in the pore region, and \( \left\langle \cdots \right\rangle_d \) is the average over the 10-ps production run at fixed \( d \). Fig. 2.4 plots \( \rho_{\text{pore}} \) as a function of \( d \). It is observed that \( \rho_{\text{pore}} \) increases faster with the pushing (decrease of \( d \)) for a smaller resin; the filling proceeds more efficiently for a resin with smaller radius of gyration \( R_g \) defined by Eq. (2). According to Fig. 2.1 and Eq. (2.1), in fact, the pushing index \( d \) is defined so that if the process were done at macroscopic scale, \( d \) were zero at the entrance and were \(-5.0 \) at full filling. The computed \( \rho_{\text{pore}} \) does not correspond to this “macroscopic” expectation in which \( \rho_{\text{pore}} \) grows linearly with \( d \) in the range of \(-5 \leq d \leq 0 \). \( \rho_{\text{pore}} \) is appreciable only in \( d \lesssim -2 \) and reaches half the bulk density (0.5 g/cm\(^3\)) only at \(-3 \lesssim d \lesssim -4 \). The filling to half density is thus slower than the macroscopic expectation and is more so at larger \( R_g \). When Figs. 2.3 and 2.4 are compared, \( d \simeq -2 \) corresponds to the step of pushing where both the pressure and density rise. The intrusion of resin starts at \( d \simeq -2 \) and brings the increase of the pressure.

To see the relationship between the pushing pressure and the extent of filling, \( \rho_{\text{pore}} \) is plotted against \( P_{\text{push}} \) in Fig. 2.5. It is observed at each radius of the pore \( R_p \) that \( \rho_{\text{pore}} \) for smaller resin increases faster with \( P_{\text{push}} \), while the difference in \( \rho_{\text{pore}} \) is not appreciable among entries 1-2, 1-3, and 1-4. The previous work also analyzed \( \rho_{\text{pore}} \) at fixed \( R_p = 2.5 \) nm and showed that the pressure can be lowered by introducing a resin with smaller \( R_g \) into the pore [139]. Fig. 2.5 demonstrates the validity of this result over wider ranges of \( R_g \) and \( R_p \). When the pore is small and its radius \( R_p \) is 2.0 or 2.5 nm, \( \rho_{\text{pore}} \) reaches half of the averaged bulk value (1.01 g/cm\(^3\) obtained for the bulk density from step 12 in Table 2.2) only beyond 500 MPa of \( P_{\text{push}} \). In a previous work [139], it was shown that the half filling is achieved for the pore of \( R_p = 2.5 \) nm when \( R_g \lesssim R_p/2 \), where \( R_g \) is the resin radius of gyration defined by Eq. (2.2). Actually, the pore was seen to deform when a larger resin
Figure 2.4: Density in the pore $\rho_{\text{pore}}$ defined as Eq. (2.7), plotted against the pushing index $d$ of Eq. (2.1). See Table 2.1 for the entry of the system. The dotted line refers to the averaged bulk density of the resin computed at step 12 in Table 2.2.
Figure 2.5: Density in the pore $\rho_{\text{pore}}$ against the pushing pressure $P_{\text{push}}$. See Table 2.1 for the entry of the resin and Eqs. (2.3) and (2.7) for the definitions of $P_{\text{push}}$ and $\rho_{\text{pore}}$, respectively. The dotted line refers to the averaged bulk density of the resin computed at step 12 in Table 2.2.

is filled to half, and at the deformation, $P_{\text{push}} \approx 1000$ MPa. $\rho_{\text{pore}}$ is thus practically less than the half density at $R_p = 2.0$ or 2.5 nm, since the commonly applied pressure is smaller than 100 MPa to avoid the deformation of metal. With $R_g/R_p = 0.07$ (entry 4-1 of Table 2.1), the half density is attained at $P_{\text{push}} \approx 100$ MPa. The half filling is available only for a resin smaller by $\sim 1/10$ than the pore as far as the pressure remains practical. $\rho_{\text{pore}}$ increases faster with $P_{\text{push}}$ when the resin is smaller and/or the pore is larger. The pressure is more effective to fill the pore at small $R_g/R_p$.

Fig. 2.6 shows $\rho_{\text{pore}}$ at fixed $P_{\text{push}}$ of 50, 100, 500, and 1000 MPa against the relative size of resin and pore expressed as $R_g/R_p$. Only at $R_g/R_p = 0.07$, the pore is 30% filled at 50 MPa and
Figure 2.6: Relationship between $R_g/R_p$ and the density in the pore $\rho_{\text{pore}}$ at $P_{\text{push}} = 50, 100, 500,$ and 1000 MPa. See Eq. (2.2) for the definition of $R_g$. It should be noted that the values at $P_{\text{push}} = 50, 100, 500,$ and 1000 MPa in Fig. 2.6 are obtained by linearly interpolating the data of Fig. 2.5. The dotted line refers to the averaged bulk density of the resin computed at step 12 in Table 2.2.

70% at 100 MPa. This implies that the resin filling at practical pressure is effectively attained at $R_g/R_p \lesssim 0.1$. When the resin is larger, the filling can be achieved only through hard pushing. At $R_g/R_p \simeq 0.25$, for example, the pore is filled to half with $P_{\text{push}} \simeq 500$ MPa and the full filling needs $\simeq 1000$ MPa. The half filling of the pore is not possible even with $P_{\text{push}} \gtrsim 1000$ MPa when $R_g/R_p \gtrsim 0.5$.

We saw that a large pressure is necessary for resin filling. To obtain spatially resolved views on the pressure, the stress map of resin in and around the pore was analyzed. The stress map was computed by defining a set of small cells in the simulation box with linear bins of $\Delta z = 0.2$ nm.
along the vertical direction ($z$ direction in Fig. 2.1) and concentric bins of $\Delta r = 0.2$ nm over the lateral directions; the concentric bins were used since the pore is of cylindrical symmetry. The local pressure within each cell was then calculated through

$$ P_L = \langle \frac{1}{V_{\text{cell}}} \sum_i \sigma_{i}^{zz} \rangle_d $$

where $V_{\text{cell}}$ denotes the volume of the small cell, $\sigma_{i}^{zz}$ is the $zz$ component of the stress tensor from the $i$th atom introduced by Eq. (2.5), the sum is taken only over the resin atoms contained in the cell, and $\langle \cdots \rangle_d$ is the average over the 10-ps production at fixed $d$. Fig. 2.7 illustrates the stress map for a set of $R_g/R_p$ and $d$; $P_L$ is shown for all the entries of Table 2.1 in Supplementary Material. When the pore is small and $R_p = 2.0$ or 2.5 nm, $P_L$ of several hundreds of MPa is observed at $d \simeq -4$ and is localized above the pore; it is seen that a strong stress is not present within the pore. This indicates that the resin is congested at the entrance of the pore, and at $R_g/R_p \gtrsim 0.5$, the stress is not distributed uniformly into the pore even when $d \approx -5$ and the pore is more than half filled (see Fig. 2.4). For the larger pores of $R_p = 5.0$ and 7.5 nm, on the other hand, a high $P_L$ is seen only outside the cylindrical region corresponding to the pore ($r > R_p$); entry 4-1 is exceptional in that the stress distributes uniformly in and around the pore. In any case, the spontaneous motion of the resin is inhibited from a region with increased stress. The non-uniform distribution of the stress indicates that the resin structure is not well relaxed right before the penetration into the pore, furthermore, and it is accordingly inferred that the pushing is too fast compared to the relaxation of the resin to effectively fill the pore. Although our pushing rate corresponds to the experimental practice, it is suggested that a reduced rate be employed toward more efficient filling. It is also to be noted that $R_p$ can be several tens of nm in realistic manufacturing process, while $R_g$ in the present study corresponds to the resin size actually used [45–47]. This means that a smaller $R_g/R_p$ may be employed in practice, which further facilitates the filling with weaker pushing.

As discussed with respect to Fig. 2.3, Kim et al examined the filling of polyethylene into a cylindrical pore of silicon. The system was simulated above the glass transition temperature of
polyethylene, and it was observed that the polymer with $R_g/R_p \simeq 1$ can fill well into the pore even at several tens of MPa [140]. The present study shows, on the other hand, that the efficient filling is achieved only at $R_g/R_p \lesssim 0.1$ when $P_{\text{push}} \lesssim 100$ MPa. This difference can be attributed to the state of the polymer (resin). Our resins are more viscous than polyethylene treated in Ref. 140. They are then more difficult to be filled in the pore since the relaxation of the molecular structure is slower for a more viscous species; the reduced efficiency of filling in the present work is evidenced as the smaller range of $R_g/R_p$ for filling as mentioned above. It is also expected that $P_{\text{push}}$ reduces at high temperature, and this is indeed observed by Kim et al for polyethylene into a silicon pore [140].

To obtain the spatially resolved view of the resin density, the density map of filling was also examined. The density map was calculated by the similar equation to Eq. (2.8) expressed as

$$
\rho_L = \langle \frac{1}{V_{\text{cell}}} \sum_i m_i \rangle_d,
$$

and is illustrated in Fig. 2.8; $\rho_L$ is depicted for all the entries of Table 2.1 in Supplementary Material. It is seen for all the entries that the resin initially penetrates along the metal wall. The resin-metal interaction brings the wetting of the metal wall and acts as a driving force for filling. A strengthened interaction between the resin and wall can thus facilitate their tighter adhesion. Above the pore, a high-density region appears more strongly at larger $R_g/R_p$. This means the congestion of the resin at the pore entrance, and the smooth filling is inhibited by the resin-resin interaction. The increase of the resin size leads to stronger interactions among the resins and needs to be counteracted by a high pressure to fill the nano-sized pore.

### 2.4 Conclusion

The resin filling into nano-sized pore was simulated with all-atom MD simulation. The resin systems treated were the mixture of polyphenol and polyglycidylether of $o$-cresol formaldehyde novolac and their oligomers formed through ring-opening reactions. A variety of resin and pore sizes were examined, which were from 0.5 to 2.5 nm for the radius of gyration and from 2.0 to 7.5 nm.
Figure 2.7: Stress map of the resin calculated by Eq. (2.8), where $z$ is the coordinate along the direction of depth of the cylindrical pore ($z$ direction in Fig. 2.1) and $r$ is the radial distance over the lateral directions from the center of the cylinder. $z = 0$ is shifted to the “top” position of the pore before the pushing starts ($d = 2$ in Eq. (2.1)). See Table 2.1 for the entry of the system. $P_L$ is defined to be positive when the force points to the direction of pushing (negative $z$ direction).
(a) $R_g/R_p = 0.07$ ($R_g = 0.5$ nm, $R_p = 7.5$ nm, Entry 4-1)

(b) $R_g/R_p = 1.25$ ($R_g = 2.5$ nm, $R_p = 2.0$ nm, Entry 1-4)

Figure 2.8: Density map of resin calculated by Eq. (2.9), where $z$ is the coordinate along the direction of depth of the cylindrical pore ($z$ direction in Fig. 2.1) and $r$ is the radial distance over the lateral directions from the center of the cylinder. $z = 0$ is shifted to the “top” position of the pore before the pushing starts ($d = 2$ in Eq. (2.1)). See Table 2.1 for the entry of the system.
for the radius of the pore. The filling was simulated by pushing the resin layer to metal layer at a common rate in reality, and the pushing pressure was monitored to see the relationship between the extent of filling and the pushing pressure. The pore is 30% filled at 50 MPa of pushing pressure and 70% at 100 MPa when the radius of gyration of resin is smaller than 1/10 of the pore radius. This implies that the resin filling at practical pressure is effectively attained when the resin is smaller than the pore by an order of magnitude. To establish a local picture of the pushing process, the stress map was analyzed in and around the pore. A non-uniform distribution was then observed for the local stress, indicating that the resin structure is not well relaxed at a common rate of pushing. It is thus suggested that a reduction of the pushing rate can be an approach for more effective filling. The dynamics of filling was also examined in terms of the density map, and it was observed that the resin-resin interaction brings the congestion at the pore entrance.
2.5 Supplementary material

Stress map of the resin calculated by Eq. (8), where \( z \) is the coordinate along the direction of depth of the cylindrical pore (\( z \) direction in Fig. 1) and \( r \) is the radial distance over the lateral directions from the center of the cylinder. \( z = 0 \) is shifted to the top position of the pore before the pushing starts (\( d = 2 \) in Eq. (1)). See Table 1 for entry of the system. \( P_L \) is defined to be positive when the force points to the direction of pushing (negative \( z \) direction).

**Entry1-1 (\( R_g/R_p = 0.25, R_g = 0.5 \text{ nm}, R_p = 2.0 \text{ nm} \))**

**Entry1-2 (\( R_g/R_p = 0.45, R_g = 0.9 \text{ nm}, R_p = 2.0 \text{ nm} \))**
Entry 1-3 ($R_g/R_p = 0.75, \ R_g = 1.5 \ \text{nm}, \ R_p = 2.0 \ \text{nm}$)

Entry 1-4 ($R_g/R_p = 1.25, \ R_g = 2.5 \ \text{nm}, \ R_p = 2.0 \ \text{nm}$)

Entry 2-1 ($R_g/R_p = 0.20, \ R_g = 0.5 \ \text{nm}, \ R_p = 2.5 \ \text{nm}$)
Entry 2-2 \( (R_g/R_p = 0.36, \ R_g = 0.9 \ \text{nm}, \ R_p = 2.5 \ \text{nm}) \)

Entry 2-3 \( (R_g/R_p = 0.60, \ R_g = 1.5 \ \text{nm}, \ R_p = 2.5 \ \text{nm}) \)

Entry 2-4 \( (R_g/R_p = 1.00, \ R_g = 2.5 \ \text{nm}, \ R_p = 2.5 \ \text{nm}) \)
Entry3-1 ($R_g/R_p = 0.10$, $R_g = 0.5$ nm, $R_p = 5.0$ nm)

Entry3-2 ($R_g/R_p = 0.18$, $R_g = 0.9$ nm, $R_p = 5.0$ nm)

Entry3-3 ($R_g/R_p = 0.30$, $R_g = 1.5$ nm, $R_p = 5.0$ nm)
Entry 3-4 ($R_g/R_p = 0.50$, $R_g = 2.5$ nm, $R_p = 5.0$ nm)

Entry 4-1 ($R_g/R_p = 0.07$, $R_g = 0.5$ nm, $R_p = 7.5$ nm)

Entry 4-2 ($R_g/R_p = 0.12$, $R_g = 0.9$ nm, $R_p = 7.5$ nm)
Entry 4-3 \( (R_g/R_p = 0.20, \ R_g = 1.5 \text{ nm}, \ R_p = 7.5 \text{ nm}) \)

Entry 4-4 \( (R_g/R_p = 0.33, \ R_g = 2.5 \text{ nm}, \ R_p = 7.5 \text{ nm}) \)
Chapter 3

Local Viscoelasticity at Resin-Metal Interface Analyzed with Spatial-Decomposition Formula for Relaxation Modulus

3.1 Introduction

Multi-material adhesion involving a resin-metal interface has been widely used in electronic devices for automobile [4, 5]. The mode of adhesion is governed by the physico-chemical properties at the interface, and reflects intermolecular interactions in inhomogeneous environments. [21–25] Viscoelasticity is a measure for assessing the adhesion strength against the stress [26–29]. Still, the stress distribution is not uniform around the interface, and the role of interface can be assessed by taking into account the spatial variation of the local stress. Indeed, it is experimentally suggested that resin at several nm from a metal interface can have different solubility and glass-transition temperature compared to the bulk [154–157]. The spatial resolution of nm scale is thus desired for the viscoelastic analysis of adhesion interface.

Nanoscale resolutions of space and time have been sought experimentally for resin-metal interface. Space-resolved fluorescence spectroscopy, sum-frequency generation (SFG) vibrational spectroscopy, and X-ray photon correlation spectroscopy have revealed the dynamics of resin near substrate [51–60], though it is still a subject of active development to directly evaluate the viscoelasticity around the resin-metal interface. Molecular dynamics (MD) simulation is a powerful technique to analyze a multi-material interface. It can describe microscopic processes of adhesion with spatial resolution of nm and temporal resolutions of ps, and has proven to be useful in addressing the wetting of substrate, nano-scale filling of adhesive into metal pore, and nanoimprint
lithography [68, 71, 73, 100–102, 140, 158–163]. In the present work, we analyze the local stress at the resin-metal interface by coarse-grained MD simulation in connection to the viscoelasticity of adhesion.

Viscoelasticity is quantified by the relaxation modulus, which is the autocorrelation function of the stress tensor. Its zero-time value provides the extent of stress fluctuation and the time integral determines the viscosity. The correlation function contains information only in time domain, however. The spatial resolution is not involved in the original Green-Kubo-type formulation. Recently, the method of spatial decomposition has been developed to obtain spatially resolved insights into transport and spectroscopic quantities [82–84, 164–172]. In this method, a time correction function conditioned by a spatial variable such as particle-particle distance is defined to express a dynamic observable of interest as an integral over the space. In the case of electrical conductivity, for example, the correlated motions of ions are conditioned by the ion-ion distance and the extent of spatial localization of the ion-pair contribution to the conductivity is examined by introducing a cutoff into the integral expression and assessing the convergence of the integral with respect to the cutoff length [83, 84, 172]. The spatial decomposition was also conducted to connect thermodynamic quantities to molecular distribution (correlation) functions [85, 173–176]. Partial molar quantities of hydration were formulated as integrals over the whole space, and the localization of the solute’s effect on solvent water were addressed.

In the present work, we formulate a spatial-decomposition method for relaxation modulus and apply it to a resin-metal interface. The distance along the normal direction to the planar interface is adopted as the spatial coordinate to introduce a spatially decomposed time correlation function as a conditional average. The spatial inhomogeneity of temporal variation of the stress can then be analyzed in connection to the viscoelasticity at the interface. Coarse-grained MD is done for an oligomer of polyglycidylether of o-cresol formaldehyde novolac and polyphenol at flat interfaces with platinum and aluminum. The stress-stress correlation is analyzed at the segment-scale space and time, and a slower relaxation is observed in the resin layers on the metal when the resin is tightly adhered.
Our model resin is commonly used as a thermoset for electronic devices. The effect of the resin-metal interaction is also examined by scaling the interaction parameter. The point of the present work is to connect the viscoelastic inhomogeneity and the adhesion strength, and the method developed is applicable to both all-atom and coarse-grained simulations. We will examine the extent of localization of the interface’s effect on the stress-stress correlation of the resin.

3.2 Theory

Viscoelasticity describes the time-dependent response of the stress against the strain. In the linear-response regime, it is quantified by the relaxation modulus, which is further determined by the time correlation function of the stress at equilibrium. In this section, we incorporate the spatial view into the relaxation modulus by defining the stress correlation function conditioned by the position of a particle in the system; the particle refers to an atom in the all-atom treatment and to a segment in the coarse-grained modeling.

The stress tensor on the \( i \)th particle \( \sigma_{i}^{ab} \) is defined as

\[
\sigma_{i}^{ab} = m_{i}v_{i}^{a}v_{i}^{b} + \frac{1}{2} \sum_{j \neq i} \left( \frac{r_{ij}^{a}r_{ij}^{b}}{r_{ij}} \right) \left( \frac{\partial U_{ij}}{\partial r_{ij}} \right)
\]

where \( m_{i} \) and \( v_{i} \) are respectively the mass and velocity of the \( i \)th particle, \( a \) and \( b \) refer to the \( x \), \( y \) or \( z \) direction, \( r_{ij}^{a} \) is the \( a \)-component of the relative position between the \( i \)th and \( j \)th particles, \( U_{ij} \) and \( r_{ij} \) are the pair potential and the radial distance between the \( i \)th and \( j \)th particles, respectively, and the sum is taken over \( j \). In Eq. (3.1), the first term is the kinetic contribution involving only the translational velocity, and the second term is the contribution from the inter-particle interaction. See Appendix 3.6.1 for more discussion on the form of \( \sigma_{i}^{ab} \). According to the linear-response theory, the relaxation modulus \( G^{ab}(t) \) is expressed with \( \sigma_{i}^{ab}(a \neq b) \) as

\[
G^{ab}(t) = \frac{1}{k_{B}T} \left( \sum_{i} \sigma_{i}^{ab}(0) \sum_{j} \sigma_{j}^{ab}(t) \right)
\]
where \( t \) is the lag time, \( k_B \) is the Boltzmann constant, \( T \) is the temperature, \( V \) is the volume of the system, and \( \langle \cdots \rangle \) refers to the average over the configurations at the initial time \( (t = 0) \). Eq. (3.2) shows that the relaxation modulus is expressed as the autocorrelation function of the stress tensor, and the viscoelasticity has been analyzed for resin systems on the basis of Eq. (3.2) [177–179]. It should be noted that the relaxation modulus is actually given as the sum of \( G_{ab}(t) \) of Eq. (3.2) and the static elastic modulus \( G_s \) [180–183]. \( G_s \) vanishes for a fluid, while it is positive otherwise. This work focuses only on the time-dependent part of the relaxation modulus given by Eq. (3.2) to examine the position dependence of the stress-stress time correlation, and \( G_{ab}(t) \) of Eq. (3.2) is called relaxation modulus throughout the paper.

We now decompose Eq. (3.2) in terms of the spatial position. To do so, we introduce a conditional time correlation function as

\[
\Gamma_{ab}(t; \mathbf{r}) = \frac{\langle \sum_i \delta(\mathbf{r} - \mathbf{r}_i(0)) \sigma_{ab}^i(0) \sum_j \sigma_{ab}^j(t) \rangle}{\langle \sum_i \delta(\mathbf{r} - \mathbf{r}_i(0)) \rangle} \tag{3.3}
\]

where \( \mathbf{r}_i(t) \) is the position vector of the \( i \)th particle and the delta function \( \delta(\mathbf{r} - \mathbf{r}_i(0)) \) serves to categorize the particle according to its position at the initial time. With Eq. (3.3), the relaxation modulus is decomposed as

\[
G_{ab}(t) = \frac{1}{k_B T V} \int d\mathbf{r} \Gamma_{ab}(t; \mathbf{r}) \rho(\mathbf{r}), \tag{3.4}
\]

where \( \rho(\mathbf{r}) \) is the local number density of the particle and is given by

\[
\rho(\mathbf{r}) = \langle \sum_i \delta(\mathbf{r} - \mathbf{r}_i(0)) \rangle. \tag{3.5}
\]

\( \Gamma_{ab}(t; \mathbf{r}) \) is the time correlation between the stress exerted on a particle with position \( \mathbf{r} \) at time 0 and the stress of the whole system at time \( t \). It is integrated with the weight of \( \rho(\mathbf{r}) \) over the whole space to determine the (total) modulus of relaxation. Since \( \rho(\mathbf{r})d\mathbf{r} \) is the number of particles in the volume element \( d\mathbf{r} \), Eq. (3.4) corresponds to the sum of the local modulus over all the particles in the system. \( \Gamma_{ab}(t; \mathbf{r}) \) does not depend on \( \mathbf{r} \) in a homogeneous system, and it describes the dynamical
inhomogeneity per particle when the system is not homogeneous. The local stress at \( r \) responds more slowly to the strain when \( \Gamma^{ab}(t; r) \) persists over longer \( t \), and such a spatial picture can be obtained on the basis of Eqs. (3.3)-(3.5) at particle resolution. It should be further noted that our formulation is parallel to the spatial-decomposition treatment of viscosity in Ref. 82.

In this work, we treat a planar interface. The spatial inhomogeneity is present along the direction normal to the interface, and the system is homogeneous over the lateral directions. When the \( z \)-axis is set to the normal direction, the spatially-decomposed time correlation function of the stress is introduced as

\[
\Gamma^{xz}(t; z) = \frac{\langle \sum_i \delta(z-z_i(0)) \sigma_{xz}^i(0) \sum_j \sigma_{xz}^j(t) \rangle}{\langle \sum_i \delta(z-z_i(0)) \rangle},
\]

(3.6)

where \( z_i(t) \) is the location along the \( z \)-direction of the \( i \)th particle at time \( t \). The shear relaxation modulus is then given by an expression similar to Eq. (3.4) as

\[
G^{xz}(t) = \frac{1}{k_B T L_z} \int dz \Gamma^{xz}(t; z) \rho(z),
\]

(3.7)

\[
\rho(z) = \frac{1}{S_{xy}} \langle \sum_i \delta(z-z_i(0)) \rangle,
\]

(3.8)

where \( S_{xy} \) is the area of the system over the lateral directions and \( L_z \) is the \( z \)-length of the system. \( \Gamma^{xz}(t; z) \) is the contribution to the relaxation modulus from a particle located at \( z \) along the normal direction at time 0, and \( \rho(z) \) is the local density. For the resin-metal system of our interest, the \( xz \) or \( yz \) component of the relaxation modulus describes the response of the stress along the direction parallel to the interface against the shear strain building over the normal direction.

In our formalism, the relaxation modulus is decomposed in terms of the spatial distance from the interface. \( \Gamma^{xz}(t; z) \) is a dynamical quantity per particle to describe the viscoelastic behavior at position \( z \). It does not depend on \( z \) in the homogeneous bulk, and varies with \( z \) over a certain region near the interface. The spatial inhomogeneity of the time evolution of the stress is to be reflected in the \( z \) dependence of \( \Gamma^{xz}(t; z) \), that provides dynamical information for the “thickness” of the
interface in turn. \( \rho(z) \) is a static property to describe the local density. The variation range of \( \rho(z) \) with respect to \( z \) corresponds to the interfacial region (seen from the density), and \( \Gamma^{xz}(t;z)\rho(z)dz \) is the contribution to the (total) relaxation modulus from the particles located in an infinitesimal region of \( z \) to \( z + dz \); \( \Gamma^{xz}(t;z) \) is the contribution from a single particle and is weighted by the number of particles \( \rho(z)dz \). The general idea of the spatial-decomposition formula is to introduce a time correlation function conditioned by a spatial position and integrate it over the space for determining the total response function [82–84, 171, 172], and Eqs. (3.3) and (3.6) are specific forms of position-dependent correlation function to analyze the viscoelasticity.

In Eqs. (3.3) and (3.6), the sum over \( j \) is taken for all the particles in the system. It is not a sum over particles within a certain range around \( r \) or \( z \) that appears as the argument for the delta function in the sum over \( i \). In particular, the particles involved in the sum over \( j \) is not restricted to those close to the particles contributing to the sum over \( i \). Such “partial sum may be of physical appeal, while all the particles in the system are involved in the sums over \( j \) of Eqs. (3.3) and (3.6) in order to satisfy Eqs. (3.4) and (3.7). The left-hand sides of Eqs. (3.4) and (3.7) are the relaxation moduli, that are observables. These equations provide the connections between the local quantities of Eqs. (3.3) and (3.6) and the observables obtained as integrals over the whole space. Our spatial-decomposition formulae have been developed to assess the contribution of the local quantity to an integrated observable, and the “sum rules as in the forms of Eqs. (3.4) and (3.7) need to be kept to assure that the sum (integral) of the local contributions is equal to the observable [82–85, 171–176]. In Appendix 3.6.2, we note the summing procedures of Eqs. (3.3) and (3.6) in more details.

### 3.3 Methods

Coarse-grained MD simulations were performed to analyze the local viscoelasticities of the resin-metal systems. The interface between the resin and metal was taken to be planar, and the direction normal to the interface was set to the \( z \)-axis. The resin was modeled to mimic an oligomer of polyglycidylether of \( o \)-cresol formaldehyde novolac (EP) and polyphenol (PH), and its interaction
parameters were determined by referring to all-atom treatments. In the following, we first describe
the computational procedures for the coarse-grained MD, and after that, we note the methods for
the all-atom calculations.

3.3.1 Coarse-grained MD simulation

The resin was modeled as the KremerGrest model with the chain length \( N = 60 \) and the segment
density \( \rho = 1 \) [184]. This chain length was chosen by computing the Kuhn length in the all-atom
model and keeping the correspondence between the all-atom and coarse-grained treatments. See
Appendix 3.6.3 for the procedure to determine \( N \). The segment particles in the chains interact
with one another through the FENE-LJ (finite extensible nonlinear elastic potential-Lennard Jones)
potential expressed as

\[
U = U^{\text{FENE}}(r) + U^{\text{LJ}}(r)
\]

\[
U^{\text{FENE}}(r) = \begin{cases} 
-\frac{1}{2}kR_0^2 \ln \left[ 1 - \left( \frac{r}{R_0} \right)^2 \right], & r \leq R_0 \\
\infty, & r > R_0
\end{cases}
\]

\[
U^{\text{LJ}}(r) = \begin{cases} 
4 \varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right] - \left[ \left( \frac{\sigma}{r_{\text{cut}}} \right)^{12} - \left( \frac{\sigma}{r_{\text{cut}}} \right)^6 \right], & r \leq r_{\text{cut}} \\
0, & r > r_{\text{cut}}
\end{cases}
\]

where \( r \) is the distance between the segments, \( k \) is the spring constant, \( R_0 \) is the maximum extension
of the spring, \( \varepsilon \) and \( \sigma \) are taken as the units for energy and length, respectively, and \( r_{\text{cut}} \) is the cutoff
length. In our MD, these parameters were adopted from Morita et al: \( k = 30.0\varepsilon/\sigma^2 \), \( R_0 = 3.0\sigma \),
\( r_{\text{cut}} = 2.0\sigma \), and \( 0.5\tau^{-1} \) for the inverse friction constant for the Langevin dynamics where \( \tau \) is
the unit of time given by \( \sigma (m/\varepsilon)^{1/2} \) and \( m \) is the mass of the segment particle taken as unity in
the coarse-grained MD [185]. The FENE part is operative only between bonded segments located
as neighbors along a chain, and the LJ potential is active among all the segment particles. In the
present simulation, the attractive term was retained for the Lennard-Jones component of the inter-
particle interaction. \( \varepsilon/k_B \) is the unit temperature \( T_0 \), and it was reported that the glass-transition
Table 3.1: Metal parameters for coarse-grained MD. See Sec. 3.3.2 for the meaning of $\lambda$.

<table>
<thead>
<tr>
<th>Metal</th>
<th>$\lambda$</th>
<th>$\varepsilon_{\text{wall}} / \varepsilon$</th>
<th>$\sigma_{\text{wall}} / \sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pt</td>
<td>1.0</td>
<td>2.65</td>
<td>0.401</td>
</tr>
<tr>
<td>Al</td>
<td>1.0</td>
<td>1.80</td>
<td>0.407</td>
</tr>
<tr>
<td>Al</td>
<td>0.1</td>
<td>0.18</td>
<td>0.407</td>
</tr>
</tbody>
</table>

temperature of the Kremer-Grest model with $20 \leq N \leq 200$ is $T_g = 0.4T_0$ [185].

The metal was treated as a Lennard-Jones wall with the potential $U_{\text{wall}}(z)$ expressed as

$$U_{\text{wall}}(z) = \varepsilon_{\text{wall}} \left[ \frac{2}{15} \left( \frac{\sigma_{\text{wall}}}{z} \right)^9 - \left( \frac{\sigma_{\text{wall}}}{z} \right)^3 \right]$$

(3.12)

where $z$ is the distance from the wall along the direction normal to the interface, $z = 0$ is the position of the wall, and $\varepsilon_{\text{wall}}$ and $\sigma_{\text{wall}}$ are the interaction strength and length, respectively. They were determined by referring to the all-atom parameters and are listed in Table 3.1. The procedures to obtain $\varepsilon_{\text{wall}}$ and $\sigma_{\text{wall}}$ are described in Appendix 3.6.4.

MD was performed with LAMMPS-31Mar17 [128], and the simulation system was built through the following procedures. A low-density system of $\rho \simeq 0.001$ was first prepared by locating 2,000 chains in a cubic unit cell without metal wall. The Langevin dynamics was then performed over $10^8$ steps at a temperature of $T_0$ and a time step of 0.01 $\tau$. In this calculation, the unit cell was gradually reduced in size so that each of the $x$, $y$, and $z$ lengths was modified linearly with time to have the $z$ length of $120\sigma$ and $\rho = 1$ at the end of run. The periodic boundary condition was employed along the $x$ and $y$ directions with the minimum image convention, and the non-periodic reflective boundary condition was adopted for the $z$ direction; in the reflective boundary condition, a particle is given the reversed velocity (along $z$) when it comes to the boundary. The next step is to fix the $z$ length of the unit cell and introduce $U_{\text{wall}}(z)$ at both ends of the $z$ boundary. Three systems were actually examined with $\varepsilon_{\text{wall}}$ and $\sigma_{\text{wall}}$ in Table 3.1, and for each system, MD was done at a time step of 0.01 $\tau$ and a temperature of $0.5T_0$ over $10^8$ steps for equilibration and over $3 \times 10^6$ for production. $0.5T_0$ was chosen so that the ratio of the simulation temperature to the glass-transition temperature ($T_g$) is identical between the coarse-grained treatment and the all-atom simulation described below.
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Figure 3.1: Fragment models for determining the atomic charges in the oligomers. The all-atom MD simulations were performed at \( n = 7 \).

See Appendix 3.6.5 for the determination of \( T_g \). To improve the statistics, the above procedures for coarse-grained MD were repeated 100 times and the results were obtained by averaging over the 100 runs.

### 3.3.2 All-atom MD simulation

To see the resin-metal interfaces in more details and provide a justification for the coarse-grained modeling, we also conducted all-atom simulations for the resin-metal systems with a variety of adhesion strengths. The resin used in our calculations is an oligomer of polyglycidylether of \( \sigma \)-cresol formaldehyde novolac (EP) and polyphenol (PH), which is a common thermoset in manufacturing of electronic devices. In a typical process, the mixture of EP and PH are fed as raw materials and polymerize to the chemical structure of Fig. 3.1 by connecting their terminal groups alternately [5, 141–143]. Our simulations adopted \( n = 7 \). The metals treated were platinum and aluminum of face-centered-cubic (fcc) structure with the (001) plane as the interface.
The force field adopted was Dreiding for the oligomer of EP and PH and the parameters for the metals were taken from Heinz et al [93, 94, 97]. The resin-metal interaction was of Lennard-Jones form written as

\[ U_{rm}(r_{ij}) = 4\varepsilon_{rm} \left[ \left( \frac{\sigma_{rm}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{rm}}{r_{ij}} \right)^{6} \right] \]  

(3.13)

where \( \varepsilon_{rm} \) and \( \sigma_{rm} \) are the energy and length parameters for the resin-metal interaction, respectively, and \( r_{ij} \) is the inter-atomic distance between the \( i \)th atom of resin and the \( j \)th atom of metal. The electrostatic part is not present in Eq. (3.13) since the metal was treated as an uncharged material. Heinz et al.’s parameters are suitable for simulations of resin (polymer)-metal interface, as reported for such properties as surface tension, interfacial tension, and contact angle [93, 94, 96, 98, 112–116, 118, 120–123]. To further analyze the effect of resin-metal interaction on the adhesion strength, the scaled interaction with aluminum was examined by replacing \( \varepsilon_{rm} \) to \( \lambda \varepsilon_{rm} \) in Eq. (3.13) with \( \lambda = 0.1, 0.2, \) and 0.5. The resin-aluminum interaction was artificially weakened by this scaling.

The partial charges on the resin were determined from quantum-chemical calculations at B3LYP/6-31G(d,p) level using Gaussian09 package and the restrained electrostatic potential (RESP) procedure [124–126], with the following steps. The geometry optimization in vacuum was conducted for the three fragments shown in Fig. 3.1, and the charges on the fragments were transferred to the resin with the convention of color matching in Fig. 3.1. All the charges thus assigned were then shifted by an equal amount so that the total charge vanishes.

The all-atom MD simulations were also carried out with LAMMPS-31Mar17 [128]. The lengths of the bonds involving a hydrogen atom were constrained by SHAKE [146]. The electrostatic interaction was handled by the particle-particle particle-mesh (PPPM) method with a real-space cutoff of 1.2 nm and a root mean square force accuracy of \( 10^{-5} \) [129, 130]. The Lennard-Jones (LJ) interaction was truncated at 1.2 nm without long-range correction, and the periodic boundary condition was adopted with minimum image convention.

The simulated system was set by first building the metal and resin layers separately and then attaching them. The metal layer was a cubic crystal of fcc form with an edge length of 4 nm with
(001) plane facing upward to the positive $z$ direction. A vacuum region of 2.0 nm was added above the layer, and the metal was subject to energy minimization. The resin layer was prepared by first locating 28 resin molecules at a low initial density (0.001 g/cm$^3$) in a cubic unit cell. The resins were then subject to a 2-step procedure presented next. The first step was a 100-ps MD. The $x$ and $y$ lengths of the unit cell were reduced at a uniform rate to make them equal to those of the metal layer at the end of run, and the $z$ length was modified gradually to reach a unit-cell density of 0.97 g/cm$^3$. This is the average density at 450 K and 1 bar and was obtained by performing MD for bulk resin through the procedures in Table 2 of Ref. 163 for 10 times. In the second step, MD was carried out in the $NVT$ ensemble first at 600 K for 1 ns and further at 450 K for 2 ns. In the 2-step preparation of the resin layer, the equation of motion was solved by the velocity Verlet integrator at a time step of 0.5 fs and the temperature was maintained with the Nosé-Hoover thermostat at coupling constants of 1 and 2 ps, respectively, for the first and second steps [127, 131–134]. The use of 450 K in the above actually corresponds to the practical procedure of curing the resin; see the end of the next paragraph.

The resin-metal interface was built by stacking the resin over the metal along the $z$ direction with a vacuum region of 2.0 nm further above the resin layer. The top of this vacuum region is coincident with the bottom of the metal due to the periodic boundary condition. The next step was to remove the vacuum region through a 500-ps MD conducted at 600 K to gradually reduce the $z$ length of the unit cell of the combined resin-metal system to the sum of those of the resin and metal layers at the final snapshots of their separate preparations. The equilibration and production runs followed with $NVT$ MD over 10 ps at a temperature of 600 K and a time step of 0.1 fs and subsequently over 1 ns at 600 K and 0.5 fs. In these MD runs, the Langevin dynamics was employed at an inverse friction constant of 1.0 ps for temperature control [147, 148] and the production part was the last 250 ps. The set of simulations described above was done 20 times, thus 5-ns $NVT$ data in total were used for analyses. It should be noted that the resin-metal system was simulated at 600 K after the resin bulk was first prepared at 450 K and was then stacked on the metal by keeping the resin volume at the one at 450 K. This computation scheme corresponds to the common process in manufacturing
of electronic devices with thermosets. The thermosets (epoxy resins) are polymerized and cured typically at 450 K, and they are often used in practice at $\sim 600$K to cure other materials [3, 6, 7].

### 3.4 Results and Discussion

We first describe the strength of adhesion in the all-atom model. Figure 3.2 shows snapshot configurations of the resin-metal systems right after their production runs. In all the systems examined, the resins do not detach from the interface. To assess quantitatively the adhesion strength, we introduce the adhesion energy $E_{ad}$ as

$$E_{ad} = -\frac{1}{2S_{xy}} \sum_{i,j} U_{rm}(r_{ij})$$

(3.14)

where $U_{rm}$ is the resin-metal interaction of Eq. (3.13), the sum is taken over all the pairs of resin and metal atoms, and $S_{xy}$ is the area of the MD unit cell over the lateral directions. The right-hand side of Eq. (3.14) is divided by 2 since the metal wall is present both at the upper and lower sides of the resin layer. $E_{ad}$ is listed in Fig. 3.2. It is the largest for platinum interface, and reduces for aluminum
when \( \lambda \) becomes small. The three systems of platinum and aluminum with \( \lambda = 1.0 \) and 0.5 are of tight adhesion with adhesion energies of more than \( 10^2 \) mJ/m\(^2\). These energies are larger than the commonly observed work of adhesion between immiscible resins, which is typically of several tens of mJ/m\(^2\) [186, 187]. Accordingly, the resin-metal interaction overwhelms the interactions among the resins and the tight adhesion is expected when the metal surface is clean, for example, without (unintended) adsorption of an organic compound. \( E_{ad} \) for the aluminum with \( \lambda = 0.2 \) and 0.1 is at the same order of magnitude as the adhesion work of immiscible resins. In fact, these \( \lambda \)'s were examined for the purpose of elucidating the effect of the resin-metal interaction strength. The metals used in practice are platinum, aluminum, copper, and gold [3–7], and their interactions with the resins are stronger than the resin-resin interaction [94].

We now turn to analyses with the coarse-grained model. The metal is modeled as a Lennard-Jones wall of Eq. (3.12), and we analyze only the resin part. Although the \( \epsilon_{wall} \) value examined was 2.65\( \epsilon \), 1.80\( \epsilon \), and 0.18\( \epsilon \), it will be simply written as 2.65, 1.80, and 0.18, respectively, in the following. These \( \epsilon_{wall} \) correspond to platinum, aluminum at \( \lambda = 1.0 \), and aluminum at \( \lambda = 0.1 \) in the all-atom treatment, respectively. To evaluate the strength of adhesion in the coarse-grained
model, we adopt the adhesion energy $E_{ad}$ with

$$E_{ad} = -\frac{1}{2S_{xy}} \sum_i U_{wall}(z_i)$$

(3.15)

where $U_{wall}$ is the resin-wall interaction of Eq. (3.12), $z_i$ is the distance along the $z$ direction from the wall to the $i$th segment particle, and the sum is taken over all the segments in the resins. Snapshot configurations of the coarse-grained resin-wall systems are depicted in Fig. 3.3 with the values of $E_{ad}$. In all the systems examined, the resin is adhered to the wall. This is consistent with the results for the resin-metal interface in the all-atom treatment for platinum and aluminum with $\lambda=1.0$ and 0.1. It is further observed that $E_{ad}$ grows with $\varepsilon_{wall}$. As was also seen with the all-atom models, $E_{ad}$ reflects the strength of resin-wall interaction directly. The $E_{ad}$ values expressed in the units of mJ·m$^{-2}$ are shown in Fig. 3.3, in addition. When they are compared with the all-atom values in Fig. 3.2, $E_{ad}$ in the coarse-grained model is about half of that in the all-atom model. The interactions are not taken into account when they are in the spatial scales smaller than the size of the segment, which is considered a cause of the smaller $E_{ad}$ in the coarse-grained model.

To study the motion of the segment at the interfacial region, we analyzed the mean-square displacement (MSD) as a function of the normal distance from the wall $z$. The local MSD of a segment $\phi(t;z)$ is defined as

$$\phi(t;z) = \frac{\langle \sum_i \delta(z - z_i(0)) (r_i(t) - r_i(0))^2 \rangle}{\langle \sum_i \delta(z - z_i(0)) \rangle}$$

(3.16)

where $z_i(t)$ and $r_i(t)$ are the $z$-position and the position vector of the $i$th segment at time $t$, respectively, and $\langle \cdots \rangle$ refers to the average over the configurations at the initial time ($t = 0$). This expression was proposed by Tanaka et al [154, 185], and Figure 3.4 shows $\phi(t;z)$ as contours of $t$ and $z$. It is evident that the motion of the segment slows down near the wall when $\varepsilon_{wall} = 2.65$ or 1.80 and the resin-wall interaction is strong. The effect of the wall extends from the interface to $\sim20\sigma$ and $\sim10\sigma$ for $\varepsilon_{wall} = 2.65$ and 1.80, respectively, and an appreciable growth of MSD is not observed there. The resin then adheres tightly to the wall as evidenced in Fig. 3.3, and in such
Figure 3.4: Local mean-square displacement of a segment $\phi(t;z)$ as contours of $t$ and $z$ at $\epsilon_{\text{wall}} = 2.65, 1.80, \text{and 0.18 from top to bottom.} \ z = 0 \text{ refers to the position of the interface, where } U_{\text{wall}} \text{ of Eq. (3.12) is singular. The displayed } \phi(t;z) \text{ is the average of the values calculated at the upper and lower walls. } \phi(t;z) \text{ is plotted by discretizing Eq. (3.16) with } \Delta z = 0.1\sigma \text{ and } \Delta t = 0.01\tau.$
circumstances, the wall acts to retard the motion of the resin. The slowdown of the segment motion at \( \varepsilon_{\text{wall}} = 2.65 \) or 1.80 is consistent with an increase of \( T_g \) observed with fluorescence experiment for polystyrene and with results of previous coarse-grained simulations, in which the diffusion was shown to be slower near the wall [154]. \( \phi(t; z) \) at \( z \lesssim 20\sigma \) is further smaller for \( \varepsilon_{\text{wall}} = 2.65 \) than for \( \varepsilon_{\text{wall}} = 1.80 \). This shows that the segment motion is suppressed by the wall more when the resin-wall interaction is stronger. When \( \varepsilon_{\text{wall}} \) is 0.18, on the other hand, the deviation of \( \phi(t; z) \) from its bulk behavior is localized only within the region of a few \( \sigma \) from the wall and \( \phi(t; z) \) in that region is larger than in the bulk. The resin moves fast only around the interface when its interaction with the wall is weak. The motions of resin along the lateral and normal directions to the interface can be separately analyzed, furthermore. See Appendix 3.6.6 for the lateral and normal components of \( \phi(t; z) \).

Figure 3.5 depicts the segment density \( \rho(z) \). Sharp and crystal-like peaks are present at each \( \varepsilon_{\text{wall}} \), showing that the segments are well structured near the wall. As illustrated in the insets, \( \rho(z) \) oscillates at a period of \( \sigma \) and the ordering is particularly evident at \( \varepsilon_{\text{wall}} = 2.65 \) and 1.80. Since the structure formation is stronger at a larger \( \varepsilon_{\text{wall}} \), the attractive interaction between the segment and wall is responsible for the formation of layers. Actually, the density enhancement at the interface was observed for polymer melts and films in previous works, which employed weaker resin-wall interactions than ours and did not exhibit layering structures [154, 185, 188]. The amplitude of oscillation of \( \rho(z) \) decays in \( \sim 20\sigma \) at \( \varepsilon_{\text{wall}} = 2.65 \) and 1.80 and in \( \sim 5\sigma \) at \( \varepsilon_{\text{wall}} = 0.18 \). The thickness of the layer is thus larger than the radius of gyration of the resin \( (2.6\sigma) \) and the interaction range between the resin and wall \( (\sim 0.4\sigma \) according to Eq. (3.12) and Table 3.1). This suggests that the ordered structure reflects not only the direct, resin-wall interaction but also the resin-resin correlation.

To analyze the spatial inhomogeneity of the equal-time correlation of the stress, \( \Gamma^\varepsilon(t; z) \) is plotted against \( z \) at \( t = 0 \) in Fig. 3.5. The extent of stress fluctuation is connected to \( \Gamma^\varepsilon(0; z) \), and according to Fig. 3.5, \( \Gamma^\varepsilon(0; z) \) oscillates with \( z \) at a period of \( \sigma \) and decays to the bulk value in \( \sim 20\sigma \) and \( \sim 5\sigma \) for \( \varepsilon_{\text{wall}} = 2.65 \) and 1.80 and for \( \varepsilon_{\text{wall}} = 0.18 \), respectively. The spatial range of
Figure 3.5: Local number density of segments $\rho(z)$ (left), equal-time correlation of the local stress $\Gamma^{xz}(0;z)$ (center), and spatially-decomposed relaxation modulus $\Gamma^{xz}(t;z)$ normalized by $\Gamma^{xz}(0;z)$ (right) at $\varepsilon_{\text{wall}} = 2.65$, 1.80, and 0.18 from top to bottom. $z = 0$ refers to the position of the interface, where $U_{\text{wall}}$ of Eq. (3.12) is singular. The displayed $\rho(z)$ and $\Gamma^{xz}(t;z)$ are the averages of the values calculated at the upper and lower walls. The space and time are discretized with $\Delta z = 0.1 \sigma$ and $\Delta t = 0.01 \tau$, respectively. The graduation for $t$ is linear in $t < \tau$ and is logarithmic in $t > \tau$. 
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Figure 3.6: Averaged correlation of the stress $\Gamma_{\text{ave}}^{xz}(0; z)$ (left) and the decay profile expressed as $\Gamma_{\text{ave}}^{xz}(t; z)/\Gamma_{\text{ave}}^{xz}(0; z)$ (right) at $\varepsilon_{\text{wall}} = 2.65, 1.80, \text{ and } 0.18$ from top to bottom. $z = 0$ refers to the position of the interface, where $U_{\text{wall}}$ of Eq. (3.12) is singular. The displayed $\Gamma_{\text{ave}}^{xz}(t; z)$ is the average of the values calculated at the upper and lower walls, and the space and time are discretized with $\Delta z = \sigma$ and $\Delta t = 0.01\tau$, respectively. The graduation for $t$ is linear in $t < \tau$ and is logarithmic in $t > \tau$.

The wall’s effect is thus in correspondence between $\Gamma_{z}^{xz}(0; z)$ and the density $\rho(z)$, and the amplitude of oscillation of $\Gamma_{z}^{xz}(0; z)$ is also larger in the order of $\varepsilon_{\text{wall}} = 2.65, 1.80, \text{ and } 0.18$. The layering of the stress correlation is caused by the resin-wall interaction and is more so when the adhesion is strong. The phase of oscillation is opposite between $\Gamma_{z}^{xz}(0; z)$ and $\rho(z)$, though. $\Gamma_{z}^{xz}(0; z)$ refers to the local correlation of the stress per particle, and a particle located at $z$ with small $\rho(z)$ tends to be strongly stressed toward stable positions.

To see the local correlation of the stress in the spatial scale corresponding to the segment size,
we show in Fig. 3.6 the averaged $\Gamma_{xz}(t;z)$ defined as

$$\Gamma_{ave}^{xz}(t;z) = \frac{\int_{z}^{z+\Delta z} d' \rho(z') \Gamma_{xz}(t;z')}{\int_{z}^{z+\Delta z} d' \rho(z')}$$  \hspace{1cm} (3.17)$$

where $\Delta z = \sigma$. $\Gamma_{ave}^{xz}(t;z)$ is simply the stress-stress correlation function evaluated with a discretization of $\Delta z = \sigma$, which is in turn the thickness of a single layer in the interfacial region and is close to the Kuhn length of our resin model (see the end of Appendix 3.6.3). $\Gamma_{ave}^{xz}(0;z)$ corresponds to the stress fluctuation for a layer, and stays within a few tens of % from the bulk value. When seen per layer, the equal-time correlation of the stress is not strongly influenced by the formation of the layered structure due to the cancellation of the oscillation within the layer. Actually, the resin is weakly stressed for all the systems examined when the resin is right near the wall and $z$ is within a few $\sigma$. The weakening of the stress correlation is further observed up to $\sim 20\sigma$ when $\varepsilon_{wall} = 2.65$ and $1.80$, and reflects the observation in Fig. 3.5 that $\Gamma_{xz}(0;z)$ oscillates in opposite phase with $\rho(z)$. Within each layer, $\Gamma_{xz}(0;z)$ is smaller when $\rho(z)$ is larger. The averaging procedure in Eq. (3.17) then implies that a smaller $\Gamma_{xz}(0;z)$ is weighted more, and accordingly, the resin is less stressed in the interfacial region than in the bulk when examined over the spatial scale corresponding to the layer.

Figure 3.5 also shows $\Gamma_{xz}(t;z)/\Gamma_{xz}(0;z)$ as contours of $t$ and $z$. For all the systems examined, $\Gamma_{xz}(t;z)/\Gamma_{xz}(0;z)$ in a few $\sigma$ from the wall decays faster than in the bulk. The stress-stress correlation is shorter-lived near the wall, irrespective of the strength of resin-wall interaction. When $\varepsilon_{wall} = 2.65$ and $1.80$, the correlation enhances in the region from a few $\sigma$ to $\sim 20\sigma$. This region corresponds to the one with layered structure seen from $\rho(z)$ and also to the region with slowed motion of the resin in Fig. 3.4. The resin at $z$ beyond a few $\sigma$ keeps the local stress for longer time when it is ordered and moves slowly, and the decay time there is larger than that in $z \gtrsim 20\sigma$. When the resin-wall interaction is weaker and $\varepsilon_{wall} = 0.18$, the decay of $\Gamma_{xz}(t;z)/\Gamma_{xz}(0;z)$ beyond a few $\sigma$ from the wall is similar to that in the bulk. The dynamic inhomogeneity can thus be observed when the resin-wall interaction is strong and the layer structure develops to $\sim 10$ nm scale ($\sigma$ corresponds
to the Kuhn length of 0.7 nm, as noted in Appendix 3.6.3).

\[ \Gamma_{\text{ave}}^{xz}(t; z) / \Gamma_{\text{ave}}^{xz}(0; z) \]

shown in Fig. 3.6 has common features with \[ \Gamma_{\text{ave}}^{xz}(t; z) / \Gamma_{\text{ave}}^{xz}(0; z) \] in Fig. 3.5, that involves finer resolution in space. The effect of the density oscillation is absorbed into \[ \Gamma_{\text{ave}}^{xz}(0; z) \] when the averaging is done over the layers, and the stress-stress correlation function is rather insensitive to the setting of the spatial resolution when it is normalized by the equal-time \( (t = 0) \) value.

To analyze the stress-stress correlation in more details, we depict \[ \Gamma_{\text{ave}}^{xz}(t; z) / \Gamma_{\text{ave}}^{xz}(0; z) \] at specific \( z \) of \( \sigma, 10\sigma, \) and \( 50\sigma \) in Fig. 3.7. \( z = \sigma \) is close to the wall, and \( z = 50\sigma \) corresponds to a point in the bulk. \[ \Gamma_{\text{ave}}^{xz}(t; z) \] decays with oscillation in the short-time region up to several tenths of \( \tau \), where \( \tau \) is defined as \( \sigma(m/\varepsilon)^{1/2} \) and corresponds to 68 ps in our model (see the end of Appendix 3.6.4). The local stress oscillates over the ps scale, and the period of oscillation is \( \sim 0.1\tau \) for all the cases. The oscillatory behavior of \[ \Gamma_{\text{ave}}^{xz}(t; z) \] is thus due to the interactions among the resins since the interface does not affect the oscillation period. When \( \varepsilon_{\text{wall}} \) is 2.65 or 1.80, the initial decay of \[ \Gamma_{\text{ave}}^{xz}(t; z) \] is weaker at \( z = \sigma \) and \( 10\sigma \) than at \( z = 50\sigma \). \[ \Gamma_{\text{ave}}^{xz}(t; z) \] at \( z = \sigma \) decays faster than that in the bulk only after it oscillates a few times. In other words, the resin flows more readily right near the wall when the crystal-like oscillation is damped. \[ \Gamma_{\text{ave}}^{xz}(t; z) \] at \( z = 10\sigma \) does not change appreciably over a duration of \( \sim \tau \) after its oscillation becomes indistinct. A plateau is present during the stress-stress relaxation in the middle of the layered structure of the resin adhered strongly to the metal. When \( \varepsilon_{\text{wall}} \) is 0.18 and the resin-wall interaction is weak, \[ \Gamma_{\text{ave}}^{xz}(t; z) \] at \( z = \sigma \) decays fast over the whole range of time. We saw in Fig. 3.6 that the equal-time correlation of the local stress is not affected significantly by the wall also at \( \varepsilon_{\text{wall}} = 0.18 \), and it is revealed in combination with Fig. 3.7 that the resin at the weakly interacting wall is stressed as in the bulk but relaxes easily. The decay profile of \[ \Gamma_{\text{ave}}^{xz}(t; z) \] is similar between \( z = 10\sigma \) and \( 50\sigma \) when \( \varepsilon_{\text{wall}} = 0.18 \). This is in correspondence to the local MSD shown in Fig. 3.4, and the effect of the interface is not appreciable beyond a few \( \sigma \).

We lastly discuss the connection between the inhomogeneity in the viscoelasticity and the strength of adhesion. Our simulation showed that the resin located at the interface is mostly more viscous than that in the bulk and relaxes slower when the resin-wall interaction is stronger than the resin-resin. The presence of more viscous regions indicates that the resin at the interface does not
Figure 3.7: $\Gamma_{\text{ave}}^{xz}(t;z)$ normalized by $\Gamma_{\text{ave}}^{xz}(0;z)$ at $z = \sigma$, $10\sigma$, and $50\sigma$ against $t$ for $\varepsilon_{\text{wall}} = 2.65$, 1.80, and 0.18 from top to bottom. See Eqs. (3.6) and (3.17) for the definition of $\Gamma_{\text{ave}}^{xz}(t;z)$. The graduation for $t$ is linear in $t < \tau$ and is logarithmic in $t > \tau$. 
flow easily by the external stress, and the contact of the resin and metal is kept for longer time. A common approach for improving the adhesion strength is to increase the interaction with the substrate, with the wettability often employed as a measure of interaction strength. Our simulation results suggest, in addition, that an additive can be utilized for better adhesion if it is preferentially located near the interface and makes more viscous the adhesive (resin) there. In practical applications, indeed, an oligomer with high $T_g$ is often mixed to the adhesive for the purpose of modifying the viscoelasticity at the interface [189–193].

3.5 Conclusion

The spatial-decomposition formula was developed for the relaxation modulus. The distance along the normal direction from a planar interface was taken as the spatial coordinate, and the spatially-decomposed relaxation modulus was introduced as the stress-stress time correlation function conditioned by the spatial coordinate. The spatial-decomposition analysis of viscoelasticity was then conducted for a thermoset resin in contact with metal, and coarse-grained MD simulations were carried out using the Kremer-Grest model. When the resin-metal interaction is strong, well-ordered layers of the resin were seen to form over a spatial range that is an order-of-magnitude larger than the segment size of the resin. The motion of the segment is slower in the ordered layers than in the bulk and is faster right near the wall when the interaction with the wall is weak. In the presence of a strong interaction between the resin and wall, in fact, the stress-stress correlations of the resins in the layers decay more slowly compared to the bulk. The equal-time correlation of the local stress in the interfacial region oscillates in opposite phase with the resin density, and when seen over the segment scale, it is not affected significantly by the resin-wall interaction. The resin is thus more viscous in the well-ordered layers in the sense that it has longer decay times against the local stress. When the interaction is weak between the resin and wall, the effect of the interface was evidenced only in the proximate region to the wall and the stress-stress correlation decays faster there. The interaction of the resin with the metal needs to be strong when the viscoelasticity is to be modified,
and in such a case, the resin’s viscoelasticity is modified over a range which is larger than the size of the resin segment by an order of magnitude.

In the present work, we developed a framework for analyzing the relaxation modulus with spatial resolution and applied it to resin-metal interfaces using a coarse-grained model. The framework is exact and general, and will be applicable to a non-planar interface and a polymer species with crosslinks. In subsequent work, we examine a resin at an interface with nano-sized pores to connect the viscoelastic inhomogeneity with the modified adhesion by the nano-scale roughening of a metal surface.

### 3.6 Appendix

#### 3.6.1 On the form of the stress tensor $\sigma_{ij}^{ab}$

According to Eq. (3.1), the stress tensor on the $i$th particle is expressed as a sum of the kinetic contribution and the potential-energy contribution. Equation (3.1) is actually for a two-body potential, and a more general form is presented in this Appendix. The Kremer-Grest model is a two-body potential, while the angle bending, dihedral torsion, and improper torsion are described by potential functions involving more than two atoms. Following the Irving-Kirkwood-Noll (IKN) scheme, the stress tensor $\sigma_{ij}^{ab}$ is written as [151–153, 194–201]

$$\sigma_{ij}^{ab} = m_i v_i^a v_i^b + \sum_k \left( \sum_{L=1}^{N_K} \frac{1}{n_i} \sum_{i=1}^{n} r_i^a f_i^b \right) + \Omega(r_i^a, f_i^b)$$

(3.18)

where $K$ counts the type of interaction, $N_K$ is the number of interactions of the $K$th type, and the interaction $L$ involves $n$ bodies of $i = 1, \ldots n$. $r_i^a$ is the $a$-component of the position of the $i$th atom and $f_i^b$ is the $b$-component of the force acting on the $i$th atom by interaction $L$. $\Omega(r_i^a, f_i^b)$ is the contribution from the reciprocal-space part in the lattice-sum treatment of the electrostatic interaction and its form for the particle-particle particle-mesh (PPPM) method is given in Ref. 153. The bond-stretching and Lennard-Jones interactions as well as the real-space part of the electrostatic
interaction are of two-body, and the angle-bending motion corresponds to $n = 3$. The dihedral and improper torsions are described by potentials with $n = 4$. In Eq. (3.18), the contribution from the $n$-body interaction is assigned in the equal amount to each atom involved [202], and this is the scheme adopted in stress/atom command in LAMMPS-31Mar17 [128, 151–153]. The pressure profile in lipid membrane and the stress distribution in metallic alloys were indeed analyzed by Eq. (3.18) [199, 203–207], while the non-uniqueness of the partitioning of the $n$-body contribution ($n \geq 3$) was pointed out [208–211].

### 3.6.2 Introduction of layers in connection to the definition of $\Gamma^{ab}(t; z)$

The interfacial tension is related to the work of adhesion and is expressed as an integral of the difference between the stresses along the normal and lateral directions to the interface. When the interface is taken to span over the $xy$ plane and the system is inhomogeneous along the $z$ direction, the interfacial tension $\gamma$ is written as

$$
\gamma = \int \left[ \langle \sigma_{zz}(z) \rangle - \frac{\langle \sigma_{xx}(z) \rangle + \langle \sigma_{yy}(z) \rangle}{2} \right] dz \tag{3.19}
$$

where $\sigma_{ab}(z)$ is the $ab$-component of the stress tensor at position $z$ and $\langle \ldots \rangle$ denotes the ensemble average. When a set of layers are introduced along $z$, the stress in the $I$th layer is defined as

$$
\sigma_{I}^{ab} = \sum_{i \in I} \sigma_{i}^{ab} \tag{3.20}
$$

where $\sigma_{i}^{ab}$ is the stress on the $i$th particle given by Eqs. (3.1) and (3.18) and the sum is taken over the particles belonging to the $I$th layer [$z_I : z_I + \Delta z$]. Equation (3.19) then leads to

$$
\gamma = \sum_{I} \left[ \langle \sigma_{I}^{zz} \rangle - \frac{\langle \sigma_{I}^{xx} \rangle + \langle \sigma_{I}^{yy} \rangle}{2} \right], \tag{3.21}
$$
Figure 3.8: Self part of the stress-stress correlation function per particle contained in the $I$th layer at time zero $\Gamma_{I,\text{self}}^{xz}(0)$ and the averaged correlation of the stress $\Gamma_{\text{ave}}^{xz}(0; z)$ (left) and the decay profiles expressed as $\Gamma_{I,\text{self}}^{xz}(t)/\Gamma_{I,\text{self}}^{xz}(0)$ and $\Gamma_{\text{ave}}^{xz}(t; z)/\Gamma_{\text{ave}}^{xz}(0; z)$ (right) at $\epsilon_{\text{wall}} = 2.65, 1.80, \text{and } 0.18$ from top to bottom. $z = 0$ refers to the position of the interface, where $U_{\text{wall}}$ of Eq. (3.12) is singular. The displayed $\Gamma_{I,\text{self}}^{xz}(t)$ is the average of the values calculated at the upper and lower walls, and the space and time are discretized with $\Delta z = \sigma$ and $\Delta t = 0.01\tau$, respectively. The graduation for $t$ is linear in $t < \tau$ and is logarithmic in $t > \tau$. The ordinate for the right figure is graduated linearly below 0.1 and logarithmically above 0.1. $\Gamma_{\text{ave}}^{xz}(0; z)$ and $\Gamma_{\text{ave}}^{xz}(t; z)/\Gamma_{\text{ave}}^{xz}(0; z)$ in the present figure are the same as those plotted in Figs. 3.6 and 3.7, respectively.

and Eq. (3.2) is rewritten as

$$G^{xz}(t) = \frac{1}{k_B TV} \sum_I \left[ \langle \sigma_{I}^{xz}(0) \sigma_{I}^{xz}(t) \rangle + \langle \sigma_{I}^{xz}(0) \sum_{J \neq I} \sigma_{J}^{xz}(t) \rangle \right]. \quad (3.22)$$

It should be noted that while only a single sum over $I$ is involved in Eq. (3.21), the double sum over $I$ and $J$ appear in Eq. (3.22). Although the interfacial tension $\gamma$ of Eq. (3.19) is linear in $\sigma^{ab}_i$, the relaxation modulus $G^{ab}(t)$ of Eq. (3.2) is quadratic as required by the linear-response theory.

Equation (3.22) provides a decomposition of $G^{xz}(t)$ into the contributions from the layers.
Within the bracket, the time correlation function of the stress within the \( I \)th layer and that between distinct layers are involved. Due to the presence of the double-sum term, \( G^{xz}(t) \) is not given by the sum of \( \langle \sigma^x_I(0) \sigma^x_I(t) \rangle \) over \( I \). \( \langle \sigma^x_I(0) \sigma^x_I(t) \rangle \) is the self part of the correlation within the \( I \)th layer, and is not sufficient to determine the observable, relaxation modulus \( G^{xz}(t) \).

It may still be of physical appeal to examine the self part of the stress-stress correlation function per particle contained in the \( I \)th layer defined as

\[
\Gamma^{xz}_{I,\text{self}}(t) = \frac{\langle \sigma^x_I(0) \sigma^x_I(t) \rangle}{N_I}
\]  

(3.23)

where \( N_I \) is the average number of particles in the \( I \)th layer. The layer width \( \Delta z \) was taken to be \( \sigma \) as in Fig. 3.6, and Fig. 3.8 shows the zero-time component \( \Gamma^{xz}_{I,\text{self}}(0) \) and the decay profile \( \Gamma^{xz}_{I,\text{self}}(t)/\Gamma^{xz}_{I,\text{self}}(0) \) for \( \varepsilon_{\text{wall}} = 2.65, 1.80, \) and \( 0.18 \). At each \( \varepsilon_{\text{wall}} \) and \( z \), \( \Gamma^{xz}_{I,\text{self}}(0) \) is smaller than \( \Gamma^{xz}_{\text{ave}}(0; z) \) in Fig. 3.6, implying that the interactions among different layers enhance the stress cooperatively. Actually, the \( z \) dependence is similar between \( \Gamma^{xz}_{I,\text{self}}(0) \) and \( \Gamma^{xz}_{\text{ave}}(0; z) \), and their difference is mainly a constant shift. Figure 3.8 further compares the decay profiles of \( \Gamma^{xz}_{I,\text{self}}(t)/\Gamma^{xz}_{I,\text{self}}(0) \) and \( \Gamma^{xz}_{\text{ave}}(t; z)/\Gamma^{xz}_{\text{ave}}(0; z) \) at \( z = \sigma, 10\sigma, \) and \( 50\sigma \). It is seen that the former decays faster with stronger oscillation for each set of \( \varepsilon_{\text{wall}} \) and \( z \). \( \Gamma^{xz}_{I,\text{self}}(t)/\Gamma^{xz}_{I,\text{self}}(0) \) can change its sign within several tenths of \( \tau \), and the oscillation along the \( t \) axis is suppressed when the contributions from distinct layers are incorporated. \( \Gamma^{xz}_{I,\text{self}}(t)/\Gamma^{xz}_{I,\text{self}}(0) \) and \( \Gamma^{xz}_{\text{ave}}(t; z)/\Gamma^{xz}_{\text{ave}}(0; z) \) have common features in terms of the \( z \) dependencies, on the other hand. The stress-stress correlation decays faster near the wall than in the bulk at each \( \varepsilon_{\text{wall}} \), and persists over longer times in the well-ordered regions evidenced in Fig. 3.5 when \( \varepsilon_{\text{wall}} = 2.65 \) or \( 1.80 \). The interactions among the resins belonging to distinct layers thus affect the \( t \) dependence of the decay profile mainly.
3.6.3 Procedure to determine the number of segments $N$

In our coarse-grained simulation, the number of segments $N$ was set by

$$\frac{N \sigma}{l_{CG}^K} = \frac{\sum_I N_{main}^{b_I} b_I}{l_{AA}^K}$$

(3.24)

where $l_{CG}^K$ and $l_{AA}^K$ are the Kuhn lengths in the coarse-grained and all-atom models, respectively, $b_I$ is the equilibrium length of the $I$th bond in the main chain defined in Fig. 3.9, and $N_{main}^{b_I}$ is the number of $I$th type bonds. The main chain in Fig. 3.9 corresponds to the shortest path connecting the terminals, and $l_{AA}^K$ was evaluated from the end-to-end distance of the main chain through

$$l_{AA}^K = \frac{\langle R^2 \rangle}{\sum_I N_{main}^{b_I} b_I}$$

(3.25)

where $R$ is the instantaneous value of the end-to-end distance and the denominator refers to the length of the fully stretched chain of the resin. To obtain $\langle R^2 \rangle$, we carried out a 1-ns MD of bulk resin at 600 K and a time step of 0.5 fs; the initial configuration was prepared through the procedure for the bulk resin in Sec. 3.3.2 (before being stacked on the metal). The first 500 ps of the 1-ns run was for equilibration and the last 500 ps was used to evaluate $\langle R^2 \rangle$. This simulation was repeated 50 times, and we obtained $l_{AA}^K = 0.66$ nm.

The Kuhn length in the coarse-grained model $l_{CG}^K$ was calculated through

$$l_{CG}^K = \frac{\langle R^2 \rangle}{N b_{CG}} = \frac{N (b_{CG})^2}{N b_{CG}} = b_{CG}$$

(3.26)

where $b_{CG}$ is the equilibrium distance between the neighboring segments in the chain and $N (b_{CG})^2$ is the analytic expression for the end-to-end distance of a freely jointed chain [212]. $b_{CG} \approx 0.94 \sigma$ is the distance corresponding to the minimum of the FENE-LJ potential of Eq. (3.9), and we employed $N = 60$ (by rounding off the first digit) as the number of segments.
3.6.4 Procedure to determine $\varepsilon_{\text{wall}}$ and $\sigma_{\text{wall}}$

$\varepsilon_{\text{wall}}$ and $\sigma_{\text{wall}}$ of Eq. (3.12) were set by referring to the Kuhn length for the all-atom model determined in Appendix 3.6.3. Let $N_I^s$ be the number of $I$th type atoms contained per segment. It is expressed as

$$N_I^s = N_I \frac{P_{\text{AA}}^{b,I}}{\sum_I N_{\text{main}}^{b,I}}$$  \hspace{1cm} (3.27)

where $N_I$ is the total number of $I$th type atoms in the resin molecule. The effective energy parameter $\varepsilon_{ss}$ for the interaction between the neighboring segments $\alpha$ and $\beta$ is then given by

$$\varepsilon_{ss} = \sum_{i \in \alpha} \sum_{j \in \beta} \varepsilon_{ij} = \sum_I \sum_J N_I^s N_J^s \varepsilon_{IJ}$$  \hspace{1cm} (3.28)

where $i$ and $j$ refer to the $i$th atom in segment $\alpha$ and the $j$th atom in segment $\beta$, respectively, $\varepsilon_{IJ}$ is the Lennard-Jones energy parameter between the $I$th type and $J$th type atoms, and the sums over $I$ and $J$ are taken within segments $\alpha$ and $\beta$, respectively. At coarse-graining, the metal part is regarded as a uniform medium that occupies the region of $z < 0$. In this setup, the interaction potential of an $I$th type atom located at $z$ is

$$U_{\text{rw},I}(z) = \rho_m \int_{Z < 0} dX dY dZ U_{\text{rm}} \left( \sqrt{X^2 + Y^2 + (Z - z)^2} \right)$$

$$= \varepsilon_{\text{rw},I} \left[ \frac{2}{15} \left( \frac{\sigma_{\text{rm},I}}{z} \right)^9 - \left( \frac{\sigma_{\text{rm},I}}{z} \right)^3 \right]$$  \hspace{1cm} (3.29)
\[ \varepsilon_{rw,I} = \frac{2}{3} \pi \lambda \rho_m (\sigma_{rm,I})^3 \varepsilon_{rm,I} \]  

(3.30)

where \( \varepsilon_{rm,I} \) and \( \sigma_{rm,I} \) are the Lennard-Jones energy and length parameters of Eq. (3.13) for the \( I \)th type atom of the resin with the metal atom, respectively. \( \rho_m \) is the number density of the metal and is 66 and 60 nm\(^{-3} \) for platinum and aluminum, respectively. Eq. (3.29) is of the form of Eq. (3.12), and \( \varepsilon_{rw,I} \) is the coarse-grained parameter for the interaction of the \( I \)th type atom with the metal wall. When the resin is further coarse-grained, the segment-wall interaction \( \varepsilon_{sw} \) is a sum of the interactions between the atoms in the segment and the metal wall. \( \varepsilon_{sw} \) is then written with a sum over the atoms in a segment as

\[ \varepsilon_{sw} = \lambda \sum_I N_s^I \varepsilon_{rw,I} \]  

(3.31)

and \( \varepsilon_{wall} \) of Eq. (3.12) was determined by keeping the ratio of the segment-segment and segment-wall interactions through

\[ \varepsilon_{wall} = \frac{\varepsilon_{sw}}{\varepsilon_{ss}} = \frac{\lambda \sum_I N_s^I \varepsilon_{rw,I}}{\sum_I \sum_J N_s^I N_j^J \varepsilon_{IJ}}. \]  

(3.32)

In our treatment, \( \varepsilon_{wall} \) becomes smaller when the number of atoms in the segment increases with a higher degree of coarse-graining. Indeed, the effect of the wall will be weaker when the segment is taken to be larger.

\( \sigma_{wall} \) of Eq. (3.12) was determined from

\[ \frac{\sigma_{wall}}{l_{CG}^\lambda} = \frac{1}{l_{AX}^\lambda} \frac{\sum_I N_s^I \sigma_{rm,I}}{\sum_I N_s^I} \]  

(3.33)

where \( N_s^I \) was defined by Eq. (3.27) and the sums over \( I \) correspond to the atoms in a segment. The right-hand side is the all-atom value for the averaged \( \sigma_{rm,I} \) within a segment divided by the Kuhn length. According to Eq. (3.33), the ratio of the length parameter for the resin-metal interaction to the Kuhn length is in correspondence between the all-atom and coarse-grained models. In addition, the mass \( m \) of the segment in the all-atom model is 157.3 g/mol. The unit time \( \tau \) defined as \( \sigma (m/\varepsilon)^{1/2} \) is then 68 ps since \( \varepsilon \) corresponds to \( \varepsilon_{ss} \) of Eq. (3.28) in the all-atom treatment and \( \sigma \) is the Kuhn length divided by \( \sim 0.94 \) as described at the end of Appendix 3.6.3.
3.6.5 Procedure to determine $T_g$ of the resin in the all-atom model

The glass-transition temperature of the resin in the all-atom model $T_g$ was obtained from the temperature dependence of the specific volume by conducting a series of simulations with varied temperature. The bulk-resin system prepared with the procedure in Sec. 3.3.2 (before being stacked on the metal) was cooled down from 600 to 300 K at 1 bar using the Nosé-Hoover thermostat and barostat at coupling constants of 1 and 2 ps, respectively. The temperature was reduced at a step of 10 K, and MD was done for 1 ns at each temperature. The specific volume was computed in the last 500 ps, with the first 500 ps discarded as the equilibration period. The above procedures were repeated 30 times, and the averaged specific volume is depicted in Fig. 3.10. $T_g$ was then determined to be 483 K as the intersection of the two lines fitted in the low (from 300 to 400 K) and high (from 500 to 600 K) temperatures. The temperature of the production run $T_{prod}$ was set to keep the ratio of $T_{prod}$ and $T_g$ between the all-atom and coarse-grained treatments, and $T_{prod} = 0.5T_0$ in the coarse-grained simulation.
3.6.6 Components of $\phi(t; z)$ along the lateral and normal directions to the resin-metal interface

To analyze the extent of anisotropy of the segment motion, Eq. (3.16) was decomposed into the lateral and normal components with respect to the resin-metal interface. The lateral and normal components are defined respectively as

$$\phi^l(t; z) = \frac{1}{2} \left\langle \sum_i \delta(z - z_i(0)) \left\{ (x_i(t) - x_i(0))^2 + (y_i(t) - y_i(0))^2 \right\} \right\rangle$$

and

$$\phi^n(t; z) = \frac{\langle \sum_i \delta(z - z_i(0))(z_i(t) - z_i(0))^2 \rangle}{\langle \sum_i \delta(z - z_i(0)) \rangle}$$

where $x_i(t)$, $y_i(t)$, and $z_i(t)$ are the $x$, $y$, and $z$ positions of the segment at time $t$, respectively, and $\phi^l$ is expressed as an (average) quantity for a single direction of $x$ or $y$. Figure 3.11 shows $\phi^l(t; z)$ and $\phi^n(t; z)$ as contours of $t$ and $z$. It is seen that $\phi^n(t; z)$ is similar to $\phi^l(t; z)$ for each $\varepsilon_{\text{wall}}$, and the motion of the segment is isotropic irrespective of the strength of the segment-wall interaction and the separation from the wall $z$. 
Figure 3.11: $\phi^l(t; z)$ (left) and $\phi^n(t; z)$ (right) as contours of $t$ and $z$ at $\varepsilon_{\text{wall}} = 2.65$, 1.80, and 0.18 from top to bottom. $z = 0$ refers to the position of the interface, where $U_{\text{wall}}$ of Eq. (3.12) is singular. $\phi^l(t; z)$ and $\phi^n(t; z)$ are discretized with $\Delta z = 0.1 \sigma$ and $\Delta t = 0.01 \tau$. 
General Conclusion

We analyzed the filling of epoxy resin into nano-sized pores and the local viscoelasticity at the resin-metal interface by MD simulations. As a result, the following findings were obtained.

Resin filling into nano-sized pores

In Chapter 1, all-atom MD simulation was carried out for the filling of epoxy resin over a variety of degrees of oligomerization into the nano-sized pore. To see the relationship between the extent of filling and the molecular size of the resin with the pushing rate in reality, the MD was conducted at a pushing rate comparable to the experimental. It was shown that a small resin penetrates into the pore along the wall and the filling proceeds uniformly against the pore when the radius of gyration of resin becomes large. When the molecular size exceeds half of the pore size, the density in the pore does not reach half the bulk due to the deformation of the pore.

To obtain more universal guidelines for efficient filling, we analyzed a wide variety of pore and molecular sizes for cylindrical pores in Chapter 2. In Chapter 2, we further monitored the pushing pressure to see the relationship between the extent of filling and the pushing pressure. When the resin was smaller than 1/10 of the pores, the pore was filled beyond half of the bulk at a practical filling pressure. It was further observed that the larger resin can fill the pore by applying a much higher pushing pressure.

Viscoelastic inhomogeneity at the resin-metal interface

In Chapter 3, the spatially decomposed formula was presented for the relaxation modulus and applied it to the resin-metal interface. In this formula, the stress-stress time correlation is conditioned by the distance from the interface to analyze the planar resin-metal interface. When the adhesion energy was large, a layered structure was formed in the vicinity of the interface, which was much
larger scale than the segment. We showed that the motion of the resin near the interface is slow and the resin is more viscous in the layered structure. The resin at the interface thus does not flow easily by the external stress, which indicates that the contact of the resin and metal is kept for longer time. A common approach for improving the adhesion strength is to increase the interaction with the substrate, and our simulation results suggest that the modification of viscoelasticity at the interface is an effective approach to obtain good adhesion.

**Perspective**

Our filling simulation provides a new insight into the design of the attachment process of electronic devices. We showed that the resin should be 1/10 smaller than the pore to achieve good filling via MD simulation. This result indicates that the balance of filling speed and curing speed of the adhesive and the degree of oligomerization of the uncured resin become important design parameters. In addition, the filling pressure does not affect the extent of filling of large resins in a practical range. This suggests that raising the filling pressure is not an effective approach for incomplete filling situations.

For a more universal guideline for efficient filling, it is desirable to simulate not only the filling rate but also the waiting time after filling. In a typical encapsulation process, the pressure is maintained after reaching a certain pressure. Although the resin treated in our simulation is expected to penetrate into the pores at pressures that are not available in industrial practice, the filling can be facilitated simply by reducing the pushing speed. The longer simulation is required to simulate this process, and thus coarse-grained simulation is effective to reduce the calculation cost.

In addition, the spatially decomposed formula for the relaxation modulus is applicable to fields other than adhesion. This method can be extended to a physical property described by time correlation functions such as thermal conductivity and dielectric constant. An example is a highly thermally conductive material used as a heat dissipator for electronic devices, which is composed of a polymer and a thermally conductive substance, such as alumina and boron nitride. In those composite materials, heat dissipation at the interface is often an issue, therefore extending the
framework of the spatially decomposed formulation may lead to the development of a new heat dissipation material.
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