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Abstract

Catalytic reaction based on noble metal nanoclusters on transition metal oxides has
fascinated the scientific community for several decades, and it has been widely used in
many applications and electronic devices. The prototypical catalytic system of Au
nanoclusters on rutile TiO» is drawing extraordinary research interest, because of its high
catalytic efficiency. In the Au/TiO; catalytic system, the physicochemical and electronic
properties of the point defects, the adsorbed oxygen adatoms and the Au nanoclusters on
rutile TiO; can dramatically determine the catalytic activity, which have been investigated
by a lot of experimental and theoretical works. However, a large amount of researches
about the catalytic reactants have still remained investigation topics, and the catalytic
mechanism has not been fully understood yet. It is of high importance to clarify and
manipulate the electronic properties of the oxygen adatoms and Au nanoclusters on rutile
TiO; surface, experimentally and theoretically.

In this doctoral dissertation, I focused on the investigation of charge states of oxygen
adatoms on rutile TiO2(110) surface by noncontact atomic force microscopy and Kelvin
probe force microscopy with atomic resolution at 78 K. Firstly, the charge states of the
oxygen adatoms were experimentally clarified with atomic resolution for the first time,
and the oxygen adatoms were assigned with one and two electrons charged, respectively,
depending on the different image contrast. In addition, we measured the values of short-
range force and local contact potential difference as a function of tip-sample distance to
distinguish the different charge states of the oxygen adatoms. Secondly, we proposed and
demonstrated several strategies to manipulate the charge states of oxygen adatoms. For
example, the charge states of the oxygen adatoms could be reversibly switched by

applying the bias voltage with different polarities and by changing the tip-sample distance,



respectively. Thirdly, the conductance states of the oxygen adatoms were investigated
depending on its different charge states. We demonstrated that the oxygen adatoms
charged by one electron had higher conductance state than that of charged by two
electrons, and the conductance behavior of the oxygen adatoms could be reversibly
switched between high and low conductance states by manipulating its charge states. In
the transition process of the charge state and conductance state of the oxygen adatoms,
we proposed that the manipulation mechanism of the reversible switching process was
attributed to the tunneling electrons accompanied with the local electric field effects.
Fourthly, we demonstrated that the subsurface hydrogen on rutile TiO2(110) could be
characterized by simultaneous multi imaging method with atomic resolution. Four
different configurations of the subsurface hydrogen were observed and distinguished with
different atomic structures. Moreover, for the first time, the charge distribution of
subsurface hydrogen was experimentally clarified to be localized around the nearby
subsurface Ti atoms. Besides characterization, we demonstrated that the subsurface
hydrogen could be reversibly migrated between the surface and subsurface layers by the
voltage pulse with different polarities. Lastly, the charge states of the Au nanoclusters on
oxidized rutile TiO2(110) surface were demonstrated, and the charge transfer between the
Au nanoclusters and oxygen adatoms was experimentally clarified. Our present work
could contribute to investigation of the catalytic mechanism of the catalytic reactions

based on noble metal catalysts on transition metal oxides.
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Chapter 1 Introduction

1.1 Background

1.1.1 Surface science and catalysis

Surface science is a wide research topic and has attracted the research interest of the scientific
community for several decades. [1-4] Generally, surface science is a study that mainly focus on
the chemical and physical reactions and corresponding phenomena occurring on the interface of
two phases, such as the liquid-solid, liquid-gas and solid-liquid interfaces. The study of surface
science now is usually divided into two common subjects: surface physics and surface chemistry.
The surface physics mainly investigate the physical reactions on the surface and interfaces, such
as the surface states, adsorbates diffusion, fabrication of nanostructures and so on. [1]
Comparatively, the surface chemistry contains more research topics and is widely employed in
many technological and practical applications and devices, such as the semiconductor devices,
catalysis, electrochemistry and geochemistry.

In the course of surface chemistry, the heterogeneous catalysis is one prototypical research topic
since the pioneering definition works by Berzelius in 1836. [3,4] Heterogeneous catalysis is the
foundation of the chemistry industry, and provides the basic information and guidelines for the
investigation of the chemical reactions on the surface and interface. In addition, heterogeneous
catalysis has been widely employed in tremendous areas and devises, and the applications of the
heterogeneous catalysis significantly improve the human living conditions and contributes
billions of pounds and more jobs to the word economic industry. [5-8] Therefore, it is very
important to fully investigate the heterogeneous catalysis and understand the catalytic mechanism
of the catalytic reactions.

Usually, the heterogeneous catalysis system is composed of the noble metal nanoclusters (such



as the Pd, Pt and Au nanoclusters) on the transition metal oxides with wide bandgap (such as CeO.,
TiO»). [9,10] The noble metal nanoclusters act as the catalyst and can dramatically decrease the
energy barriers of the chemical reactions without being consumed during the catalytic reactions.
Moreover, besides the ability to accelerate the chemical reactions by decreasing the activation
energy barriers, the catalyst can also be designed to selectively catalyze the specific chemical
reactions, not all the chemical reactions. [1] Figure 1.1 shows one example of the catalyst effect
on the activation energy barrier and the selective catalytic reactions. It shows that the catalyst can
dramatically decrease the activation energy barrier of the preferred catalytic product of B, and
have no effect on the activation energy of the undesired product C. The pronounced and selective
catalytic activity of the catalyst in the heterogeneous catalysis provides an efficient way to
accelerate the chemical reactions in a controllable manner and can significantly promote the

development and improvement of the nanotechnology.

homogeneous reaction
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Fig. 1.1 The catalyst effect on the activation energy barrier and the selective catalytic reactions.

Erom, energy barrier of the homogeneous reaction. Ec,, energy barrier with catalyst. [1]



1.1.2 Au/TiO; catalytic system

In the heterogeneous catalysis, the metal oxides are usually employed as the catalytic reaction
substrates due to its unique chemical and electronic properties. [11,12] In addition, as the metal
oxides can be transformed from the stoichiometric form to semiconductors, and various defects
can be formed on the surface or in the interstitial layers, the metal oxides can possess excess
electrons on the surface and subsurface as well as the different electronic and optical properties.
[13-15]

Titania, TiO,, compared to other insulators or semiconductors of the metal oxides, has attracted
much more research interest in the investigation of the catalysis. Usually, there are two most
important crystalline forms of the TiO,, rutile TiO, (bandgap of ~ 3.03 eV) and anatase
TiO»(bandgap of ~ 3.2 eV), in which the rutile TiO, is widely used in the photocatalytic reactions
due to its interesting photocatalytic properties. [13,16,17] In rutile TiO,, the TiO(110)-(1x1)
plane is demonstrated as the most thermal-dynamically stable facet and the best characterized
surface, and hence it is the most widely used facet for the catalysis. As the typical catalytic system,
Au/TiO; is the most widely employed catalytic reactions, due to its high catalytic efficiency and
activity. The schematic model of the Au/TiO; catalytic system is shown in Figure 1.2.

Tremendous experimental works combined with the theoretical calculations have been
performed to investigate the morphological and electric properties of the TiO(110) surface, point
defects and adsorbates using noncontact atomic force microscopy (nc-AFM), scanning tunnelling
microscopy (STM), Kelvin probe force microscopy (KPFM) and X-ray photoelectron
spectroscopy (XPS), in order to understand and explain the catalytic mechanism of the Au/TiO,
catalytic reaction. We review and discuss these past researches about the Auw/TiO, catalytic

reaction in Chapter 4 in details.



rutile TiO,(110)

Fig. 1.2 Schematic of Au/TiO; catalytic reaction.

However, some critical researches still remain the unexplored research topics in the Au/TiO,
catalytic system, which are important to understand the catalytic mechanism and deliberately
control the catalytic reaction at the ultimate spatial limit, as listed below:
¢ Investigation of the subsurface defect on rutile TiO, with atomic resolution

As the electron reservoirs for the catalytic reactions and the preferable adsorption sites of the
adsorbates, the morphological arrangement, distribution and electronic properties of the point
defects on rutile TiO»(110) surface play a key role in affecting and controlling the catalytic
efficiency of the catalytic reactions. The reversible manipulation of the point defects offers an
efficient way to deliberately control and arrange the point defects, hence the distribution of the
excess electrons. Though the surface defects have been fully investigated and controllably
manipulated, the systematic investigation and deliberate manipulation of the subsurface defects
on rutile TiO, remain an unexplored research topic at the single atom level.

e (larification and manipulation of the charge state of the oxygen adatoms

The oxygen-rich rutile TiO2(110) surface has been investigated for more than ten years using



STM at various temperatures, and the adsorption and dissociation behaviours of the oxygen
adatoms have been fully discussed and clarified experimentally and theoretically. However, up to
now, there is no experimental or theoretical works to clarify and manipulate the charge states of
the oxygen adatoms at the atomic scale level, which is important to understand the catalytic
mechanism and deliberate control the catalytic reactions.
e Conductance state of oxygen adatoms

The conductance state of the oxygen adatoms can exclusively determine its electron transfer
ability and the catalytic efficiency in the catalytic reactions, which plays a key role in
understanding and explaining the catalytic machinimas. However, few experimental works have
investigated the conductance behaviour of the oxygen adatoms up to now.
e Charge transfer between Au nanoclusters and oxygen adatoms

The charge transfer plays a critical role in explaining and understanding the catalytic mechanism
of the Au/TiO; catalytic system. While, at the atomic scale level, no experimental works have
been performed to clarify the charge transfer between the Au nanoclusters and oxygen adatoms
on the rutile TiO»(110) surface. In addition, the charge state of the Au nanoclusters on oxidized

rutile TiO2(110) has not been clearly clarified, both experimentally and theoretically.

These research problems listed above are important factors to clarify and understand the catalytic
mechanism of the Au/TiO; catalytic reaction. Moreover, we believe that, by systematically
investigating and manipulating the geometric and electronic properties of the point defects and
surface adsorbeate, we can deliberate control the catalytic reactions with the optimized catalytic
efficiency. Therefore, our main purpose of this dissertation is to systematically investigate and
manipulate the the geometric and electronic properties of the point defects and surface adsorbeate,

and finally to clarify the catalytic mechanism and control the catalytic reactions.



1.1.3 Research by noncontact atomic force microscopy

Various analysis techniques are proposed and employed to characterize and investigate the
catalytic reactions at the ultimate spatial limit, such as nc-AFM, STM, KPFM, XPS. Among them,
the AFM and STM are the most-widely used techniques to investigate the catalytic reactions due
to its atomic resolution and high sensitivity. Most importantly, the invention of nc-AFM and STM
successfully extends the research scale of the surface science from the micrometer level to atomic
level.

STM was firstly invented by Binning and Rohrer at 1982 using the tunneling current effect,
[18] which significantly revolutionizes the scientific research about the morphological and
electronic properties of the adsorbates at the atomic scale level. While, in the STM measurement,
as the tunneling current between the tip and the conductive samples was employed as the detecting
signal, the STM can only be applied in the conducting substrates, which seriously limits its
application category in insulators and semiconductors. In order to overcome the substrate
limitation of the STM, Binning et al created the AFM at 1986, [19] which was operated based on
the interaction force between the tip and samples to characterize the surface at the atomic scale
level. The employment of the interaction force widens the characterization ranges of the target
samples from the conductive to nonconductive ones. With the further development of various
operation modes of the AFM, the noncontact mode of the AFM (nc-AFM) becomes the most-
widely used technique to measure the surface topography, atomic and molecular structures and
even the chemical bonds with atomic/subatomic resolution. [20] In addition, in the nc-AFM
operation, the force curve as a function of the tip-sample distance Af{z) can be recorded, which
can provide precise information of the interaction force on every single atom with high sensitivity.

The schematic diagrams of the nc-AFM and STM are shown in Figure 1.3.
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Figure 1.3 Schematic diagrams of the (a) nc-AFM and (b) STM.

In the elementary development stage of the nc-AFM, the nc-AFM was mainly used as an
imaging technique to characterize and investigate the surface properties with the atomic scale
resolution, and the researchers tried various methods to enhance the images resolution, such as
using the ultra-high vacuum (UHV) condition, employing the stiffer cantilever.

Gradually, it is proposed and demonstrated that the nc-AFM cannot only be used as an imaging
tool, but also an efficient tool to manipulate the surface atoms with single-atom level precision.
[21-23] Depending on the manipulation mode, the atom manipulation based on nc-AFM can be
divided into two modes, the lateral manipulation and vertical manipulation. In the lateral
manipulation, the distance between the nc-AFM tip apex and the sample was gradually decreased,
and the surface atoms can be pulled or pushed by the tip due to the attractive or repulsive
interaction force following the predetermined moving direction. After reaching the target site, the
tip was gradually raised up and the manipulated atom can precisely locate on the predetermined
location with atomic level precision. On the other hand, in the vertical manipulation mode, by

approaching and retracting the tip from the sample, the targeted manipulation atom can be picked



up and redeposited to the surface due to the attractive interaction force. The atomic manipulation
based on nc-AFM has been widely employed in various substrates, such as the semiconductor and
insulting films. [23,24] One example of the lateral and vertical atom manipulation is presented in
Figure 1.4. During the atom manipulation process, the threshold force needed to move an atom
can be precisely measured as a function of the tip-surface distance. [24] The atom manipulation
based on the nc-AFM provides an efficient method to move the target atoms with predetermined

movement direction and assembly various nanostructures and nanoscale patterns.
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Figure 1.4 Lateral (a) and vertical (b) manipulation of the atoms on insulating film by nc-AFM.

[23]

Recently, it is experimentally demonstrated that, the nc-AFM, besides the tremendous
capability to build various nanostructures and nanoscale patterns by the direct atom manipulation
using the tip, has been gradually employed as an efficient and sensitive tool to measure the charge
states of the adsorbates with a single electron sensitivity. [25,26] As mentioned above, the

interaction force between the foremost tip apex and the sample was used as the detection signals



to characterize the surface, which can completely avoid the tunneling current effect on the
unexpected changes of the charge states of the adsorbed atoms and molecules by STM. In addition,
the nc-AFM can be operated in various substrates, including the conductors and insulator samples.
As such, the charge states of the adsorbed metal atoms on insulating films have been clearly
distinguished, and the neutrally, negatively and positively charged metal atoms were characterized
with different image contrast and brightness. [26] It is noticed that the negatively charged atoms
always show the brightest contrast due to the strongest attractive force between the tip apex and
the charged atom.

In addition to measuring the charge states of the adsorbated atoms or molecules, the nc-AFM
has been developed as a tool to deliberately switch different charge states of the adsorbates by
various methods. [39-42] Among the various charge states switching strategies, two critical
parameters are the most important factors to modify the charge states, the applied bias voltage
and the tip-sample distance. For example, the Kelvin probe force spectroscopy (KPFS) was used
to switch the charge states of the adsorbates on insulating films with single electron sensitivity.
By weeping the bias voltage in positive or negative ranges, the tunneling electrons can be injected
to or extracted from the adsorbed atoms with the single electron sensitivity, which can result in
the reversible charge states switching. [26] In the charge states witching process, a jump in the
frequency shift as a function of the bias voltage A V) can be clearly observed, which indicates a
successful charge state switching event. Alternatively, the charge states of the adsorbed atoms can
also be switched by a voltage pulse with some specific positive or negative values. The voltage
pulse was precisely applied on the top of the target atoms with a time duration of several seconds,
and a sudden drop of the tunneling current as a function of the time can be observed during the
voltage pulse application, which suggests a successful charge states manipulation. In this

manipulation process, the charge states switching is always attributed to the inelastic electron



tunneling (IET). [27] On the other hand, the tip-sample distance can act as a tunneling barrier for
the tunneling electrons. By gradually approaching the tip to the target atoms, the tunneling
electrons can be injected to the adsorbates after reaching the threshold tip-sample distance, and a
dip in the frequency shift as a function of the tip-sample distance Af(z) can be clearly observed.
[28] Actually, the applied bias voltage and tip-sample distance can influence each other during
the injection and extraction of the tunneling electrons, and they offered the efficient way to control
and manipulate the charge states of the adsorbates.

Based on the nc-AFM, a large amount of other measurement and analysis techniques have
been further developed to collect more physical information about the surface properties. Among
them, the KPFM is a prototypical microscopy that can directly measure the work function of the
samples with the known work function of the tip, which can record contact potential difference
(CPD) between the tip and samples. [29,30] With the definition of local work function, the CPD
can be defined as the local CPD (LCPD), and the LCPD images of the sample can be characterized
with atomic resolution, providing the potential information of the sample surface and single atoms.
KPFM contains several operation modes, including frequency modulation KPFM (FM-KPFM),
amplitude modulation KPFM (AM-KPFM) and heterodyne amplitude modulation KPFM
(heterodyne AM-KPFM), and usually the FM-KPFM is the most-widely used operation mode due

to its high sensitivity and relatively low stray capacitance effect of the cantilever. [30]
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Figure 1.5 Frequency shift, tunneling current and local contact potential difference images of the

rutile TiO2(110) surface simultaneously recorded by KPFM without bias voltage feedback. [32]

Conventionally, the KPFM with bias feedback method was employed to measure the surface
potential and topographic images simultaneously, in which an AC bias voltage plus a DC bias
voltage are applied in the circuit. The DC bias voltage is always variable to nullify the electrical
force originating from the LCPD during measurement. [29] Using such operation mode, the
topographical and potential images of the surface can be simultaneously recorded with atomic

resolution. With the further development of the KPFM, a new operation mode of the KPFM

11



without the bias voltage feedback was firstly proposed by the Shigakawa group. [31] In this
operation mode, the DC bias voltage keeps a constant value, which completely avoids the
phantom force effect in the surface potential measurement. Moreover, the KPFM without bias
voltage feedback method offers an efficient way to simultaneously recorded the surface
topographic, tunneling current and surface potential images, which offers an effective surface
analysis technique to characterize the surface morphological, electronic and potential distribution
of the samples. The surface properties of the rutile TiO»(110) surface using this method has been
obtained by our group, as shown in Figure 1.5. [32] In addition, the dual-channel image method
of nc-AFM and STM measurement can characterize the surface morphological and electronic
properties simultaneously, which provides access to record more physical information of the same
scanning area. [33]

The introduction of the nc-AFM significantly revolutionizes the characterization and
investigation of the surface science. Compared to STM operation based on the tunneling current
between the foremost tip apex and the conductive samples, the interaction force modulation
mechanism of the nc-AFM provides an efficient way to characterize the adaorbates and surface
properties with atomic resolution on all kinds of materials, including the insulators. Besides the
imaging capability with atomic resolution, nc-AFM has been developed as a versatile tool to
directly manipulate the adsorbates and surface atoms with atomic precision, to measure and
manipulate the charge states of the adsorbates. Based on nc-AFM, the new characterization and
analysis methods are developed such as the KPFM, and the multi-channel imaging technique on
the basis of nc-AFM can additionally provide more physical information about the surface
properties with atomic resolution simultaneously. The nc-AFM opens up an unprecedented
research area for the investigation of the surface science and specifically the heterogeneous

catalysis.
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1.2 Purpose of this research

In this doctoral dissertation, I mainly focused on the investigation and manipulation of the
geometric and electronic properties of the reaction components in the Au/TiO; catalytic system,
including the point defects, oxygen adatoms and Au nanoclusters on rutile TiO,(110) surface, by
using noncontact atomic force microscopy and Kelvin probe force microscopy at 78 K under
ultra-high vacuum condition. Such characterization and manipulation of the electronic and
geometric properties of the reactants provide an efficient way to explain and understand the
catalytic mechanism, and to deliberately control the catalytic reactions in a controllable manner.
Firstly, we demonstrate that the subsurface hydrogen on rutile TiO2(110) can be characterized
with atomic resolution by the simultaneous multi imaging method, and the charge distribution of
the subsurface hydrogen is experimentally clarified using KPFM for the first time. In addition,
we demonstrate that the subsurface defects can be reversibly migrated between the surface and
subsurface layers for the first time, which is electrically activated by the voltage pulse with
different polarities. Secondly, the charge states of the oxygen adatoms are experimentally clarified
for the first time at the atomic scale level, and several manipulation methods are proposed to
switch the charge states of oxygen adatoms with single electron sensitivity in a controllable
manner. Thirdly, the conductance states of the oxygen adatoms are investigated by using nc-AFM
and STM with atomic resolution. We demonstrate that the conductance behavior of the oxygen
adatoms exclusively depends on its charge states, and can be reversibly switched between high
and low conductance states by controlling its charge states. Lastly, the charge transfer between
the Au nanoclusters and oxygen adatoms was experimentally demonstrated using the
simultaneous measurement of nc-AFM and KPFM in constant height mode, and the charge state
of the Au nanoclusters on oxidized TiO2(110) surface are experimentally demonstrated. Our work

provides a systematic investigation and manipulation of the geometric and electronic properties
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of the catalytic reactions components with atomic resolution, and can contribute to the
understanding and controlling of the catalytic reactions based on novel metal catalysts on

transition metal oxides.

1.3 Thesis outline

The dissertation is organized as follows:
m In chapter 1, we firstly introduce the importance of the surface science and heterogeneous
catalysis, and generally discuss the research progress about the Au/TiO, catalytic system.
Specifically, the unsolved problems in the Au/TiO; catalytic reactions are discussed in details. On
the other hand, the importance of the noncontact atomic force microscopy and the related scanning
probe microscopies in the characterization of surface morphological and electronic properties,
atom and charge manipulation are reviewed. At last, the purpose of this dissertation is briefly
discussed.
m In chapter 2, we talk about the theory of the nc-AFM, STM and KPFM. Firstly, the operation
modes of the nc-AFM, interactions force between tip and sample, deconvolution of interaction
force from frequency shift and the noise in the system are presented in details. Then, the KPFm
and STM are introduced briefly.
m In chapter 3, we describe the experimental setup of our home-built scanning probe microscopy
system in detail. In the first section, the equipment of the low temperature UHV system are
explained in details. In the second section, the unit of the nc-AFM, including sample and
cantilever stages, the deflection detection system is presented. In addition, the schematic system
circuits of FM-AFM, FM-KPFM are presented.
m In chapter 4, we systematically reviewed and discussed the past researches on rutile TiO2(110)

surface, including the clean sample preparation method, the surface and subsurface defects, the
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adsorption and dissociation of the oxygen specie and the theoretical works about the charge states
of the oxygen molecules and Au nanoclusters. Specifically, we point out the problems in the
research progress of the Au/TiO»(110) catalytic reactions, and we focus on systematically
investigating these problems in our dissertation.

m In chapter 5, we present a systematic characterization and reversible manipulation of the
subsurface defect on rutile TiO2(110) by nc-AFM/STM/KPFM in constant height mode for the
first time. The geometric and electronic properties of the subsurface hydrogen on rutile TiO»(110)
are investigated with atomic resolution. In addition, the reversible migration of the subsurface
hydrogen between the subsurface and surface layers was demonstrated by controlling the
polarities of the voltage pulse, and the migration mechanism is tentatively attributed to the
inelastic tunneling electrons and the local electric field.

m In chapter 6, we successfully distinguish the charge states of the adsorbed oxygen adatoms on
rutile TiO; surface using the nc-AFM and KPFM measurement. The measurement of short range
and LCPD values as a function of tip-sample distance strongly support our assignment of the
different charge states of the oxygen adatoms. Moreover, several methods are proposed to switch
the charge states of the oxygen adatoms with single electron sensitivity.

m In chapter 7, the conductance behavior of the single oxygen adatoms is investigated by
simultaneous nc-AFM and STM characterization. We find that the conductance states of the
oxygen adatoms are exclusively dependent on its charge states, and the high and low conductance
states can be reversibly switched by controlling its charge states.

m In chapter 8, the Au nanoclusters deposited on oxygen-rich rutile TiO, surface were
characterized by simultaneous nc-AFM and KPFM measurement. The charge state of the Au
nanoclusters was clarified as the positively charged, and the LCPD gradually increased as a

function of the size of the Au nanoclusters. Moreover, the structural fluxionality of the Au
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nanoclusters is experimentally demonstrated.
m In chapter 9, we summarize the importance of our experimental results in this dissertation, and
propose the potential applications of our investigation in the improvement of catalytic reactions

based on transition metal oxides. At last, an outlook about the future work is given briefly.
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Chapter 2 Principle of scanning probe
microscopy (SPM)

2.1 Introduction

In chapter 2, we briefly introduce the principles of several prototypical scanning probe
microscopies (SPM), for example, the noncontact atomic force microscopy (nc-AFM), scanning
tunneling microscopy (STM) and Kelvin probe force microscopy (KPFM). Firstly, we discuss the
theory of nc-AFM, including the nc-AFM operation modes, tip-sample interaction force,
deconvolution of force from frequency shift, stability of the measurement system and the noise in
nc-AFM. Then, a brief introduction of the STM is given with comparison between static STM
and dynamic STM. Thirdly, the KPFM principle is briefly introduced with explanation of contact
potential difference, and two KPFM measurement methods, namely, with/without bias voltage

feedback, are followed. Lastly, a brief conclusion is given in the final part of this chapter.

2.2 Noncontact atomic force microscopy (nc-AFM)

The AFM was invented in 1986 by G. Binning after he firstly inventing the STM in 1981. [1,2]
The most important advantage of the AFM is that, unlike the STM that requires the conductive
substrate and the tunneling current, [1] the AFM can be operated on insulators, semiconductors
and conductors, and the interaction force Fis between the tip and the samples is used as the
imaging signal. Depending on the range and strength of the interaction force, the Fi5 can usually
be divided into long-range force, such as van der Waals, electrostatic and magnetic forces, and

the short-range force, such as chemical force. [2]
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2.2.1 Operation modes

Generally, there are three operation modes of the AFM measurements, namely, the contact mode,
the tapping mode and the noncontact mode. [3-5] Among them, the noncontact mode is the most
widely employed measurement mode thus far.

e Contact mode

In the contact method, the cantilever is brought into contact with the sample surface, and the
surface morphology can be characterized in the repulsive force range. Since the probe contacts
the sample, the soft cantilever is usually used in the contact mode. The spring constant of the
cantilever k determines the detection sensitivity, which varies from 0.01 N/m to 5 N/m. Because
of the repulsive force between the tip and sample, the mechanical instability during the scanning
always exists. In addition, it is difficult to prevent destruction of the probe tip and the sample
surface.

e Tapping mode

In tapping mode, the cantilever can periodically contact the sample surface, and the sample
morphology can be measured from the change in the vibration amplitude of the cantilever due to
the repulsive interaction between the tip and sample. Although the tip is brought into contact with
the sample surface for a short time during scanning, it is also likely to damage the tip and the
sample surface.

e Noncontact mode

In noncontact mode, the measurement is performed at relatively small tip-sample distance, and
the tip does not touch the sample surface during scanning. The cantilever is usually oscillated at
its resonance frequency fo, [4] and the characterization is usually performed in the attractive region
of the interaction force. In addition, it is possible to prevent destructing the tip of the probe and

the sample surface during scanning with high resolution. Usually, the noncontact mode can be
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operated with the amplitude modulation (AM) and frequency modulation (FM) methods, as

schematically shown in Figure 2.1. [6]

Oscillation Amplitude

\ 4

S So L2

Frequency of the cantilever

Figure 2.1 Scheme of AM- and FM-AFM measurement methods.

In the AM-AFM method, the cantilever is oscillated at the free resonance frequency f. When
the tip approaches the sample surface, the attractive force is applied. As a result, the resonance
frequency of the cantilever changes from f to fi as shown in Figure 2.1, which results in the
oscallation amplitude of the cantilever changing from 4 to 4. In the AM-AFM method, the A4 is

regarded as the detection signal. The minimum detection sensitivity of the AM method can be

expressed by equation (2.2.1). [7]

_ _ _ [27kkpTB
(Af)am = 6(f = fodam F20Z20) (2.2.1)

Where £ is the spring constant of the cantilever, kg7 is the thermal energy at temperature 7, B
is the detection band, f; is the cantilever resonance frequency, Q is the Q factor of the cantilever,
and (ZZ,.) is the mean square value of the vibration amplitude of the cantilever. (The transient
response of amplitude is shown in the following equation (2.2.2). [§]

~ 2Q
Taw =7 (2.2.2)
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Usually the Q value is very high under an ultra-high vacuum condition, resulting in the long
response time in the AM method. Therefore, the amplitude modulation method is not suitable
for the measurement in the ultra-high vacuum condition.

In the FM method, the cantilever is oscillated at a resonance frequency f, while keeping the
amplitude A4 constant. With the interaction force between the tip and sample, the resonant
frequency of the cantilever shifts from fj to fi, and the Af'is regarded as the detection signal.

The minimum detection sensitivity of the frequency modulation method can be expressed by

equation (2.2.3). [8]
4kkpTB
§(Af)rm = ’foQ(%sc) (2.2.3)

Equation (2.2.4) shows the transient response of the amplitude. [9]

1
Ty = (2.2.4)

The transient response is independent of the O of the cantilever. Based on the above results, we
employ the FM-AFM detection method in our experiment, and the corresponding schematic

circuit is shown in Figure 2.2.

P il —
AGC
- 1
"1
Scanner =
Topography Af

Figure 2.2 Schematic of the detection methods for FM-AFM.

2.2.2 Tip-sample interaction force

In AFM measurement, the interaction forces Fi5 between a tip and the sample surface is used
as the detection signal to characterize the surface structure. Usually, depending on the force
range and strength, the interaction forces Fis can be divided into long-range force area (up to
100 nm) and short-range force (within 1 nm). The long-range force includes long-range van der

Waals forces, electrostatic forces, and magnetic forces, and the short-range forces are chemical
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force and short-range electrostatic force between the tip apex and sample surface.  In our

research, the van der Waals forces, the electrostatic forces, and the chemical forces are mainly

discussed, as shown in Figure 2.3.

U S

1k g
%‘ Van der Waals force
3 ol I I A Electrostatic force
E 3 b Chemical force

- ) —— Total force

4 F

; 1 1 1 1 1

i !
0 1 2 3 4 5 6 7
Distance [A]

Figure 2.3 Force as a function of the distance between the tip front atom and substrate.

e van der Waals force
The van der Waals force is usually based on the Coulomb interaction of the atoms and caused by
electric dipole moment fluctuations of atoms and their corresponding mutual polarization. Usually, the
van der Waals force plays a key role in the AFM topographic measurement at the nanometer scale.

Here a common sphere-plane model is employed to represent the AFM probe and the sample surface,

and the force dependence is [10]

___2AR® (2.2.5)

VW 372(z + 2R)?
where Ay is the Hamaker constant, z is the separation between the sphere and the half-space surface,

and R is the sphere radius of the tip apex. Assuming z < R, this relation is reduced to:

AuR 2.2.6
672 (2.2.6)

deW =-

e FElectrostatic force
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Electrostatic force become an important component when there an electrostatic potential difference

between the tip apex and sample surface. The electrostatic force can be expressed as:

dE 1dC
F.=—8__""=1(2). 2.2.7
S dz 2 dz @) @27

where the C is capacitance between tip and sample surface, z is the tip-sample distance, and the E¢ is
the electrostatic energy. The electrostatic forces between a sphere and an infinite plane was firstly

calculated by Hudlet, [11,12] and can be defined as:

20 _ 2
F. = gV 2 R*(L-cosa) 2 Inz+R(l cosa) _q, Rsin®alcosa | 55
2[z+R(1—cosa)] z+R(1—cosa)
2 1
where K

]2 . Assuming the tip apex is really sharp and a is small enough, then

) [Intan(z/2-a)/2

the equation can be simplified as:

2
.. = megV 2 R—+k2[m”Rj_1+RCOS“ . (229)
2(z+R) h z+R

If z << R, it suggests an even simpler equation:

_TE&Ry, 2 (2.2.10)
Z

F

es

11

e Chemical force

The chemical force belongs to the short range force, and is formed when two or more atoms come
together to form a molecule or chemical substance. In AFM, the chemical force is from the chemical
interaction between the foremost tip apex atoms and the sample surface species. Usually, the chemical
force plays a key role for the AFM images with the atomic or subatomic resolution. In practice, the
chemical force is simplified to predict the bonding strength and polarity. The chemical bonding energy

is described by the Morse potential formulas, [13] which is given as following:

U joree = —Epong (28~ &4 — g 2k(z0)/ 1y (2.2.11)

Morse
here the Evond, 0, A and z are bonding energy, equilibrium distance, decay length and the distance
between atoms, respectively. The Morse potential is induced by approximation of the covalent bonding

22



interaction. By differentiating Uwmorse by the decay length, the chemical force is obtained as

2E 2o (o
Fchem —_ ;ond (e 2(z-0)/ 2 —e k(z )/1) (2'2'12)

e The minimum detectable force

The minimum detectable force is given by:

5oy, OAf o AY?
éFtsmin: 27Z.k fmln 11/2 (2.2.13)
0

Where £, fo, A and A are the spring constant, resonance frequency of the cantilever, tip oscillation
amplitude and the tip-sample force decay length. The minimum detectable force gradient kis min can be

represented as below: [25]

~ 2k 5Afmin

ktsmin (2.2.14)
f0

where J0Afmin 1S the minimum detectable frequency shift. In this way, we can conclude that the
minimum detectable force and the force gradient are strictly dependent on the minimum detectable

frequency shift.

e Relationship between frequency shift and oscillation

amplitude of the cantilever

The relationship between the frequency shift Af and the oscillation amplitude 4 of the cantilever can

be repressed as below: [11]

fo_ (A ' '
Af == [7, kis(z — q') |4 — q'*dq’ (2.2.15)
where the fo, k, A are the resonance frequency of the cantilever, spring constant and oscillation
amplitude of the cantilever. ki is the tip-sample force gradient and ¢ is deflection of the cantilever. In

the equation (2.2.15), the integrated part represents the weighted average of ks in one oscillation cycle

with the oscillation amplitude of 4. The weight function w (¢°, 4) is a semicircle with radius 4 divided
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by the area of the semicircle r =n4%/2, as shown in Figure 2.4.
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Fig. 2.4 Calculation of the weight function as a function of tip-sample distance with different

oscillation amplitude. [11]

We can see that, with the relatively small oscillation amplitude, the weight function is with small
radius, and the interaction force between the tip and sample is mainly in the short range force range.
The radius of the weight function increases with the increased oscillation amplitude, which results in
the tip-sample interaction force mainly in the long range force range. Usually the shot range force is
necessary for the high resolution imaging. Therefore, the small oscillation amplitude is advantageous

and preferable to obtain the AFM images with high resolution.
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2.2.3 Deconvolution of interaction force from frequency shift

e Relationship between frequency shift and interaction force

As we have discussed above, the frequency modulation AFM (FM-AFM) method is used in this
research. In FM-AFM, the cantilever is oscillated at its resonant frequency shift with a constant

oscillation amplitude 4, as shown in Figure 2.4.

Z(t)

Zc+A ........... .
canfilever

y /7 R S

sample

Fig. 2.5 Schematic diagram of the cantilever oscillation. Z. is the center of cantilever, and A is the

oscillating amplitude of the cantilever.

Here, we will investigate the relationship between the frequency shift (Af) and the interaction force
Fs between the tip and the sample surface. The movement of the cantilever can be expressed as shown

in Equation (2.2.16).

d’z mwydz
m——+ 0 + kz(t) = kA pccoswt + Fig[ze + z(t)] (2.2.16)

Where m is the effective mass of the cantilever, Q is the Q value of the cantilever, o is the resonance
frequency of the cantilever, & is the spring constant, Z is the initial value of the cantilever. Substituting

m = k/(l)oz
wp?

k

d’z wydz 5 5
— 4+ wp“z(t) = wy*ApxcCOSWE +

W + 6 dt Fis[ze + z()] (2.2.17)

Here z(t) can be expressed by a cosine function.
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z(t) = Acos(wt — ¢) (2.2.18)
Substituting (2.218) into (2.2.17)

w3 — w? wA
—Acos(a)t —¢) — —sm(a)t —¢)
w? woQ

1
= AgycCOSWE + EFtS [z, + A cos(wt — ¢)] (2.2.19)

In order to use the orthogonality of the trigonometric function, multiplying by cos(wt-¢) and

integrating with one period T = 2w gives (2.2.20).

2n+¢ 2n+¢
w3 — w? ®
TA L) cos?(wt — ¢p)dt — —f sin(wt — ¢)cos(wt — ¢p)dt
0 w
2m+¢
= Aexe qu Y coswt cos(wt — ¢p)dt (2.2.20)

2n+¢

kf Fis[z. + Acos(wt — ¢)]cos(wt — p)dt

when this is replaced and integrated with 6 = wz—¢ and solved for cosg, equation (2.2.21) is established.

cosgp =

wi—w? A 1 2n
L - f Fis[ze + AcosB]cos0do (2.2.21)
wO Aexc 7.I:quﬁ‘XC 0

Similarly, multiplying equation (2.2.18) by sin(w?—¢) in order to use the orthogonality of trigonometric
functions, and similarly solving this for sing by substituting and integrating with 8 = w¢—¢ and equation

(2.2.22) is established.

ing w A ! fZﬂF [2. + Acos6]sinfdo (2.2.22)
sSing = — — Z coso |SIn L
wOQ Aexc T[kAexc 0 el

if Frs =0 is substituted, sin¢,cos¢ will be expressed by equations (2.2.23) and (2.2.24),

respectively.
w3 — w?
COS¢ =—— (2223)
0
ing = — — 2.2.24
sing = Qo Aexc (22.24)

Substituting equation (2.2.23) and equation (2.2.24) into cos?¢ + sin?¢ = 1 and solving with  as f,

amplitude 4 and phase lag ¢ are respectively expressed by equation (2.2.25) and the formula (2.2.26).
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Aech

A=
f2 f2 (2.2.25)
([
i
tang = =10 (2.2.26)

When f = f,,, Equation (2.2.27) and Equation (2.2.28) can be derived from Equation (2.2.25) and

Equation (2.2.26).
A=A Q (2.2.27)
T
¢ = -3 (2.2.28)

Equations (2.2.27) and (2.2.28) show that the response signal of the cantilever is delayed by 90 ° when
the cantilever is excited at the resonance frequency. When F,; # 0. At this time, equation (2.2.29) can

be derived from equation (2.2.21).

2 2
Wp — Aext 1

cosp +—— I

2m
o2 y f Fs|z. + Acos@]cos6do (2.2.29)
0

Here the equation (2.2.30) is employed.
~—2—=-2—~ (2.2.30)

Therefore, the frequency shift Afis expressed by equation (2.2.31) from equations (2.2.29) and (2.2.30).

ferXC COS¢ _ fO
2A

21
2.2.31
ZHkA.[O Fis[z. + AcosB]cos6do (2.2.31)

Af = —
The cantilever is now excited at the resonant frequency, so the phase is 90 degrees behind. Therefore,

the first term of equation (2.2.31) is 0, so equation (2.2.32) can be derived.

2
27{(;614,[ Fis[z. + AcosB]cosBdo (2.2.32)
0

Af = —

Also, if equation (2.2.32) is replaced with u = cos 8 and z. = z + A, equation (2.2.33) is obtained.

So
kA

Af = f Fislz + A(1 + w)] du (2.2.33)

1—u?
Now the relational expression between the frequency shift and the interaction force was derived.
e Conversion from frequency shift to interaction force

The interaction force acting between the probe and sample surface can be obtained in equation
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(2.2.33) now. The equation for small and large amplitude approximations are shown in Equation

(2.2.34) and (2.2.35). [8,9]

Femau(z) = Zkf Q(t)dt (2.2.34)

z

1 do)

Ten &

where Af /fy = Q(z). In this section, we show how to solve for F;s in a way that has little error

3 [ee]
Flarge(z) = _\/Ek/ﬁf (2.2.35)
z

regardless of the distance dependence of the amplitude and interaction force considered by Sader and
Javis.[14]

First, the interaction force F;4(z) acting between the tip and samples is expressed by the following
formula (2.2.36) using the inverse Laplace transform F;;(2).

[o9]

Fi.(2) = f A1) exp(—Az) dA (2.2.36)
0

Substituting this into equation (2.2.33) yields equation (2.2.37).

fo fl f‘” u
Af = —— A(A) exp(—1z — AA(1 + u)) dzdu (2.2.37)
kAJ_1Jo V1 —u?
When the integral is exchanged, it becomes like (2.2.38)
Af f"jwle(/l) (=22 — 241 + 1)) ———du d (2.2.38)
=—— exp(—Az — u udz 2.
kA 0 -1 p V1 — u?
Here we use the modified Bessel function, equation (2.2.39)
1 T
I,(2) = ;f e%°%s9 cos(nh) do (2.2.39)
0
When n = 1, it becomes like (2.2.40)
1 T
L(z) = - f e%¢°s0 cosh do (2.2.40)
0

If equation (2.2.40) is transformed using u = cos@ and I,(z) = —I;(—z), equation (2.2.41) is

obtained.

1

@ = e
TJ

u

V1 —u?

Therefore, equation (2.2.38) defines (x) = I; (x)e™ and T (x)

du (2.2.41)
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% - %f AT (2.2.42)
0

can be written. Also, if both sides are inverse Laplace transformed and equation (2.2.43) is used

LIYQD)] = fooY(A) exp(—Az) dz (2.2.43)
0

Equation (2.2.41) is expressed by Equation (2.2.44)

AQA) = kA L~ [Af (2.2.44)
T(24) fo o
Here, the following equation (2.2.45) holds:
Fis(z) = LIAQ)] (2.2.45)
Substituting equation (2.2.44) into equation (2.2.45) gives equation (2.2.46)
F, = 2.2.4
o) = Lot ]l (2246)
Here, using the approximate expression (2.2.47) of T (x)
1
1 1 T 3
T(x) = —(1 +-x2+ f ) (2.2.47)
8 2
Expression (2.2.46) becomes like Expression (2.2.48).
_ . 1 [Af Af
Fis(z) = 2k{L Lt +- A2L A 21; AZL /12L (2.2.48)
f 0 f 0 fo

Note that L™1[Af / f,] is a function of A, and the following equations (2.2.49), (2.2.50), (2.2.51), using

formula (2.2.52)

LAY (D] = 12L[Y ()] (2.2.49)
LIA%Y (D)) = DEL[Y ()] (2.2.50)
o) = Fo )f <p())1 A (2.251)
« =" _e@®
D%p(A) = RS dznf e ——d (2.2.52)

If we put Af / fy = Q(2), Equation (2.2.48) becomes Equation (2.2.53).

1 3
2 Az d(t)

- Q —
8ym(t—2) ®) 2(t—2) dz

Foo(2) = 2kfoo 1+ (2.2.53)

The interaction force acting between the probe samples can be estimated from the frequency shift
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value observed from the equation (2.2.53). The fact that the interaction force acting between the probe
samples can be estimated from the observed frequency shift value is a major feature of FM-AFM.
Equation (2.2.53) is a better approximation than Equations (2.2.34) and (2.2.35). As can be seen by
comparing with the equations (2.2.34) and (2.2.35), it can be seen that the small amplitude
approximation is the contribution of the first term of the equation and the large amplitude
approximation is the contribution of the third term. This corresponds to the first and third terms in the
approximate T (x) of the modified Bessel function. Here, U;4(2) is set as shown in equation (2.2.54).

1 3

t—z Az

[} AE
Ups(2) = 2k f a0 | -2+ + dt (2.2.54)

s J2(t—2z)

Because equation (2.2.54) satisfies equation (2.2.55)

dUs(2)

2.2.55
T ( )

Fio(z) = —

U;s(z) represents the potential.

2.2.4 Noise in the AFM
In FM-AFM measurement, the prerequisite is that the mechanical vibration between the tip and
sample should be smaller than the atomic corrugation of the sample. In general, several kinds of noise
in the measurement system should be considered, including the frequency noise, deflection detection
noise, oscillator noise and thermal frequency drifts noise.
e Frequency noise
The vertical noise in FM-AFM is given by the ratio between the noise in the imaging signal and the

slope of the imaging signal with respect to z [4]:

OAf

Z; Zm, (2.2.56)

the thermodynamic lower limit of the frequency noise
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ko TBf,

d (2.2.57)
kA, 7Q,

5fthermal = 5(Af)thermal =

Thermal noise is constant with respect to fmod:

n, = /A'EA (2.2.58)
sth Ab ﬂQfo

where kg is the Boltzmann constant, 7 the absolute temperature, B the detection bandwidth and Q the
quality factor of the cantilever. The detection bandwidth B determines the imaging speed.
e Deflection detection noise
The oscillation frequency of the cantilever varies very little around the resonance frequency f. A
constant deflection detector noise density n, was assumed to denote the precision at which the
deflection of the cantilever could be measured. [15, 16] This uncertainty in the deflection measurement

also leads to frequency noise, as given by

S >N g3/2
fde‘ =\g qu , (2.2.59)
0 0

and the deflection detector noise on the force gradient is given by

Kis got = \E f_qT' (2.2.60)
0

e Oscillator noise

Recently, a new contribution to frequency noise in FM-KPFM has been discovered, which arises in
particular in a low-Q environments. [17] The origin of this noise can be considered as a driving of the
cantilever off resonance because the amplitude feedback is fed with a noisy input signal (due to a finite

ng). This noise contribution is proportional to n, and inversely proportional to O:

&osc _ nq Bl/2
fo  V2AQ'

(2.2.61)
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with &k = 2k éff_ , 1t is given
0

kn 1/2
o ktsosc = \/E_q 5 (2.2.62)

Q A
Similar to thermal noise, oscillator noise is proportional to the square root of the detection bandwidth

B and inversely proportional to amplitude.

Oscillator noise is also constant with fiod:

k
M (2.2.63)

_ 2K
AQ

ktS osc

e Thermal frequency drifts noise

An eigenfrequency drift can be induced by the temperature variations. [18]

éfsensor _ kBTB 29 64
£ \kAAQ (2.2.69)

The magnitude of this noise component depends on the drift rate of the frequency » and the

measurement period z. The effect of this noise on the force gradient measurement is given:

2er/?

n. (f = . 2.2.65

ktsd”ﬂ( mod) foﬂfmod ( )
Because the frequency drift rate is proportional to fy, the force gradient noise due to thermal drift is
proportional to the stiffness of the sensor .

All noise sources contribute to the experimental noise graphs. The absolute force gradient noise can

be transformed in a density representation by

nktsdriﬁ (med) = (2.2.66)
The total noise of the force gradient measurement is given by
B 2
5 ktS = ~[L/z' n ks (fmod)dfmod ) (2267)
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nzkls ( fmod) = nzktsdet (fmod) + nzktsth + nzktsosc + nzktsdriﬁ (fmod)’ (2268)

thus, minimum detectable interaction force can be given by:

O = KAy (2.2.69)

2.2.5 Stable oscillation condition

As the tip is anchored at one end of the cantilever, it is easily to cause the tip to jump to contact
the surface during the tip approaching, when the stiffness of the cantilever is less than a certain
value. In the quasistatic mode, the cantilever constant k should be larger than the maximum of the

gradient of the tip-sample force to avoid the tip jumping to the sample, as shown below: [26,27]

> max(— aFtsj e (2.2.70)
oz
For the tip in the oscillating mode, the jump-to-contact of the tip can be avoided by oscillating
the cantilever with a large enough amplitude A:
kA>-F (2.2.71)

The restoring force should be larger than the maximum attractive tip-sample force. When the tip
is far from the sample, the damping of the cantilever is produced by the cantilever internal

dissipation and the energy loss per cycle is then given by

AE, = 27% , (2.2.72)

where E=kA2/2 is the energy of the cantilever. The usual phase difference between the

cantilever oscillation and the driving signal is /2 . Therefore, the driving signal is

Adgrive = Ae'7!? /Q . Connecting with the equation (2.2.72), Ay iS given by

AE
| Adrive 1= Al 2—7;5' : (2.2.73)
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When the tip-sample interaction force is considered, an additional damping force is added, and
Alrive 1S given by

AE, +AE 1 AE
| Adrive = AI## A|(5+Z—HE], (2.2.74)

hence, Q should not be much larger than 27E/AE . Otherwise, if AE, is larger than AE,, , it is

difficult for the oscillator circuit to maintain a constant value. A new conjecture regarding A and

k is given by [28]
2
KA” S A 2. (2.2.75)
T

Therefore, in order to keep the cantilever in a stable oscillation, it is better to use the tip with

a large amplitude or a high stiffness.

2.3 Kelvin probe force microscopy (KPFM)

2.3.1 Fundamentals of KPFM
e Work function
The work function ¢is defined as the minimum energy needed to remove an electron from the highest
occupied level of the solid to the vacuum near the surface. [29] It can be determined by charge states
and the crystal facets of the given materials. Usually, the work function can be expressed as
D=E\pc —€u (2.3.1)
where E, ¢ is the vacuum level and 4 is the nearby surface potential. For a metal, the Fermi level Er
almost equals to ey, hence the work function can be presented as
D =E\ypc —Eg. (2.3.2)
For a metal surface, the surface electronic charge density can be represented in a jellium background

as shown in Figure 2.6. The charge density in the metal is positive p, , and is 0 in the vacuum.
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Figure 2.6 Model of a metal surface charge density.

When taking into account the electron density and the wave functions of the respective electron, the

potential of the surface ¢(z) is given by

#(2) =4z [ dz'[7dz"(p(2") = p.(2") + $(0) - (2.3.3)

The change in electrostatic potential across the dipole layer created by the spilling out of the electrons

at the surface can be represented by Poisson’s equation
A¢ = P(0) — ¢p(—0) . (2.34)
The potential inside the metal is given by Vest (2) = #(—0) +Vy¢(p0,)
AVt (2) = Vet (0) = Vi (—0) = Ad =V (). (23.5)

With reference to the vacuum level, the potential is — AVg¢ , which is the same deep inside the metal.

21,2
The energy difference between the Fermi level and Vgt (—o0) is hzi .[21] Therefore, the Fermi
m
level can be represented by

h?k2
1 =—AVg (2) + 2mF (2.3.6)

The work function, namely, the electron energy which has the highest value in the metal is given by

h2k2
2m

D = ul=Ap —Vye(py) - (2.3.7)
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e Contact Potential Difference (CPD)

Two different conducting materials usually have the different Fermi levels. When these two materials
are electrically contacted, the electrons will flow from the material with higher energy level (lower
work function) to the material with lower energy level (higher work function), and the Fermi level of
these two materials are equalized. In this case, the contact potential difference (CPD) can be generated.
Usually, the surface with higher work function will be positively charged, and the surface with lower
work function will be negatively charged due to the electrons flowing. In order to compensate for the
Verp, a bias voltage is applied between these two materials to minimize the electrostatic force.
Therefore, the vacuum energy level of these two materials are aligned and the applied bias voltage
equals to the Vepp value. Figure 2.7 schematically presents the Vepp between the conductive tip and

sample, and the Vcpp can be defined as:

Vepp = 28 =22 (2.3.8)

—e e

where ¢ and ¢, are the work functions of the sample and tip, and e is the electronic charge.

EVI

(@) (b) (©)

Figure 2.7 Energy levels of the AFM tip and sample: (a) tip and sample are separated by distance d
with no electrical contact, (b) tip and sample are in electrical contact, and (c) a bias voltage (Vpc) is
applied between tip and sample to compensate the CPD and the electrostatic force. Ey is the vacuum

energy level. Ers and EF; are Fermi energy levels of the sample and tip, respectively.

36



The frequency shift Af is proportional to the voltage difference which can be expressed as Af o

—(Vpc — Vepp)?, and the relationship between the Af'and Vpc is presented in Figure 2.8.

Af

Vepp

Figure 2.8 The frequency shift verse bias spectroscopy

2.3.2 FM-KPFM with bias voltage feedback

FM-KPFM is a complementary probing technique to the AFM that can measure the CPD between
the tip and sample. An AC voltage (Vac) and a DC voltage (Vnc) are applied in the KPFM measurement,
in which the Vac generates oscillating electrical forces between the AFM tip and sample surface, and
the Vpc compensates the oscillating electrostatic forces that originated from CPD between tip and

sample surface. The electrostatic force (Fes) between the AFM tip and sample can be expressed as:

Ly 80

Fes(2)=—
(2) 2 dz

(2.3.9)

where z is the tip-sample distance, V is the potential difference between Vcpp and the applied bias
voltage, and dC/dz is the capacitance gradient between tip and sample. As VpctVacsin(wt) is applied

to the KPFM system, the voltage difference can be:

AV =V, #Veop = (Ve £Vepp) +V SiN(at). (2.3.10)
Note that the + sign depends whether the bias (Vpc) is applied to the tip (—) or the sample (+). [22]

Substituting (2.4.10) in (2.4.9), the electrostatic force can be:
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Foo(2,1) = —% o) [Voe £Vepp) +Vac sin(at) F. (2.3.11)
This equation can be divided into three parts:
o = 8%52) E Vo ?VCPD)Z} (23.12)
F :-%ﬁz)(vm £ Vepp Ve SiN(at). (2.3.13)
Fp, = a%iz) %VACZ[COS(Za)t) -1]. (2.3.14)

Here, Fpc, Fuw, and F>, represent the DC, o, and 2 ® components of Fi, respectively. The relation

between Fpc, Fo, F20 and Vpc is shown in Figure 2.9.

(a) (®) (©)
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Figure 2.9 Bias voltage dependence of (a) Fes, (b) F, and (¢) Fae. Fpc is a quadratic function of Vpc,

and when Vpc = Vepp, Fes is the minimum value. F, is a linear function of V.. F2, 1s a constant value.

Fpc ((2.4.12)) results in a static deflection of the AFM tip. F,, with frequency w ((2.4.13)) can
measure the Vepp, which shows a parabolic form as a function of Vpc, just as shown in figure 2.12(a).
F>0((2.4.14)) can be used for capacitance microscopy. [23] When the Vac and Vpc are applied to the
tip, the electrostatic forces will result in additional oscillating components (due to the electrical force),

which will be superimposed to the mechanical oscillation of the AFM tip. In order to measure the Vepp,
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a lock-in amplifier is used to extract the electrical force component with frequency @ (F»). The output
signal of the lock-in amplifier is directly proportional to the difference between Vpc and Vepp, just as
shown in Figure 2.9 (b). The Vcpp value can be measured by the applied Vpc, as a result, the output
signal of the lock-in amplifier is nullified and F, equals zero. In this way, the value of Vpc is acquired
for each point on the sample surface, composing a map of the Vcpp of the whole sample surface. The

schematic circuit of the FM-KPFM with bias voltage feedback is shown in Figure 2.10.

Deflection
—{ PLL 1
sinsor Lock-in Amp.
]
i dF /dV
V EVACCOS Wl Pl |—

0

Scanner

ﬁ— Z feedback

Topographic : Vcpp image

image i Vp is variable

------------------------------------------ LTI

Figure 2.10 Schematic circuit of FM-KPFM with bias voltage feedback based on nc-AFM.

2.3.3 Minimum detectable CPD in KPFM

In AFM measurement, a frequency shift (Af) and an amplitude variation (A4) of the cantilever

vibration due to the energy dissipation are given by
Af=-foF J/(2kA) (2.3.15)

A4 =-QFy/k (2.3.16)
where fo, k&, Q and A are the resonant frequency, the spring constant, the quality factor and the

oscillation amplitude of the cantilever, respectively. F. and Fy are the tip-sample conservative
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interactions and dissipative interactions, respectively.
Therefore, the minimum detectable force for conservative interaction and that for dissipative

interaction are given by

OF = 2kASf Ify (2.3.17)

O0Fq4=koA/Q (2.3.18)
Here, Jf and 04 are the minimum detectable frequency and amplitude, respectively.

For typical AFM measurements in UHV, the Jf and dA4 are given by [24]

8= V12fmnas\B/zA (2.3.19)

8A=ns\B (2.3.20)

Here the ng, B, fm are the deflection sensor noise, bandwidth of the lock in amplifier and the

modulation frequency, respectively. Therefore, F. and dF; are obtained as:

7, - M VB, @321)

Cc
1
k
SFy =—ny/B, (2.3.22)

Q

the conservative electrostatic force (Fesc) is given by
2

——Vs, (2.3.23)
while the dissipative electrostatic force (Fesc) is zero.
The om component of the frequency shift (Afn) induced by the electrostatic interaction is given by

_ &Y Rfova

Af, > £VacVpoe (2.3.24)
kz{o

from equation Af'= - foFes/(2kA), Minimum detectable CPD in FM-KPFM can be described [24]
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2.4 Scanning Tunneling Microscopy (STM)

The STM was firstly invented by G. Binning in 1981. [2] It is usually used to characterize the
conductive sample surface with atomic resolution. During STM measurement, the tunneling current
between the conductive tip and sample was employed as the detection signal to characterize the surface.
2.4.1 Static STM

The STM can investigate the electronic properties of the surface with atomic resolution. In STM
measurement, the tunneling current between the tip and sample is used to characterize the sample
surface. When a bias voltage is applied between the tip and sample, the electrons can tunnel right
through the vacuum barrier to form the tunneling current. [19] The STM image is the convolution of
the geometry and electronic properties of the sample surface. The basic experimental setup of the STM
is shown in Figure 2.11. A sharp STM tip is brought close to the conductive sample surface, and the
tunneling current can flow. Usually, the bias voltage V' is applied to the sample with respect to the tip.
Depending on the operation modes of constant tunneling current and constant height modes, the

topography and tunneling current images can be measured.
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Figure 2.11 Block diagram of the experimental setup for STM.

In classical mechanics, the movement of an electron with energy moving in a potential can be

expressed as below

p2
—2 +Ul(z)=E, 2.4.1
2m " (Z) ( )

where m is the electron mass, P: is the movement momentum of the electron. When £ > U(z), the
electron has a nonzero momentum p,. The electron can penetrate through the energy barrier. On the
contrary, when E < U(z), the electron cannot penetrate into any region because of the potential barrier.
In quantum mechanics, the state the of the electron is described by a wave function ¥(z) satisfying the

Schrddinger’s equation, as shown below

S @)U ()= Ep) 242

In the classically allowed region, Eq. (2.4.2) has the solutions

w(z)=y(0)™ (2.4.3)
where k£ is the wave vector and expressed by
2m(E -U
k= (T 244
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In the classically forbidden region, Eq. (2.4.2) has a solution

w(z)=y (0™ (2.4.5)
where « is the decay constant and expressed by
2m(E -U)
K= Y (2.4.6)

It describes a state of the electron decaying on the z direction.

The probability w for an electron in the nth sample state to present at the tip surface, z=W, is
wec |y, (0) e (2.4.7)

where ¥,(0)is the value of the nth sample state. « is the decay constant of the sample state near the

Fermi level in the barrier region and expressed by

H

2m
i

K=

(2.4.8)

The tunneling current is proportional to the number of the sample states within the energy interval

eV. By adding all the sample states in the energy interval eV, the tunneling current is

e >y, (0) e (2.4.9)

E,=Eg—eV

Eq. 2.4.9 can be conveniently rewritten in terms of the local density of states (LDOS), so LDOS of

the sample is defied at a location z and energy E,

1 E
ps(2E)== Y, (). (2:4.10)

€ E “E eV
Then the tunneling current can also be rewritten in terms of the LDOS of sample as

| ocVp, (0, Ep )e " (2.4.11)

Depending on the polarities of the applied bias voltage, the empty and filled states STM images can

be recorded. In the empty state image measurement, a positive bias voltage V' is applied to the sample,
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and the electrons can tunnel from the filled states of the tip to the empty states in the valance band of
the sample. In this way, the tunneling current can flow from the tip to the sample. We can measure the
integrated density of full states above the Fermi level in the sample. On the contrary, when a negative
bias voltage —V is applied to the sample, and the electrons can tunnel from the filled states of the
sample to the empty states of the tip. In this way, the tunneling current can flow from the sample to
the tip, and we can measure the integrated density of full states below the Fermi level in the sample.
The schematic of the tip-sample tunneling in empty state and filled state STM measurement is

presented in Figure 2.12.
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Figure 2.12 Schematic of the tip-sample tunneling in empty state (a) and filled state (b) STM

measurement.

2.4.2 Dynamic STM

The simultaneous STM and AFM measurement can be performed using the conductive tip of the
cantilever and sample. It is usually performed in the constant height mode in order to avoid the

crosstalk between the frequency shift and tunneling current signals. The tunneling current is recorded
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by a current-to-voltage converter with a limited bandwidth much smaller than the oscillation frequency
of the cantilever fo. [20] The recorded tunneling current /; is actually the time-averaged tunneling
current </¢>, and the tunneling current /; changes exponentially with the tip-sample distance, as shown

in figure 2.13.
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Figure 2.13 Tunneling current /; versus distance between a sample and oscillating cantilever. d is the

closest tip position and the A is the tip oscillation amplitude.

The impact of the modulation of the tip-sample distance on the tunneling current is presented in the
Figure 2.14. The harmonic modulation results in the sharp peaks in the current signal. As a
consequence, the frequency spectrum of the tunneling current shows higher harmonics of the
modulation. Current signal at higher order frequency components is neglected due to the limitation of

current amplifier.
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Figure 2.14 Tunneling current versus time with an oscillating cantilever. [30]

The measured tunneling current is given by the time-average over one oscillation cycle.
1,
<1 >:?I0 |(t)dt = g(A V) x|, (2.4.12)
where Iy is the tunneling current at the closest tip-sample distance and g(4,V) is the proportional
coefficient as a function of the oscillation amplitude and sample bias voltage. In the simultaneous STM

and AFM measurement, the stiff tip with small oscillation amplitude A is used in order to decrease the

noise of the tunneling current measurement with increasing average tunneling current.

2.5 Summary

In this chapter, we present a brief review of the scanning probe microscopy, which will be employed
to acquire experimental results in this dissertation. Some key principles and theories are discussed in
detail, for example, deconvolution of interaction force from frequency shift, and FM-KPFM with bias

voltage feedback method.
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Chapter 3 Low temperature UHV
SPM

3.1 Introduction

In this chapter, we briefly introduce the setup of the low temperature UHV SPM. In section 3.2,
the equipment of the low temperature UHV nc-AFM system and the corresponding vibration
isolation system are presented. In section 3.3, the AFM unit including sample and cantilever stages
and the deflection detection system are introduced. In section 3.4, we focus on the introduction of
the operation circuits, including the FM-AFM, FM-KPFM and STM measurement. In section 3.5,

we introduce the sample and cantilever preparation.

3.2 Equipment of low temperature UHV nc-AFM

3.2.1 Chambers

In our study, the experimental equipment is mainly base on the low temperature UHV nc-AFM
system, as shown in Figure 3.1 and the corresponding the schematic of side and top views of the
system in Figure 3.2. The system consists of a load-lock chamber, a preparation chamber, and an
observation chamber, which are all connected and fixed on the active vibration isolation system

to avoid the vibration source.
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Figure 3.1 Low temperature UHV nc-AFM system.
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Figure 3.2 schematic of the side (a) and top (b) views of the low temperature UHV nc-AFM.

e Load-lock chamber

The load-lock chamber is used for cantilever and sample exchanging between atmosphere and
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high vacuum conditions. A gate valve is employed to divide the load lock chamber from the
preparation chamber. In order to transfer the tips and sample between load lock chamber and
preparation chamber, a transfer rod is used. The vacuum condition can be maintained at about 101

Torr with a Rotary Pump (RP) and Turbo Molecular Pump (TMP, displacement volume 250L/sec).

e Preparation chamber

The preparation chamber is used for preparing sample and tip before measurement. The base
vacuum condition can be kept below 3x10°!! Torr at room temperature with one Sputter Ion Pump
(SIP, displacement volume 70L/sec) and two Titan Sublimation Pump (TSP, displacement volume
1600L/sec). Specifically, it is equipped with an electric heating system for tip and sample
annealing, and an Ar-ion sputtering gun for tip and sample sputtering. In addition, an oxygen
cylinder with pure oxygen gas is used to oxidize the sample surface. The preparation chamber is
separated by a gate valve form the observation chamber, and a transfer rod is used to exchange tip

and sample between preparation and observation chambers under the UHV.

e Observation chamber

The observation chamber is a chamber that for all the measurement at low temperature. It is
mainly composed of an nc-AFM measurement unit and a cryostat. The cryostat consists a two-
layer dewar including an inner tank and an outer tank with liquid nitrogen. A triple shield is used
to prevent the external heat radiation. The measurement unit can be cooled down to 78 K bu
touching the bottom of the dewar with liquid nitrogen for more than 48 hours. The base pressure
can be kept better than 3x10°!! Torr. An inner vibration isolator is fixed to remove the internal unit

and shield vibration.
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3.2.2 Vibration isolation system

The vibration isolation system is employed to keep a stable measurement condition to realize the
measurements with atomic resolution. During the measurement, the vibration must be suppressed
below 0.01A. In our experiment, the active vibration isolation platform and the vibration isolation
unit are used to obtain the effective isolation.

e Active vibration isolation platform

The whole nc-AFM measurement system is fixed on top of an active vibration isolation platform
to avoid the vibration, especially the low frequency vibrations from approximately 1 to 200 Hz.
It consists of sensors, feedback circuit controller and actuators, as shown in Figure 3.3. The sensor
can detect the displacement, velocity or acceleration, and the signals can be fed to the feedback
circuit controller. Then the controller can activate the actuators to convert the electric voltage to
a mechanical force. The mechanical force of the actuators has the same magnitude but a phase

angle of 180 degrees as the excitation force, which results in the force cancellation.

e Vibration isolation unit

[
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Liquid He/N, Liquid He/N,
H Spring for  —H
Lock suspending
mechanisum the AFM unit
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| ﬂ ,—| 1
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AFM Unit |
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Figure 3.3 Vibration isolation mechanism of SPM unit

The nc-AFM unit cell is suspended from the bottom of the dewar by a coil spring, as shown in Figure

3.3. Magnetic damper is used to prevent vibration of SPM unit cell itself, and four magnets are installed
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on the side of the chamber to eliminate the unit interior and shield vibration.

3.2.3 Preparation system

e lon-sputtering system

In our experiment, the ion-sputtering system was used to prepare the clean tip and sample surface,

which is schematically presented in Figure 3.4.

(b)

o Artion

Figure 3.4 (a) Photograph and (b) schematic of the ion-sputtering system.

One ion gun is fixed on the preparation chamber, and the Ar gas atoms are ionized in to the Ar*
ions by the thermal electrons emitted from the filament in the ion gun. By using the high voltage
of the electrode, Ar" ions are accelerated to collide against the substrate surface, which can remove

the dust attached to the substrate surface and the tip apex.

e (Gas-inlet system

The mini cylinder is directly fixed on the preparation chamber, in which the O, CO gas with
high purity are inside. Usually, the O, or CO gas is directly exposed to the sample surface in the

preparation chamber at room temperature. The photograph of our mini cylinder used in our
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experiment is shown in Figure 3.5.

i , AN S|
Figure 3.5 Photograph of the mini cylinder.

e Electron beam evaporation

One electron beam evaporation system is used in this study to evaporate the Au atoms on sample
surface, which is EFM3 manufactured by Omicron. There are mainly four components in the
electron beam evaporation system, including the tungsten filament for emitting thermoelectrons,
a crucible containing the Au wire, a shutter mechanism and a flux monitor. First, the thermal
electrons are emitted from the tungsten filament with a high voltage, and collide with the Au. The
temperature of the Au rises due to the impact heat of the thermal electrons, and the Au atoms can
be ionized and evaporated, which is accelerated by the acceleration voltage. At this time, when
the ionized Au atoms passes through the Flux monitor, a weak current flows by passing through
the Flux monitor, and the amount of the current is proportional to the deposition amount.
Therefore, the deposition amount can be estimated every hour by the Flux monitor. In addition,
the generation of gas from the wall surface is suppressed by water cooling. The photograph and

schematic of the electron beam evaporation system are shown in Figure 3.6.
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Figure 3.6 (a) Photograph and (b) schematic of the electron beam evaporation system.

The amount d (ML) of the material deposited on the sample surface is calculated as:
_8x10° prit
12 [2yMT

(3.1)

where p is the saturated vapor pressure of the deposition material, » is the radius of the rod, # is
the deposition time, L is the distance from the deposition material to the sample, M is the

molecular weight of the deposition material, and 7 is the temperature of the deposition source.

3.3 AFM unit

The nc-AFM unit mainly consists of a sample stage and the signal detection system, as shown in
Figure 3.7. In the sample stage, the approaching piezoelectric actuator can allow the sample to move
toward the cantilever, in which a cantilever holder is fixed on. In addition, the tube scanner can
be used for three-dimensional movements of the sample. The signal detection system includes
cantilever stage and laser loop. A cantilever holder is fixed on the cantilever stage, and the laser
loop is designed to detect the oscillation of cantilever. The advantages of this AFM unit are the

high mechanical stability, easy exchanging of the sample and cantilever.
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Figure 3.7 Top view of the AFM unit photo (a) and schematic (b).

3.3.1 Sample and cantilever stages
e Sample stage

The movement of the sample stage is precisely aligned by the stick-slip approaching mechanism.
In the stick-slip approaching part, the approaching piezoelectric actuator is the inertial driven
shear piezoelectric element stack, which can generate the stick-slip motion by the stick-slip
actuation technology. [1] The sapphire plate is attached on the bottom of the stage to reduce the
friction, and a hemispherical ruby ball is fixed on the top of the actuator. The piezoelectric
elements are stacked on top of each other. When an external electric filed is applied on both sides
of the stacking piezoelectric elements, it can result in the deformation of the elements in a shear
direction, as schematically presented in Figure 3.8.

Usually, a saw-tooth voltage is applied to the shearing piezoelectric elements to motivate the
stick-slip motion of the sample stage. Firstly, the applied bias voltage gradually increases, which
will result in the deformation of the shearing piezoelectric actuators and the movement of the

sample stage due to the friction between the ruby ball and the sapphire plate. This process is called
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stick mode. When the bias voltage reaches its maximum, it drops suddenly, and the sample stage
cannot follow ideally the retraction of the shearing piezoelectric actuators due to its inertia. The
sample stage will stay in the place, as shown in Figure 3.8(a), and this process is called the slip

mode. The sample stage can gradually approach the tip by repeating this process.
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Figure 3.8 Operating mechanism of the stick-slip actuator. The schematic of stick-slip setup (a)

and the stage displacement dependence on the applied voltage (b).

On the sample stage, the key component is a piezoelectric scanner (sometimes called tube piezo),
which is fabricated by the PZT with high piezo constants and resonance frequency. The tube
scanner can control the sample movement in X, Y and Z directions. Six electrodes, including £X,
+Y and £Z, are attached to the outside and inside of the tube. The top half of the tube piezo outside
is attached to the +Z electrode, and the bottom half of tube piezo was attached to neighboring £X

and £Y four electrodes, which are oppositely attached, respectively, as shown in Figure 3.9. The
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inner continuous metal coating is connected to the -Z voltage, which is grounded. The whole piezo
has a same polarization direction. With a positive voltage applied to +Z electrode, the polarization
is formed with opposite direction due to the electric field formation with opposite direction. As a
result, the whole tube can extend, as shown in Figure 3.9 (d). On the other hand, when the voltage
is applied to +X electrodes, it can result in the polarization of +X side and —X side with same
direction. The left part (close to +X electrode) extended, and the right electrode (close to the —X

electrode) shrunk, which induce the tube piezo twist to the right, as shown in Figure 3.7 (e).
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Figure 3.7. Schematic of the tube scanner.

Figure 3.9 (a-c) Schematic structure of the tube scanner. (d-e) The schematic of the tube piezo

extending and twisting, respectively.

e Cantilever stage

The cantilever stage consists of cantilever holder supporter and cantilever holder, as shown in
Figure 3.10. The base plate of the cantilever holder is made of ferromagnetic nickel, and the
cantilever holder is fixed on the cantilever holder supporter by the magnet force with a magnet

attached on the cantilever holder support. A spring electrode is used for the stabilization of the
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cantilever onto the cantilever holder. Between the cantilever holder support and the lower
electrode of the piezoelectric actuator, a thin mica plate is used as an insulator. Three ruby balls

are used to connect the cantilever holder and act as electrical channels.
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Figure 3.10 (a, b) Photography and (c, d) side views of the cantilever holder support and the

cantilever holder.

3.3.2 Deflection detection system

In this study, as the FM-AFM is used to obtain the experimental results, the frequency shift of
the resonant frequency of the oscillating cantilever is detected by the phase-lock loop (PLL) as
the imaging signal. Therefore, it is necessary to detect the deflection of the cantilever. A wide
variety of deflection detection methods of the cantilever have been used, such as piezoelectric

force sensor [2-3], optical beam deflection detection (OBD) [4] and optical interferometer

57



detection [5]. In this study, the optical beam deflection (OBD) detection method is used due to its

higher sensitivity, and the principle of the OBD detection is briefly introduced as below.

Mirrorl
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lens lens
\, | I/V converter |
Cantilever ¢

I Detection system I

AV

Figure 3.11 Schematic diagram of experimental setup of the OBD method.

The schematic diagram of the experimental setup of the OBD method is shown in Figure 3.11.
The laser beam is generated by laser diode outside of the chamber, and an optical fiber is used to
transmit the laser into the chamber. Two lenses (collimation lens and focusing lens) are used to
focus the laser beam, and then it is irradiated onto the backside of the cantilever by the mirror 1.
A position sensitive photodetector (PSPD) can detect the reflected laser beam by the mirror 2. By
adjusting the two mirrors to align the laser beam, the laser spot can be positioned on the PSPD
center. The laser spot position in the PSPD can be changed due to the cantilever deflection, which
will result in the photocurrent change from the PSPD. A voltage amplifier by a I/V convertor is
used to amplify the detected photocurrent. As a result, the voltage signal is detected as a detecting
signal.

e Principle of optical beam deflection detection

The principle of the OBD detection method is introduced in Figure 3.12. [6-7] The deflection
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angle of the cantilever and laser beam can change along with the displacement of the cantilever

during scanning, which is detected as the measuring signal by the measuring system.
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Figure 3.12 Schematic of experimental setup of the OBD method.

The relationship between the displacement and deflection angle of the cantilever is given as

follows [6]
3
A =—— 3.2
> (3.2)

Here, [ is the length of the cantilever.
The deflection of the cantilever can induce the laser beam deflection on the PSPD, and its value
is 2A8. Laser spot position on the PSPD is shifted Aa by deflection.

Aa=2A60-s. (3.3)

Substituting the equation 3.1 into 3.2, the expression is written as below
S
Aa = BZ Az . (3.4

Here, s is the distance from the laser point on the second mirror to the photodiode. The change in
spot position causes the difference of the photocurrent in the photodiode. When the laser spot is

assumed to square, the difference of photocurrents is expressed as follows
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. 2
Al, =nP—Aa. (3.5)
a
Here, #, P, and a are efficiency of the light-to-current conversion at the photodiode, total power

of the laser beam irradiated onto the PSPD, and diameter of the laser spot on the PSPD,

respectively.

e Detection system circuit

PSPD consists of four adjacent photodiodes. The top half photocurrent A is the sum of the PD1
and PD 2. The lower half photocurrent B is the sum of PD3 and PD 4. The difference of the
photocurrent is equal to A-B. The detection system circuit contains adder and subtraction circuit,

which is shown in Figure 3.13.[8]
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Figure 3.13 Arithmetic circuit of the OBD method.
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3.4 Circuits of the operation system

3.4.1 FM-AFM controller circuit

As we have discussed above, the FM-AFM and FM-KPFM measurement modes are used in our

experiments. The controller circuit of FM-AFM used in our experiment is shown in Figure 3.14.
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Figure 3.14 Schematic controller circuit of FM-AFM.

In the FM-AFM measurement, the frequency shift of the cantilever vibrating at around it resonance
frequency is used as the characterization signal, in which the amplitude of the cantilever oscillation
keeps constant. Firstly, the amplitude and phase of the signal are detected by the lock-in amplifier

(LIA) in the phase-lock-loop (PLL) circuit. The phase signal is input into the PI-control. It is found
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that the actual vibration phase is delayed by 90 degrees when the cantilever is excited at its resonance
frequency. Therefore, the signal of the vibration phase is input to the numerically controlled oscillator
(NCO), and then is fed back to the cantilever. In this way, the phase difference between the vibration
signal of the cantilever and the excitation signal always becomes -90 degrees. The amplitude of the
detected signal is input into the automatic gain control (AGC) circuit, in which the PI-control is used

to be equal to the oscillated amplitude when it is fed back to the cantilever.

3.4.2 FM-KPFM controller circuit

As we have introduced above, in order to measure the topographic and local contact potential
difference (Vircpp) images simultaneously, Kelvin probe force microscopy, operated in frequency
modulation mode (FM-KPFM) based on the nc-AFM, was used. Figure 3.15 shows the schematic
diagram of the simultaneous nc-AFM and FM-KPFM measurement circuit with bias voltage feedback.
In this circuit, a phase lock loop (PLL) was used to generate the frequency shift (Af) signal from the
cantilever deflection detected by the optical beam deflection (OBD) system. The Af was divided into
two circuits, in which one was used to obtain the topographic image and the other one was fed into a
lock-in amplifier to obtain the Vicpp image. An AC bias voltage, Vac coswm?, generated by an oscillator
was used as a reference signal. The wm component of the Af was measured by a lock-in amplifier and
used as a feedback signal. By controlling the proportional—-integral (PI) controller during the surface

potential measurement, ¥1cpp and Af images with atomic resolution could be obtained simultaneously.
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Figure 3.15 Schematic controller circuit of FM-KPFM with bias voltage feedback method.

3.4.3 FM-AFM and STM controller circuit

In our experiment, since the conductive tip (Ir-coated Si tip) was used for the AFM measurement, we
can obtain the topography and tunneling current signals simultaneously, namely, the simultaneous
AFM and STM measurement. The schematic circuit of the simultaneous AFM and STM measurement

is shown in Figure 3.16.
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Figure 3.16 Schematic controller circuit of simultaneous AFM and STM measurement method.

The tunneling current is directly obtained from the tip and converted into a voltage single by an I/'V
converter with a limited bandwidth much smaller than the oscillation frequency of the cantilever f;. In
order to avoid the crosstalk between the topographic and tunneling current signals during simultaneous
AFM and STM measurement, the measurement is usually performed in the constant height mode to
keep a constant tip-sample distance, rather than the constant frequency shift mode. Note here that the
the recorded tunneling current /; is actually the time-averaged tunneling current </>, and the tunneling

current /; changes exponentially with the tip-sample distance, as we have introduced in Chapter 2.

3.5 Sample and cantilever

3.5.1 Sample fixation and preparation

e Sample fixation

In this study, a rutile TiO2(110)-(1x1) surface (from Furuuchi Chemical Corporation) is used as
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the sample. And a sample holder is employed for sample fixation and preparation. The base plate
of the sample holder is made of alumina because of its low thermal conductivity and outgassing
at high temperature. Two magnets on the backside of the sample holder support are used to fix the
sample holder.

Now we introduce the fixation method of the rutile TiO, sample in our experiment. Since the
rutile TiO; in its stoichiometric form is an insulator, the direct electric annealing is difficult. In
addition, though the introduction of point defects can transform it to the semiconductor, the
temperature variation occurs due to the influence of the defects structures. Therefore, the indirect
heating method is used for sample annealing. Two electrodes connect to the sample holder bottom
to apply bias voltage. The metal tantalum (Ta) foil with thickness of 0.01 mm is used as the heater,
and the insulator PBN sheet is sandwiched by the Ta foil to indirectly heat the sample, on which
the sample is mounted on one additional PBN sheet. This structure can avoid the deformation of
the Ta foil during annealing. In addition, the upper part of the sample is fixed with a Ta foil and a
PBN sheet, respectively, to prevent current from flowing through the sample and to apply a bias
voltage to the sample. The detailed structure of the sample fixation is schematically shown in

Figure 3.17.
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Figure 3.17. Schematic of the sample fixation structure and the components in order.

e Rutile TiO2(110)-(1 x 1) preparation
In this study, a rutile TiO»(110)-(1x1) surface (from Furuuchi Chemical Corporation) is used as
the sample, and it is usually prepared by repeated cycles of Ar ion bombardment and annealing,

which is schematically presented in Figure 3.18.
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Figure 3.18 Schematic of repeated cycles of Ar ion bombardment and annealing of the rutile
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TiO(110)-(1x1) surface.

e Ar ion sputtering
The rutile TiO2(110)-(1x1) surface is firstly treated by Ar ion sputtering using the ion gun. During
Ar ion sputtering, the emission current is about 22 yA and ion energy is about 1 keV, and vacuum
condition is maintained at 1 x 10 Torr for 15 min.

e Thermal annealing

After sputtering, the rutile TiO»(110)-(1x1) surface becomes rough. Therefore, thermal annealing

is necessary to flatten the rough substrate surface at the atomic-scale. In our experiment, it is
heated to a temperature at about 1000K for 30 min, at which the surface atoms can thermally

diffuse, and the rough surface can become a uniform and stable surface.

3.5.2 Cantilever

e Cantilever property

The resonance frequency fo and the spring constant £ are the important properties of the
cantilever, which is dependent on its dimensions. The relationship between its dimension with a

rectangular cross section and the mechanical properties are expressed as below:

Eh
fo=A o (3.6)
Eah
k= el (3.7)

Where A is a constant (0.162 here), E is the Young's modulus, p is the material density of the
cantilever, and a, 4 and [ are the width, thickness, and length of the cantilever, as schematically

shown in Figure 3.19.
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(b) top view

Figure 3.19 (a) Photograph of the cantilever used in our experiment. (b-c) Schematics of top and

sized views of the cantilever, as indicated in (a).

e Cantilever degassing and cleaning
In this study, a commercially Ir-coated silicon cantilever (Nano sensors SD-T10L100, fo ~800kHz)
was used. The cantilever is fixed to a silicon support chip, and the diameter of the tip apex is about
5~10 nm. Before surface imaging, in order to remove the oxide layer and contaminants, the tip
was degassed at a temperature around 600 K for 5 min and then bombarded by Ar-ion sputtering
at a pressure of 5 x 107 Torr for 15 min with an emission current of 22 uA and ion energy of 1

keV.

3.6 Summary

In this chapter, we briefly introduce the low temperature UHV nc-AFM system equipped with
all the necessary tools for our research, including the UHV generation equipment, nc-AFM unit,

block diagram of the operation circuits, sample and cantilever preparation.
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Chapter 4 Research about rutile
T102(110)

4.1 Introduction

In this chapter, we generally introduce the past researches about rutile TiO»(110). In section 4.2,
the properties and features of rutile TiO»(110) are briefly discussed, including its surface defects
and specifically the subsurface defects, and the polaron nature. In section 4.3, we review the
research about the adsorption and dissociation of oxygen species on rutile TiO»(110) surface, and
the charge states of adsorbates. In section 4.4, the investigation of the size effect and charge states

of the Au nanoclusters are presented.

4.2 Rutile TiO(110)

4.2.1 Surface and subsurface defects on rutile TiO2(110)-(1 % 1)

The rutile TiO2(110)-(1x1) surface is the most widely employed plane in the
photocatalytic/catalytic reactions. [1] A model of the rutile TiO2(110)-(1x1) surface is shown in
Figure 4.1. It is mainly composed by the five-fold coordinated Ti rows (Tisc, orange balls) and the
bridging two-fold coordinated O rows (Ox, bright balls). The introduction of the surface and
interstitial defects can transform the rutile TiO; from an insulator to a n-type semiconductor. The
surface defects including the oxygen vacancy (Oy) and hydroxyl (OH) on rutile TiO2(110)-(1x1)
surface are formed by removing the oxygen atom form the bridging two-fold coordinated oxygen
rows and the dissociation of the water molecules on the five-fold coordinated Ti rows, respectively.

The interstitial defects are mainly the Ti interstitial atoms (Tiin) and the subsurface hydrogen
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atoms (Hsw). The point defects are considered as the excess electron reservoirs for the catalytic
reactions. It is clarified that one OH defects can provide one excess electron, and one oxygen
vacancy can provide two electrons and one Ti interstitial atom can provide four excess electrons.
A large amount of experimental works in combination with the theoretical calculations have been
performed to investigate the morphological and electronic properties as well as the electron

distribution around the point defects. [19,20]
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Figure 4.1 The ball model of the rutile TiO»(110)-(1x1) surface with the surface defects and

subsurface defects.

The importance of the TiO, surface and subsurface defects have been fully established through
abundant experimental and theoretical works. For example, the electronic structure and excess
electrons distribution around the surface defects have been clarified by scanning probe
microscopies (SPM) at various low temperatures. [2-4] In addition, the surface defects can be
diffused, [5-7] desorpted [8-9] and re-deposited at the atomic scale level in a controllable way.
[10] Moreover, the surface defects, acting as the reaction intermediates and abundant surface

electron donors, can also mediate the water molecules dissociation and oxygen adatoms
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adsorption and dissociation on the surface. [11-13] In addition to the surface defects, the Ti
interstitials in the near surface region and the subsurface oxygen vacancy in TiO, have been
systematically investigated and demonstrated to facilitate the oxygen adsorption and enhance the

electrical conductivity. [14,15]
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Figure 4.2 Theoretical calculation of the energy path showing the energy diagram for hydrogen

movement to subsurface sites. [23]

However, subsurface hydrogen (Hsuw), as a fundamental and predominant impurity in the near
surface regions of metal and metal oxide, [16,17] is yet to be fully investigated, possibly due to
the limited analytical methodologies to reveal the subsurface defects with atomic resolution.
Specifically, the Hqp in rutile TiO2(110) can strongly affect the local photocatalytic activity and
chemical reactivity, [18] while surprisingly only few available literatures have discussed the Hsus
to data. For example, the experimental and theoretical works have demonstrated that the adsorbed

hydrogen atoms can easily diffuse into the TiO; bulk through a thermodynamically spontaneous
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process with a low activation barrier and remain the stable Hsy, Specie in a wide temperature range.
[19-21] Moreover, the residence interstitial locations of the hydrogen atoms between the surface
and subsurface layers have been proposed and calculated, as shown in Figure 4.2. [2] In addition,
the volumetric maps of the tip-sample interaction force of the Hsu, have already been revealed by
an interplay between simultaneous non-contact atomic force microscopy (nc-AFM) and scanning
tunneling microscopy (STM) measurement in constant frequency shift mode, [23] as shown in
Figure 4.3.

However, in these works, crosstalk of the topographic and tunneling current signals
simultaneously recorded by nc-AFM and STM in constant frequency shift mode makes the
interpretation complicated and lack of credibility. In addition, several other important information
about the Hsy, remains a largely unexplored topic, such as the local electronic properties at the
single defect level and the possibility of reversible transformation between surface and subsurface
layers in a controlled manner, which may have an overriding effect on revolutionizing the

investigation and applications of the rutile TiO.
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Figure 4.3 Simultaneous AFM and STM measurement of the subsurface hydrogen on rutile

TiO»(110)-(1x1) surface in constant frequency shift mode. [23]

Especially, the electron distribution around the subsurface hydrogen plays a key role in
determining its electronic properties and the effects on the catalytic reactions as the electron
reservoir. Some theoretical works obtained from the first principle calculations have proposed that
the electron around the subsurface hydrogen is mainly localized around the nearby titanium ions
in the subsurface layers., which can form polaron-like configurations, as shown in Figure 4.4. [24]
However, the experimental works to demonstrate the excess electrons distribution around the
subsurface hydrogen still remain an unexplored research topic, which is very important to study

its electronic properties.
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Figure 4.4 Atomistic structure of the neutral hydrogen configuration with the excess electron

localized at the out-of-plane Ti ion. [24]

4.2.2 Polaron in rutile TiO2(110)-(1 x 1)

It is well known that the rutile TiO»(110) surface has the polaron nature due to the formation of
point defects, which is quite different from the anatase TiO,. STM studies have provided evidence
that the spatial distribution of excess electrons surrounding one O, dramatically depends on the
temperature, such as a mirror symmetry in four-lobed shape at 78 K and an asymmetric distribution at
7 K, as shown in Figure 4.5. This temperature dependence of the excess electrons distribution suggests
its polaronic nature. [25-27] Furthermore, an experimental study demonstrated that the configurations
of the excess electrons associated with the separated O, can be engineered by the STM tip at low
temperature, leading to the redistribution of excess electrons around the O, complex in a controlled

way, indicating that the excess electrons around separated O, can diffuse across several sites. [25] The
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susceptibility of the Oy to the local environment results in a nonuniform local potential in the oxide

surface, which can significantly affect the surface reactivity and adsorbates configurations.

Filled states

Figure 4.5 Demonstration of the polaron nature of rutile TiO, surface using empty and filled

states STM images. [25]

4.3 Investigation of oxygen adatoms on rutile
T102(110)

4.3.1 Adsorption and dissociation of oxygen adatoms on rutile TiO2(110)

The oxygen-rich rutile TiO»(110) surface (O-TiO») plays a key role in the investigation of the
catalytic reactions. The adsorption and dissociation behaviour of the oxygen molecules and
adstoms have been investigated by a large amount of experimental and theoretical works at
various low and room temperatures. At the low adsorption temperature, the oxygen molecules

cannot dissociate into oxygen adatoms and keep in the form of molecules due to the large
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dissociation energy barriers. With the assistance of the oxygen vacancy, the hopping of the oxygen
molecules has been experimentally characterized on the rutile TiO2(110) surface by the time-
resolved scanning tunnelling microscopy, and it is demonstrated that the density of the oxygen
vacancy strictly determines the hooping rate of the oxygen molecules. [28] In addition, the
adsorbed oxygen molecules on the rutile TiO»(110) surface at low temperatures can be dissociated
into the oxygen adatoms by the tunnelling electrons from the tip. [29] At the room temperature, a
large amount of experimental works in combination with the theoretical calculations have been
performed to demonstrate that the oxygen molecules can spontaneously dissociate into oxygen
adatoms, and it is proposed that the excess electrons are provided by the point defects including
the surface and interstitial defects. [30,31] Moreover, two dissociation channels of the oxygen
adatoms have been proposed recently, namely, 1) the oxygen vacancy-assisted dissociation and
2) the direct dissociation on Tis. rows, as schematically shown in Figure 4.6. In the 1% dissociation
channel, it is proposed that the excess electrons for oxygen dissociation is mainly provided by the
oxygen vacancies, and one oxygen adatom can heal the nearby oxygen vacancy and another single
oxygen adatom is located on the Tis. row. In the 2™ dissociation channel, the double oxygen
adatoms is paralleled arranged along the Tis. rows and can spontaneously dissociate from the
nearest adhesion state to two separated single adatoms. The dissociation energy barrier as a
function of the dissociation distance is presented in Figure 4.7. In this dissociation behaviour, the

excess electrons are proposed from the interstitial defects, such as the Tijn.
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Figure 4.6 Ball model of the dissociation channels of the oxygen adatoms on rutile TiO»(110)-(1

x 1) surface, (a) the oxygen vacancy-assisted dissociation, (b) directly adsorption on Tis.
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Figure 4.7 Energy barriers for the oxygen adatom dissociation and diffusion on the Tis. rows as a

function of separation lattices. [30]

4.3.2 Charge state of oxygen molecules
Usually the adsorbed oxygen enters the catalytic reaction in a form of a single oxygen adatom
(Oag), [25-30] and the activation of the adsorbed O.q is a key factor toward the catalytic reactions,

which considerably depends on its charge state. Up to now, some theoretical calculations are
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performed to investigate the charge state of adsorbed oxygen molecules, and it has been clearly
identified and assigned to neutral O, charged (O,)  and (O2)*, [32,33] as shown in Figure 4.8. In
addition, the charge state transition of the adsorbed oxygen molecules between O, and (O>) has
been demonstrated with a combination of nc-AFM and STM on anatase TiO; surface. [34]
However, despite its importance to catalytic reactions, the possible charge states of adsorbed Oaq

on rutile TiO»(110) has been studied to much lesser extent, both experimentally and theoretically.

Ti(5f)
Oxygen vacancy Bridging Oxygen
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Figure 4.8 Ball model of the dissociation channels of the oxygen adatoms on rutile TiO»(110)-(1

x 1) surface, (a) the oxygen vacancy-assisted dissociation, (b) directly adsorption on Tisc. [33]

4.4 Charge state of Au nanoclusters on rutile
T102(110)

The distinctive catalytic properties of the dispersed noble metal nanoparticles supported on

reducible oxide surface, since the first introduction by Haruta and coworkers, [35,36] have
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stimulated enormous experimental and theoretical research interest with the aim of elucidating
the catalytic mechanism of this remarkable catalysis. [37-41] Among them, the gold nanoparticles
(Au NPs) supported on rutile TiO2(110) surface are demonstrated as the prototypical
heterogeneous catalyst, and have been widely employed in various technological applications
because of its high catalytic activity, such as the reduction and oxidation reactions at low
temperatures. [42-44] In this regard, extensive studies have been devoted to unveil the key factors
responsible for this high catalytic activity and the chemical nature of this catalysis. However, up
to now, it is still in intense debate about the dominant factors with few consensuses reached, and
the catalytic mechanism of the Au/TiO, system has not been fully understood yet, both

experimentally and theoretically.

4.4.1 Au nanocluster size effect on catalytic activity

In the Au/O-TiO; catalytic system, the morphological and electronic properties of the Au
nanoclusters can significantly affect the catalytic activity, such as the size, adsorption site and
charge state. In general, it is proposed that the unique catalytic activity of the Au NPs can be
dramatically affected by several key factors, which can be roughly categorized into the geometric
[45,46] and electronic [51,52] properties of the Au NPs. In details, from a geometric point of view
of the Au NPs, the fraction of the active under-coordinated Au atoms is demonstrated to be the
governing factors for the high catalytic activity, which strongly depends on the nucleation
dynamics, [45,46] size [47] and geometric structures [48-50] of the Au NPs. It is experimentally
demonstrated that the size of the Au nanoclusters can exclusively determine the catalytic activity
of the catalyst, and it is clarified that the Au nanoclusters with the size of about 2~4 nm show the
high catalytic activity for the oxidation reactions, which is presented in Figure 4.9. [49] In addition,

the active catalytic site is believed to be the perimeter of the Au/TiO; interface, as clarified by the

79



theoretical calculation in combination with spectroscopic observations. [53-56] Besides that, the
dynamic structural fluxionality of the supported Au NPs has been proposed by some theoretical
works recently, and it suggests that the coexisting structural configurations of the Au NPs may be
formed in an equilibrium state with different chemical activities, which could potentially allow
the catalytic reactions to evolve on the most favorable free-energy path. [57-58] While few
experimental works have ever discussed and demonstrated such dynamic structure fluxionality,
which is possibly due to the strong dependence of the adhesion properties of the Au NPs on the

oxides substrate conditions.
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Fig. 4.9 Activity of the Au nanoclusters as a function of the cluster diameter. [49]

4.4.2 Charge state of Au nanocluster

The charge state of the Au NPs and the charge transfer between oxide supports and Au NPs,
from an electronic point of view, also play a key role in understanding and controlling the catalytic
reactions. [51-53] In this respect, both experimental and theoretical works have demonstrated that,
on reduced and hydrated rutile TiO, surface, the Au NPs are negatively charged due to the charge

transfer from the substrate to Au NPs. [59,60] It is theoretically proposed that the charge states of
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the Au nanoclusters are dynamically changed depending on the chemical environment during the
catalytic reactions, as shown in Figure 4.10. The Au nanoclusters are always negatively charged
in the reducing environment and act as the electron reservoirs for the catalytic reaction. While it
is transformed to be positively charged in the presence of oxidizing species, which is due to the
charge transfer between the substrate and Au nanoclusters. However, the clear clarification of the
charge state of the Au NPs on oxygen-rich rutile TiO, surface (O-TiO;) still remains an
unexplored research topic, which calls for convincing experimental works to clarify the charge

transfer direction and understand the catalytic mechanism.

Figure 4.10 Schematic of the dynamic charge states of the Au nanocluster during the catalytic

process. [38]

4.5 Summary

In this chapter, we briefly introduced the past researches on rutile TiO»(110) surface by AFM
and STM, including the geometric and electric properties of the point defects (especially the
subsurface defects), investigation of oxygen adatoms on rutile TiO»(110) and the charge states of
Au nanoclusters. Specifically, the problems in the research on rutile TiO(110) surface are pointed
out in details.
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Chapter 5 Investigation of subsurface
defect on rutile TiO2(110) by nc-AFM
IKPFM

The following chapter is based on the publication:

Zhang, Q., Wen, H. F., Adachi, Y., Miyazaki, M., Sugawara, Y., Xu, R., Cheng, Z. H. and Li, Y.
J., Characterization and Reversible Migration of Subsurface Hydrogen on Rutile TiO, (110) by
Atomic Force Microscopy at 78 K.

The Journal of Physical Chemistry C, 123,22595-22602, 2019.

5.1 Introduction

In this chapter, we introduce the systematic investigation of the subsurface defect on rutile
Ti02(110)-(1x1) surface using the multi-channel SPM technique including the simultaneous nc-
AFM/STM and nc-AFM/KPFM measurement in constant height mode at 78 K. Here, we propose
that, due to the highly localized configuration and reversible migration behavior, the subsurface
defect is most possible to be the subsurface hydrogen atoms (Hsu,). We find that four different
configurations of the Hsp are clearly characterized and distinguished by nc-AFM/STM
measurement. In particular, the Vi.cpp Of the subsurface hydrogen is mapped by KPFM with
atomic resolution for the first time. Besides the capability of characterizing the Hsuw by nc-
AFM/STM/KPFM, we also demonstrate that the Hsy, can be reversibly migrated between the
surface and subsurface layers. The movement direction of the Hsu, such as upward or downward

migration, can be strictly determined by controlling the polarities of the voltage pulse, and the
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manipulation mechanism is tentatively attributed to the inelastic electron tunneling effect and

local electric field.

5.2 Methods

Simultaneous measurements of the frequency shift Af and time-averaged tunneling current <l>
signals were performed using the dual-channel nc-AFM and STM approach in constant height
mode to avoid the crosstalk between Af and <I¢> signals. [1] The DC bias voltage was applied
to the sample, and the <I> signal was detected from the tip. The frequency modulation KPFM,
based on nc-AFM with bias voltage feedback, was used to measure the Af and Viceo images
simultaneously.[2] As a sensor, an Ir-coated Si cantilever (Nanosensors SD-T10L100, spring
constant k = 1500 N/m, quality factor Q = 24500, resonant frequency fo= 800 kHz) was oscillated
with a constant oscillation amplitude (500 pm). All the images in this work were measured in

constant height mode, and the atom tracking technique was used to compensate the thermal drift.

5.3 Results and discussion

5.3.1 Characterization of subsurface hydrogen by AFM/STM/KPFM
Figure 5.1 shows four sets of frequency shift (JAf]) and time-averaged tunneling current (|<l:>|)
images of the rutile TiO2(110)-(1 x 1) surface measured by nc-AFM and STM simultaneously in
constant height mode at 78 K. Here, in the nc-AFM (|Af]) images, the bright and dark rows
correspond to the alternating 2-fold coordinated bridge oxygen rows (Ox) and the 5-fold
coordinated titanium rows (Tisc), respectively. Inversely, in the corresponding STM (|<I>|)
images, the bright and dark rows correspond to the Tisc and Ox, respectively, due to the dominated
electronic effects. [3] In Figure 5.1, the surface defects are recorded as dark holes in the nc-AFM

images (hole mode) and as bright spots in STM images, respectively. Besides that, some extra
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bright spots can be clearly distinguished on the O rows in the STM images, while imperceptible
in the corresponding nc-AFM images, as the dashed blue circles indicated in Figure 5.1. It
suggests that these specific species are not on the topmost surface layer, and the tip-sample
interaction force is completely screened in nc-AFM measurement. Here we stress that the
experimental challenge exists in directly identifying the subsurface species by STM measurement,
and we presume that, based on the following discussed experimental results, these highly
localized bright extra spots are most possible to be the subsurface hydrogen atoms (Hsu) in the
subsurface layer of rutile TiO,(110).

In our study, four different configurations of the Hgy, are clearly characterized and distinguished,
including the Hsu, monomer in Figure 5.1 (b), the dimer in Figure 5.1 (e), the trimer in Figure 5.1
(h) and the tetramer in Figure 5.1 (k). Specifically, we note that the characterization of Hgy is
independent of the tip apex polarity. In addition, the Hsp Species show various intensity of
brightness even with the same configuration, such as in Figures 5.1(e) and 5.1(k), and here the
contrast difference is tentatively attributed to the Hsu, lying at different subsurface layers, as the
STM can detect the electronic signal up to several atomic layers beneath the surface. [4] We
speculate that these Hsu, species are formed due to surface hydrogen atoms migration during
sample preparation. Some experimental works in combination with theoretical calculations have
demonstrated that the surface hydrogen atoms can easily migrate into the bulk with a rather low
energy barrier when increasing the temperature, [5-7] and the Hsu can remain a more stable
subsurface specie than in the under-coordinated sites on the surface, due to the formation of
hydrogen bond with other atoms inside the cavity. [7] Note that, among these Hsu, configurations,
the Hsy, dimer is found to be the most dominant specie, which is in good agreement with previous
work. [8] In this work, we note that the Hsu, with four kinds of configurations has long lifetime to

be characterized for several hours and no spontaneous configuration change can be observed
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during characterization even with decreased tip-sample distance, which is perfectly consistent
with the theoretical calculation. [7] Particularly, the employment of constant height scanning
approach in this study completely avoids the crosstalk between the electrostatic force and
tunneling current channels induced by the active feedback, which can provide more accurate
physical information of the local geometric and electronic properties of the Hsy, compared to
previous works. [8,9] Our experimental measurement systematically reveals four different
configurations of the Hsys, and demonstrates the unprecedented capability of the dual-channel nc-

AFM/STM characterization approach for the subsurface defects.
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Figure 5.1 Characterization of the subsurface hydrogen (Hsu) on rutile TiO2(110)-(1 x 1) by nc-
AFM and STM simultaneously in constant height mode. (a, b), (d, e), (g, h), (j, k), Four sets of
simultaneously measured frequency shift |[Af| (nc-AFM, hole mode, 2.5 x 6 nm?) and time-
averaged tunneling current |[<l;:>| (STM, empty state, 2.5 x 6 nm?) images of rutile TiO2(110)-(1
x 1) surface, respectively. (c, f, i, I) Corresponding schematic models of the Hsy, with different

configurations. The dashed blue circles indicate the Hss, monomer in (b), dimer in (e), trimer in
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(h) and tetramer in (K), respectively. Oy 2-fold coordinated bridging oxygen row. Tis.: 5-fold
coordinated titanium row. Imaging parameters: fo= 813 kHz, A = 500 pm, Q = 24500, T = 78 K,

V=+08V.

We now focus on the investigation of the electronic property of the Hsy, using the multi-channel
nc-AFM/STM and nc-AFM/KPFM measurement approach in constant height mode. Figure 5.2
(a, b) show the simultaneous nc-AFM and STM images of the Hgy, tetramer on rutile TiO,(110)-
(1 x 1) measured in constant height mode. It is clearly observed in the STM image that the Hsu,
tetramer resides on the Oz row with bright contrast, which is in perfect agreement with the
experimental results in Figure 5.1. We note that the nc-AFM image in Figure 5.2 (a) is in the
protrusion mode now, which indicates that the characterization of Hgy, is independent of the tip
polarity. Also, the Hsy tetramer can be slightly observed in the nc-AFM image in Figure 5.2(a),
which is possibly due to the smaller tip-sample distance. After the simultaneous nc-AFM and
STM characterization of the Hsu, tetramer, the KPFM with bias voltage feedback measurement is
performed to characterize the same area, as shown in Figure 5.2(c). Interestingly, in the KPFM
image of Hsw tetramer, the dumbbell-like feature is observed rather than the tetramer
configuration. We stress here it is first time to obtain the local contact potential difference (Vicrp)
image of the subsurface defects with atomic resolution. Since it has been demonstrated that the
Viceo image reflects the charge distribution of the atoms, we tentatively propose here that the
bright contrast of the Hsu, in the Vi cpo image may possibly indicates the charge distribution of the
Hsw. The dumbbell-like feature is mainly located on the O rows, as shown in Figure 5.2(c), and
we propose that the charge around the Hguwp, tetramer is mainly localized around the nearby Ti

atoms, as the yellow circles indicated in Figure 5.2(e), which is consistent with previous
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theoretical work. [11] We suggest that further theoretical calculation is necessary to verify our

proposition about the charge distribution of the Hgu.

Figure 5.2 Characterization of the Hsu tetramer by nc-AFM/STM/KPFM measurement of the
same area in constant height mode. (a, b) Simultaneously measured |Af| (protrusion mode, 2.5 x
5 nm?) and |<I>| (empty state, 2.5 x 5 nm?) images of rutile TiO,(110)-(1 x 1) surface. (c)
Corresponding experimental Vicro images on the same area as shown in (a, b), respectively. (d,
e) The corresponding schematics of Hsyp configuration and charge distribution. Imaging

parameters: fo= 813 kHz, A =500 pm, Q =24500, T=78 K,V=+0.8 V.

Moreover, we perform the identical multi-channel measurement on the Hsu, dimer, as shown in

Figure 5.3. As shown in Figure 5.3, the Hsy, dimer is characterized by dual-channel nc-AFM/STM
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and nc-AFM/KPFM with bias voltage feedback in constant height mode. In Vi ceo image, the Hsyp

dimer can be clearly characterized as the dumbbell-like feature on the Oy row.
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Figure 5.3 Characterization of the Hq dimer by nc-AFM/STM/KPFM measurement of the same
area in constant height mode. (a, b) Simultaneously measured |Af| (hole mode, 1.5 x 3 nm?) and
|<I;>| (empty state, 1.5 x 3 nm?) images of rutile TiO2(110)-(1 x 1) surface. (c, d) Corresponding
experimental |Af| and Vicep images of the same area as shown in (a, b), respectively. (e, f) Line
profiles of |[</;>| and Vicpp of the Hqwp dimer as the blue and dark lines indicated in (b) and (d),
respectively. (g, h) The schematic models of Hqy, dimer and its corresponding charge distribution.

Imaging parameters: fo= 813 kHz, 4 = 500 pm, Q = 24500, T=78 K, V=+ 0.8 V.

Quantitatively, the Vicpp measurement can be affected by many external factors, such as the tip

apex and tip-sample distance. In order to obtain more comprehensive information, we record the
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Vi cep Of the same Hsy, dimer (in Figure 5.3) as a function of the tip-sample distance, as shown in
Figure 5.4, ensuring no tip termination change. We can observe that, with decreased tip-
sample distance, the contrast of the Hsup dimer in Viceo images is gradually enhanced with
stable dumbbell-like feature. It is pointed that KPFM can enable the direct measurement of Vicep
at the atomic level, [10] and here we tentatively propose that the dumbbell-like feature in the
Vicro images possibly indicates the localized charge distribution around the nearby Ti atoms. Our
experimental result is consistent with the past theoretical calculation of the charge distribution of
Hsuw. [11] We note that further theoretical calculation such as density functional theory (DFT) is
necessary to verify that if the local potential measurement by KPFM can reflect the charge

distribution of the Hsu Species.
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Figure 5.4 Constant-height |Af| (hole mode) (a) (¢) (e) (g) and corresponding Vicep (b) (d) () (h)
images (1.5 x 3 nm?) of the same areas on rutile TiO»(110)-(1 x 1) surface simultaneously
measured, respectively. Every set of |Af| and corresponding Vicep images of the dimer
subsurface Hqw are recorded after approaching the tip 20 pm near to the sample. Imaging

parameters: fo= 813 kHz, 4 = 500 pm, Q =24500, T="78 K.

5.3.2 Reversible migration of subsurface hydrogen by AFM

The local geometric configuration and electronic property of the Hsu, on rutile TiO2(110)-(1 x
1) have been systematically investigated and clearly clarified using the multi-channel SPM
measurement methodology in our study. Now, we extent our capability to deliberately manipulate

the Hsyp by the SPM tip in a controllable manner.

. L
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Figure 5.5 Downward migration of the Hswp trimer between subsurface layers. (a, b)
Simultaneously recorded |Af| (hole mode, 2.5 x 6 nm?) and |<I=>| (empty state, 2.5 x 6 nm?)
images of rutile TiO2(110)-(1x1) surface in constant height mode, respectively. (d, e)
Corresponding |Af| (hole mode) and |<I>| (empty state) images of the same area as shown in (a,

b) after the positive voltage pulse. (c, f) The schematic models of the Hsu trimer downward
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migration process. Blue dot in (b) means the positive voltage pulse site. Imaging parameters: fo=

813 kHz, A =500 pm, Q = 24500, T=78 K,V=+0.8 V.

Figure 5.5 shows the downward migration of the Hswb trimer between subsurface layers
activated by the positive voltage pulse. In Figure 5.5 (b), the Hsy, trimer is clearly recorded in the
STM image, as indicated by the blue dashed circle. Then, the tip is positioned precisely above the
center of the Hsy, trimer (blue dot in Figure 5.5(b)) and the feedback loop is interrupted. We try
the positive voltage pulse from 1 V, which is slightly beyond the scanning bias voltage (0.8 V),
and gradually increase the voltage until successive migration event is observed. After each voltage
pulse with a duration of up to 10 s, the same area is characterized to check if any migration is
triggered. In this experiment, we notice that the Hgy trimer completely disappear in the STM
image when a 2.5 V voltage pulse is applied, as shown in Figure 5.5 (e). Here we speculate that
the Hswp trimer migrate into the deeper subsurface layers, which exceeds the detecting limitation
of the STM, as shown in Figure 5.5 (f). We suggest the underlying migration mechanism of the
surface and subsurface hydrogen atom is tentatively explained by the injection of inelastic
electrons tunneling effect (IET) accompanied with the strong local electric field in the tunneling
junction. During the positive voltage pulse, the SPM tip acts as the electron source with high local
electron density and injects a small fraction of the inelastic tunneling electrons into the Hsu,. The
inelastic tunneling electrons can transfer energy from the tip to Hsw. Meanwhile, the strong local
electric field can be automatically formed accompanied with tunneling electrons injection, which
is confined between the tip apex and the target Hsuw. With the combined effect of IET and local
electric field during the positive voltage pulse, the Hsy, trimer can be activated to migrate into the

deeper subsurface layers, which is speculated to be a new energetically favorable state. Our work
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demonstrates that the IET accompanied with local electric field effect offers an efficient approach
for the manipulation and migration of the subsurface defects.

Inspired by the one-orientation migration (downward migration) of the surface and subsurface
hydrogen activated by the positive voltage pulse, now we try to explore a more complicated
migration process of the Hqwp, namely, a reversible migration between subsurface and surface

hydrogen by switching the polarities of the voltage pulse. as shown in Figure 5.6.
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Figure 5.6 Reversible migration of the Hsu, between subsurface and surface layers by switching
the polarities of the voltage pulse. (a, b) Simultaneously measured |Af| (hole mode , 4 x 8 nm?)
and |<I>| (empty state, 4 x 8 nm?) images of rutile TiO,(110)-(1x1) surface in constant height
mode. (d, e) Simultaneous |Af| (natural mode) and |<I>| images (empty state) of the same area
as shown in (a, b) after the negative voltage pulse. (g, h) Simultaneously recorded |Af| (natural
mode) and |[<I>| (empty state) images of the same area as shown in (d, ) after the positive voltage
pulse. (c, f, i) Corresponding schematic models of the reversible switching of the Hsuw. Red and

blue dots in (b) and (d) indicate the negative and positive voltage pulse sites, respectively. Hs:
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surface hydrogen atom. Imaging parameters: fo= 813 kHz, A = 500 pm, Q = 24500, T=78 K, V

=+08V.

Here we demonstrate that the Hsu, can be upward transformed from subsurface to surface layers
by the negative voltage pulse (in Figure 5.6(a-f)), and downward migrated from surface to
subsurface layers activated by the positive voltage pulse (in Figure 5.8(d-i)). More specifically,
as shown in Figure 5.6(a) and 5.6(b), the surface defects, including OH and O,, are characterized
as dark holes in nc-AFM image (hole mode) and as bright spots in STM image. We note that,
depending on the contrast in STM image, the two brighter spots of the surface defects in Figure
5.6(b) can be clearly distinguished as OH (surface hydrogen Hs) and others as oxygen vacancy
(Ov). One Hqwp dimer can be clearly observed with brightest contrast in Figure 5.6(b), as the model
presented in Figure 5.6(c). As the Hsu, can downward migrate to the deeper subsurface layers
activated by the positive voltage pulse as demonstrated in Figure 5.5, now the negative voltage
pulse is employed to transform the Hsuw, from the subsurface to the topmost surface layer. As the
red dot indicated in Figure 5.6(b), a voltage pulse of -3.5 V with a duration of 10 s is applied
precisely above the upper Hsuw. The tunneling current is monitored as a function of time during
the pulse, as shown in Figure 5.7(b). A sudden jump in current trace is observed after some time,
which is indicative of the successful upward migration of the Hsy from the subsurface to the
surface layer, as schematic model shown in Figure 5.6(f). [12] After that, the same area is
characterized again without changing any scanning parameters. Note that the nc-AFM image in
Figure 5.6(d) changes to neutral mode now, and, besides the two surface hydrogen (Hs), one
additional bright spot on the Oy row is clearly observed on the right side of the nc-AFM image,
and only one brighter spot is left in the original Hsu, dimer position as shown in Figure 5.6(e). We

notice that the bright spot on the right side of the nc-AFM image in Figure 5.6(d) shows quite
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similar configuration with the left Hs. Hence, we strongly propose that the right bright spot in
Figure 5.6(d) is one hydrogen atom lying on the O row, which is upward migrated from the
subsurface Hsyp dimer. In addition, the fresh surface hydrogen atom is speculated to be precisely
located above the left Hsub, resulting the brighter contrast in nc-AFM and STM images, as clearly
presented in Figure 5.6(d).

The upward migration of the Hsu, is demonstrated for the first time in the experiment, and we
propose here that the manipulation mechanism of the migration is tentatively attributed to the
injection of inelastic tunneling electrons from the polaron in substrate [13] and the local electric
field automatically formed in the tunneling junction. After the upward migration process, a
positive voltage pulse with magnitude of 2 V is applied on the fresh surface hydrogen atom to
activate the downward migration, as the blue dot indicated in Figure 5.6 (d). The tunneling current
signal is monitored (shown in Figure 5.7 (c)), and a sudden jump is observed in tunneling current
trace after some time, which indicates the downward migration of the surface hydrogen atom
(Figure 5.6 (i)). After that, the same area is characterized again without changing any scanning
parameters. The surface hydrogen atom disappears from the nc-AFM image (Figure 5.6 (g)), and
the Hsu, dimer is reformed as shown in Figure 5.6 (h). The reversible migration process of the Hsyb
between surface and subsurface layers has been successfully demonstrated for the first time. In
addition, we clearly stress here that it needs higher bias voltage to induce upward migration than
that inducing downward migration, which indicates the higher energy barrier for the upward
migration process than the downward migration. Our experimental results are in perfect
agreement with the previous theoretical calculations.® Note that, , the surface hydrogen atom can
be downward migrated rather than desorbed in this experiment. [14] Here, we speculate that the
strong tip-induced electric field confined between the AFM tip and sample surface can compel

the surface hydrogen to preferably downward migration rather than desorption. Based on our
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experimental results, we tentatively propose that the mechanism of the reversible downward and
upward migration of the hydrogen atoms is primarily attributed to the injection of the inelastic
tunneling electrons from the tip or from the polaron in the substrate to the target Hsy, during the
positive and negative voltage pulse, respectively. Meanwhile, the direction of the tip-induced
local electric field can be can be deliberately controlled by changing the polarities of the voltage
pulse. As a result of the combined IET and local electric field effects, the Hsu» can be delibratedly

migrated between the energetically favorable states in a controllable and reversible manner.
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Figure 5.7 Statistical analysis of the Hsu and the voltage pulse effect. (a) I-V spectrum measured
on top of the Hswp, as indicated in the inset STM image. The black dot in (a) means the tip position
during the spectrum. (b) and (c) Tunneling current <I:> recorded as a function of time during the
negative and positive voltage pulse on subsurface and surface hydrogen atoms, respectively. (d)
Quantum yield as a function of the negative voltage pulse. Imaging parameters of the inset in (a):

fo=813 kHz, A =500 pm, Q = 24500, T=78K,V=+0.8 V.
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To complement the interpretation of the reversible migration of the Hsy,, a typical |-V spectrum
recorded precisely on the top of the Hqu, is presented in Figure 5.7 (a). It shows that the tunneling
current can be detected for negative (positive) voltage < -2 V (> 2 V), which corresponds to the
threshold of the tunneling electrons channel. In addition, according to the tunneling current and
the time the sudden jump takes of each effective negative voltage pulse, the quantum yield Y is
deduced as a function of voltage pulse Vs, via [15]

Y=elz
Where e is the elementary charge, | is the tunneling current during effective voltage pulse, and ¢
is the time it takes to a sudden jump, as shown in Figure 5.7 (d). The manipulation yield is strongly
dependent on the pulse voltage. Specifically, note that, a sudden jump at about -3.5 V in the I-V
spectrum in Figure 5.7 (a) is observed, which is quite consistent with the sudden increase in the

manipulation yield from -3 to -3.5 V in Figure 5.7 (d).
In order to clearly explain the migration mechanism of the Hsy, in our study, we propose one
model to explain the manipulation process of the hydrogen atom by voltage pulse with different

polarities, as schematically shown in Figure 5.8.
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Figure 5.8 Schematic models for the upward and downward migration of hydrogen atom by

controlling the polarities of the voltage pulse.

The migration directions of Hsu, namely, from the subsurface to surface layers or from surface
to subsurface layers, are exclusively dependent on the polarities of the voltage pulse. With the
negative (positive) voltage pulse, the local electric field is automatically formed between the tip
and sample with the direction pointing from tip to sample (pointing from sample to tip), and the
inelastic tunneling electrons can be injected to the target Hsu from the sample (tip) with high
energy, which can activate the migration process of the hydrogen atom. The Hsy, can controllably
migrated upward or downward by controlling the polarities of the voltage pulse. We tentatively
propose that the inelastic tunneling electrons and the local electric field effect play the key roles
in the migration process of Hs. It suggests that the electrically-driven migration of the subsurface
defect is a much more complicated process, and it deserves further investigation, such as the

Kelvin probe force spectroscopy (KPFS) technique.

5.4 Conclusion

In this study, we have systematically characterized and deliberately manipulated the subsurface
hydrogen Hsu, on rutile TiO2(110)-(1 x 1) by nc-AFM/STM/KPFM in constant height mode at 78
K. Four different configurations of the Hsu, including the monomer, dimer, trimer and tetramer,
are clearly observed and distinguished using the simultaneous nc-AFM and STM measurement.
In addition, the local contact potential difference of the Hsu is mapped by KPFM with atomic
resolution. In addition to characterizing the local geometric and electronic properties of the Hsys,

we have also demonstrated our ability to reversibly manipulate the Hsu, between subsurface and
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surface layers by controlling the polarity of the voltage pulse. The reversible downward and
upward migrations of the Hsy, can be triggered by a positive and negative voltage pulse precisely
applied above the target Hsu, respectively. The underlying mechanism of the reversible migration
process of the Hgy is tentatively explained by the injection of inelastic tunneling electrons from
the tip or from the subsurface polaron in substrate and the local electric field confined in the
tunneling junction. Our study provides systematic investigation and unprecedented manipulation
approach for the subsurface defect with atomic resolution and may potentially have an overriding
effect on revolutionizing the investigation and applications of the catalytic reactions based on the

metal oxides.
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Chapter 6 Measurement and
manipulation of the charge state of
adsorbed oxygen adatoms on rutile
Ti102(110) by nc-AFM/KPFM

The following chapter is based on the publication:

Zhang, Q., Li, Y. J., Wen, H. F., Adachi, Y., Miyazaki, M., Sugawara, Y., Xu, R., Cheng, Z. H.,
Brndiar, J., Kantorovich, L. and Stich, I., Measurement and Manipulation of the Charge State of
an Adsorbed Oxygen Adatom on the Rutile TiO(110)-1x 1 Surface by nc-AFM and KPFM.

Journal of the American Chemical Society, 140, 15668-15674, 2018.

6.1 Introduction

In this chapter, we focus on the investigation of the charge states of the adsorbed oxygen adatoms
on rutile TiO, surface. Here, we have, for the first time, successfully measured and manipulated
the charge state of the O. adsorbed on the reduced rutile TiO2(110)-(1x1) surface using a
combined system of home-built noncontact atomic force microscopy (nc-AFM) and Kelvin probe
force microscopy (KPFM) at 78 K. In particular, we managed to clearly distinguish the differently
charged single and double O.q in AFM and KPFM images and assign them to Oag™ (0r 20ag’), Oad®
or (204%) and Oaq-Oad® species, respectively. These charged oxygen species are formed by
transferring nominally one or two electrons to a local region around the adsorbed O.4 from the
inhomogeneously distributed electron donors. This assignment is consistent with the appreciably

stronger attractive force and larger Vicpo obtained on the O.¢* compared to the O.q4. Furthermore,
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in addition to our ability to distinguish the charge states of the adsorbed Oaq, We also demonstrate
our ability to deliberately and reversibly manipulate the charge states between O.q” and Oa¢* by
changing the frequency shift set point (effectively, the tip height). The charge state transitions can
be understood as arising from the tip-induced shifts of the electronic levels of the adsorbates due
to inhomogeneous electric field modulated by the tip-sample distance. The experimental
phenomena are analyzed by schematic energy models in combination with band-bending theory

and density functional theory (DFT) simulations.

6.2 Methods

6.2.1 Experimental method

The nc-AFM images were obtained in the constant-frequency shift (Af) mode and the KPFM
images were recorded with a bias voltage feedback in the constant-height mode. A bias voltage
was applied to the sample. All spectra on the target O.s were measured with the atom tracking
technique. [1] The clean sample was exposed to oxygen gas of (0.6 L, purity > 99.9 %) at room
temperature and then the sample was characterized at 78 K.

6.2.2 DFT simulations

Our calculations were performed in the slab geometry with 3D periodic boundary conditions.
The surface was modeled using a six-layer stoichiometric TiO; rutile slab. In the z direction, the
slabs were separated from their periodic images by 15A vacuum gap, see the Sl for details.
Calculations of the energies and forces were performed using DFT with projector augmented-
wave pseudopotentials [2] along with the hybrid HSEO06 exchange-correlation functional [3] and
400 eV plane wave cutoff as implemented in the VASP code. [4] The HSEO6 functional was
selected since the GGA treatment was unable to ensure localization of polarons and stabilize the

O.a—0a¢> configurations. PBE+U exchange-correlation functional [5,6] with U=2.5 eV was used
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to crosscheck the results, where available. In this case the effect of the on-site Coulomb interaction
correction on the localized Ti d electrons was taken into account. lonic forces were converged to
the accuracy better than 0.01 eV/A.

Charging of the oxygen adatoms by the tip was modeled by directly adding/removing
electrons to/from the oxygen adatoms in the following way. In experiments the charge transferred
to the molecule has two possible sources: the tip and the substrate defects. In order to avoid
complications of dealing with charged systems in a periodic setup, we model the electron reservoir
by providing, as an artificial device, O-H/Ov defects in our simulation cell, ignoring the tip for
simplicity, which leads to localized polarons. The charge trapped in the polarons is released either
spontaneously or manually by slight structural deviations from the relaxed polaron geometry. This
procedure captures correctly the major processes leading to charging of the oxygen adatoms, but
ignores much smaller accompanying dipole interactions formed in the process of charging. In
order to doubly charge two oxygen adatoms as done experimentally, we provide four electrons
from two Oy donor defects built in our model, which leave electrons behind in the Ti d orbitals.
[7] The same effect could have been achieved by considering the Tiiy interstitials which we argue
elsewhere are in fact the dominant defects.

Bader analysis [8] of the formal charges was performed, for details see 5.6.10. In order to
couple the simulations directly to the experimentally measured images, constant height images
have been calculated. Assuming relatively large tip-surface distances z, only the local surface
electrostatic potential U;,.(z) is used to simulate the nc-AFM images. This approach ignores

completely the large van der Waals (vdW) interaction and also the presumably much smaller
exchange-correlation effects. In this approximation the tip force Fi;(z) = — %Umc(z), while the

frequency shift was obtained as [9]
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This model is relevant to the hole mode imaging used in the experiments and corresponds to a

point charge oscillating at a distance d with amplitude A; we have used d = 7A and A=4 A,

6.3 Results and discussion

6.3.1 Clarification of the charge state of 0.« by AFM/KPFM

A representative atomic-scale nc-AFM image of the O-TiO2(110)-(1x1) surface is shown in
Figure 6.1(a). Here, the dark and bright rows correspond to the alternating five-fold coordinated
titanium rows (Tisc) and two-fold coordinated bridge oxygen rows (Oa), respectively. Several
types of oxygen species on Tiscrowsare clearly visible as bright spots with different contrast. The
line profiles through two oxygen species of different contrast are shown in Figures 6.1(c,d). Note
that precise quantification of the charge localized on each oxygen adatom represents an
experimental challenge. We assign the faint single and double spots to O./20.4", and the
pronounced single and double spots to O.4?/204¢>. The characterization of the charge state of the
Oaq is performed at a relatively large tip-sample distance to avoid the tip effect. Note that the fact
that the double oxygen adtoms are much more abundant than the single ones indicate that the
adsorbed oxygen species are primarily dissociated by a non-vacancy mechanism and suggests that
the Tiiy rather than O, are the dominant defects. Comparison with calculated Bader charge
analysis, [8] suggests that the O and O, are only charged by 0.75 and 0.45 electrons,
respectively, which is due to the charge transferred to the surround substrate and other nearby
surface oxygen atoms. In addition, we stress here that the O.s* and 20.4* are the distinctly
dominant species with a coverage of 0.078 ML (1 ML = 5.2 x 10 /cm?), compared to the Oaq
and 2044 (0.013 ML). Our experimental results are in line with the computed relative energies of
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2.66/0.96/0.0 eV for the 20aq", Oad-Oad®, and 20.4> states shown in Figure 6.1 (b). The Oag’, 2044
, Oad™-Oqd® states are local (meta)stable minima with sufficiently long lifetimes at low temperature.
These experimentally observed high-energy states at 78 K can be interpreted by the local shortage
of the polaronic defects. In addition, most adsorbed O.q maintain their configurations as a pair of
adjacent O,q along the Tisc rows as 20a.4 or 20.4%, Which is due to the high dissociation energy
barriers at the low temperature. [10] Our calculations show that these fully dissociated kinetically
hindered states with the adsorbed O.¢* at the second-neighbor lattice distance are ~0.7 eV lower
in energy. Furthermore, the adjacent Oaq pairs suggest that the excess charge is primarily provided
by the Tiin in the substrate. [11] Though there are experimental challenges to directly characterize
the Tiin, the formation of fresh TiOy islands [11,12] and the adjacent Oaq pair configuration
indirectly indicate that the Tiiy in the substrate rather than the oxygen vacancies plays a dominant
role in determining the adsorption and dissociation behaviors as well as the charge states of the

Oad.
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Figure 6.1 (a) Topographic AFM image (hole mode, 10x10 nm?) of oxygen-rich TiO,(110)-(1x1)
surface. Oy two-fold coordinated bridge oxygen row. Tisc: five-fold coordinated titanium row.
O4d/204¢ (0.013 ML) and O44%/204¢* (0.078 ML): single/double oxygen adatoms with different
charge states. Imaging parameters: fo=817 kHz, Q = 13700, T = 78 K, A= 500 pm, Af = -440 Hz,
V = +1.05 V. (b) Computed energies of the O.s with different charge states; (c) and (d)

corresponding line profiles of the Oy with different charge states as indicated in (a).

In Figure 6.2, we show the simultaneous AFM (Af) and KPFM (Vicep) images of the Oa On
rutile TiO,(110)-(1x1) measured in the constant—height mode. As shown in Figures 6.2(a-c), we
have obtained several different contrast patterns of the oxygen adatom species on the Tisc rows,

which we assign to 20,4 and 20.4%, respectively. Besides that, we also observe O,—0a¢> Species
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which, compared to 20,4, are theoretically predicted to be energetically much more favorable.
The DFT simulated |Af| images of 20.¢*, 20a4” and O.a—Oa¢® Species are presented in Figures
6.2(d-f), respectively. These computed images exhibit excellent agreement with the measured
images. The simulations also suggest that the configuration with the p-orbitals rotated from the
main [110] axis is one of several quasi-degenerate local minima the system may assume. And
indeed, the experiment/theory comparison strongly suggests a subatomic experimental resolution
as rotated oxygen p-orbitals of the 20,4 Species are imaged as shown in Figures 6.2 (b,e). The
corresponding line profiles are shown in Figures 6.2 (j,k). We found that 20>, compared to 204"
, yields significantly larger absolute values of the Af and Vi.cep, indicating a larger charge, in
perfect agreement with the findings in Figure 6.1. Contrary, the “sizes” of the three oxygen species

are broadly similar, both experimentally and from the simulations.
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Figure 6.2 (a-c) Experimental and (d-f) simulated |Af| images (0.7x1.5 nm?) of Qa4 species on
rutile TiO,(110)-1x1 surface, respectively. (g-i) Experimental KPFM (Vi crp) images of the same
area as shown in (a-c). (j) and (k) Line profiles of |Af| and V.cep Of te Oaq Species with different

charge states. Imaging parameters: Q = 13500, fo= 817 kHz, A =500 pm, Af = -330 Hz.

The different image contrast of the Q.4 Species with different charge states in the AFM images
is predominantly attributed to the different short-range force (Fsr). We measured the Fsg on these
two species, as shown in Figure 6.3(a). We find that the maximum attractive force on the Oaq'is
appreciably smaller than that on O.4®, which is quite consistent with the experimental results in

Figure 6.1. We stress here that we employed the atom tracking-technique to compensate the

(b)
.
G
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thermal drift effects during spectra measurement. [1] After spectra measurements, the same area
was characterized again to confirm that no unexpected tip-induced manipulation of the adsorbed

O.q happened, such as a charge state transition or lateral displacement.
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Figure 6.3 (a) Short-range force (Fsr) and (b) Viceo curves measured on O, and Oad®,

respectively. Imaging parameters: fo=817 kHz, A =500 pm, Q = 13700, T =78 K, Af =-340 Hz.

We have further investigated the effect of the charge states of the oxygen adatoms on the Vi cep
by performing Kelvin probe force spectroscopy (KPFS) as a function of the tip-sample distance.
By fitting each parabola of Af(V) at a constant tip-sample distance, the peak positions of the
corresponding bias voltage are determined as the Vi.crp. Quantitatively, the Vicrp values are

affected by many factors, such as the tip apex and tip polarity. As shown in Figure 6.3(b), the
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Vi cep trend we obtained in our experiment is that the Vi cep Values on Oqq” sites are always smaller
than those on O.¢? sites. We attribute this V.ceo trend to the potential difference of the O, induced
by less charge on the O.q sites compared to the O.q® sites, resulting in smaller Vicep values. On
the other hand, the variation of Vi cpp values also directly indicates the change of band bending of
the substrate. [13,14] Our experimental results demonstrate that the charge states of the Oaqcan be

clearly identified because of the strong (subatomic) AFM and KPFM images contrast.

6.3.2 Manipulation of the charge state of O.q by AFM

Our experiments, corroborated by computed energies, clearly suggest that Oa¢®> and 20.¢> are
ground state configurations whereas Oa, 20a4, and  Oa.—0a4® are local minima charge
configurations made kinetically metastable at the low temperature used here. Therefore, in line
with the previous related work, [15-17] which proved applicability of the nc-AFM to controlled
manipulation of the charge states of adsorbed atoms and molecules, we explore now the nc-AFM

tip as a tool for charge state manipulation of the adsorbed Oxg.

110



~
)
-’

(a) Af = -320 Hz

. 60
- E
2 5
"- ‘ E‘) zoad-
Y
: S S—
% 05 1
Distance (nm) —
Al 4
(d) ®
60
g
- 30
5 20,,*
=
00 0.5 1
Distance (nm)

Figure 6.4 (a) and (b) Constant-Af AFM images of the charging process of the adsorbed oxygen
adatoms by the AFM tip. (c) and (d) The corresponding line profiles of target 20,4~ and 20a¢*
species labeled by dashed black ovals in (a) and (b). (e) and (f) The corresponding schematic
models showing the key electronic energy levels and tunneling barriers responsible for the
charging process. e, elementary charge; «, level arm; V, bias voltage. Occupied/unoccupied states
of oxygen electrons (fulllempty dashed circle) are depicted in orange/red for 20.4?/20xq".
Occupied/unoccupied polaronic states (full/empty dashed circles) are depicted in green, the tip
states in blue. u; and p are the Fermi energies of the tip and surface, Es' and Es° are the top and
the bottom of the surface valence and conduction bands, respectively. The band bendings shown
correspond to the oxygen adsorption (dashed lines) and to the total bending including also the
metal-semiconductor contact bias induced field effect (full lines). The arrows indicate the

repositioning of the respective levels in energy, the crosses the inhibited processes. The indicated
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trends follow from DFT calculations shown in Figure 5.16. Imaging parameters: (a) Af = -320 Hz,

V=+1.05 V; (b) Af = -330 Hz, V= +1.05 V.

Figure 6.4 shows a charging process of the adsorbed oxygen adatoms induced by a modification
of the frequency shift (set point) under a fixed applied positive bias voltage. In Figure 6.4(a), an
oxygen adatom pair indicated by a dashed black oval is imaged as a couple of weak contrast spots
and accordingly assigned to the 20,4 species. By gradually increasing the frequency shift
(decreasing the tip-sample distance) with applied constant bias voltage of +1.05 V, the species is
pairwise charged to 204> (two spots with strong contrast), Figure 6.4(b). To shed more light, we
show in Figures 6.4(c,d) the corresponding line profiles which corroborate the above assignments.
The underlying charging mechanism is explained in Figures 6.4(e,f), which shows the schematics
of the key electronic energy levels shifts and the tunneling barrier. Here, the charging process of
the O.q Species is attributed to the gradually enhanced tip-induced electric field E, [15,16] which
is because of the decreased tip-sample distance. The E results in the tunneling electrons
transferring from the tip to the adsorbed Oaq Species. The magnitude of the energy shift induced
by the electric field, AE, can be modeled as: [16]

AE = eaV,
where a is the level arm which is inversely proportional to the tip-sample distance d. With a
constant bias voltage V, the AE only depends on d. As discussed above, the O, and 20,4 are
kinetically hindered being kept at equilibrium due to the polarons effect. With gradually increased
AE, the E can induce electron tunneling through the vacuum gap and injection to the 20,4~ when
the threshold electric field, Ew, is reached. As a consequence, the adsorbed 20,4 can be charged
to 2044%. With the charge state transition of the O.q4, the unoccupied level of the singly charged

Oaq is gradually raised up, which is accompanied by further upward band bending. [14] When a
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fully charged oxygen species, namely, 20,47, is formed, further electron injection from the tip is
thus hindered. This also indicates that the 0.s*/20.4* are the most stable species, which is
consistent with the experimental results observed in Figure 6.1(a) as well as with the computed

energies of the Oaq with different charge states, as shown in Figure 6.1(b).
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Figure 6.5 Constant-Af AFM images of (a) 20a4>, (b) Oas — Oa® and (c) 20.4> species. (e)
Calculated magnetization (spin density) depicting an empty O.q orbital along with a subsurface
polaron (yellow/blue). (d), (f) Line profiles corresponding to reference and target Oaq Species as
indicated by the same colors in (a-c). (g-i) Corresponding schematic models showing the key

electronic energy levels and tunneling barriers responsible for the charging process. The same

113



notations are used as in Figure 5. Imaging parameters: (a) Af = -330 Hz, V= +1.05 V; (b) Af = -

350 Hz, V= +1.05 V; (c) Af = -400 Hz, V= +1.05 V.

After having demonstrated the ability to charge the adsorbed 20,4 species to 20,4> by reducing
the tip height, we now demonstrate also the opposite process of a reversible
discharging/recharging of the adsorbed oxygen adatom simply by a continuous reduction of the
tip-sample distance, d, while keeping the same voltage. The fact that both charging and
discharging processes do occur at the same voltage suggests an activation of different processes
by the tip via modulating the tip-induced electric field. The process is demonstrated in Figure 6.5.
In the charge state transition regime, one of the two O,¢* atoms in Figure 6.5(a) is discharged to
O.d, Figure 6.5(b), and recharged again to O.s*, Figure 6.5(c), simply by controlling the tip-
sample distance d and hence the electric field E. For clarity, the corresponding line profiles of the
reference and target O.q pairs (indicated by the black dashed circles) are presented in Figures
6.5(d,f), respectively. The models of the key electronic energy levels and tunneling barriers are
schematically shown in Figures 6.5(g-1). We propose that in the discharging process, from (a) to
(b), the enhanced electric field, £, can induce the electrons transferring from the O.s* to the
substrate as a polaron. Meanwhile, the unoccupied O.q state is formed and lifted upwards in
energy by the AFM tip. As expected, the electron tunneling probability increases with the further
decreased tip-sample distance, resulting in the injection of an electron from the tip into the fresh
O.d. The O.¢> species is reformed as shown in Figure 6.5(c,i). The model presented in Figures
6.5(g-1) assumes discharging into a polaron as explicitly built in our computational model. In
reality, as also indicated by Figures 6.5(a,b), instead of charging a polaron in the substrate, the
charge may be transferred to the nearby O.qg, which has an energy level close to the polaronic

levels. Surprisingly, besides the reversible charging and discharging switching process, some
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unexpected phenomena are obtained as well. For example, the other O,¢® pairs maintain stable
configurations during the charge state switching of the target O,s>. We interpret this experimental
phenomenon by a shortage of states available for draining charge. This is in line with the previous
experimental observations on charge manipulation of oxygen molecules on the anatase TiO»

surface. [13]

Figure 6.6 (a-c) Constant-Af AFM images of charge states transition of O. between 2044%, and
20,4 species. (d-f) Corresponding schematics of Oaq Species and tunneling electron transport. (g,
h) Corresponding schematic models showing the key electronic energy levels and tunneling
barriers responsible for the charging and discharging process. Imaging parameters: (a-c) Af = -

350 Hz, V=+1.05 V.
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The reversible charge states transition of O,q can also be induced by changing the energy lever
of the tip by using the voltage pulse with different polarities, as shown in Figure 6.6. In the
charging process in Figure 6.6(a,b), the positive voltage pulse of 2.5 V with 100 ms duration was
applied in the middle of the Oaq pairs, as the red dots indicated in Figure 6.6(a). After that, the
O.d™ pairs were charged to O.4® pairs, in which the tunneling electrons can be injected from the
tip to the target Oad pairs, as schematically shown in Figure 6.6(e,g). The charged 204> can then
be discharged to 20,4 by the negative voltage pulse of — 2.5 V with 100 ms duration, as shown in
Figure 6.6(b,c). In the O4 discharging process, the electrons can be extracted from the O by the
tip, as schematically shown in Figure 6.6(f,h). We demonstrate that the charge states of Oaq can
be reversibly switched by controlling the voltage pulse qualitatively, and we speculate that the
charge states transition yields are dramatically determined by the magnitude of the voltage pulse
and the duration time of the voltage pulse. We stress that in the reversible charge states transition
of the Oaq, the energy level of the tip can be deliberately modulated by controlling the voltage
pulse polarity, as schematically indicated in Figure 6.6(g,h), with a constant tip-sample distance.
In addition, the downward and upward band bending of the substrate can be induced in the
discharging and charging process of the Oaq due to the electrons transport, respectively.

We demonstrate that the charge states of adsorbed Oa.q on rutile TiO»(110) surface can be
reversibly manipulated with single electron sensitivity by controlling the tip-sample distance and
the sample bias voltage. In the charge state transition process, the electrons can be injected from
the tip to the O,q, or from the adsorbed O,q to the tip or to the substrate to from the polaron, in
which the energy level between tip and sample plays a key role in the tunneling electrons transport

process.
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6.4 Conclusion

In conclusion, we have investigated the charge states of the adsorbed single and double oxygen
atoms adsorbed on the rutile TiO»(110)-1x1 surface by nc-AFM and KPFM at 78K in ultrahigh
vacuum. We managed to clearly identify with atomic/subatomic resolution the differently charged
single and double oxygen adatoms as Oaq/20a4", Oad® /204> and Oaq—0ad? Species, respectively,
combining the measurement of Fsg and Viceo as a function of the tip-sample distance and
extensive DFT simulations. Oaq/20a0" and O.q—Oa¢®> Species are metastable but can still be
observed at low temperatures despite their formation energies being up to ~ 3 eV higher than the
ground state O,s*/20.4% species. Comparison with DFT simulations reveals that the charge
transferred to/from the adatoms is smaller than the nominal charge, due, in part, to the fact that
charge is transferred also to other nearby surface oxygen atoms. In addition to determining the
charge states of the oxygen adatoms, we also succeeded in deliberately charging and discharging,
individually and pairwise, the oxygen adatoms by the nc-AFM tip by means of gradually
decreasing the tip-sample distance, while keeping the sample at a fixed positive voltage, and by
using the voltage pulse with different polarities. The fact that both charging and discharging
processes do occur at constant voltage suggests an activation of different processes due to
modulating the tip-induced electric field. We argue that the charging processes involve electron
tunneling from the tip into the oxygen adatom p-states while the discharging process proceeds by
draining the charge into polarons or other nearby oxygen adatoms, which all are close in energy.
For that reason, manipulation of other adatoms on different parts of the surface may not be
possible under otherwise identical experimental conditions due to local shortage of states
available for the discharge. The polarons abundant on the rutile TiO,(110) surface play a vital role

in the processes studied. In that respect, the importance of the bulk interstitial defects, Tiin, Was
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particularly emphasized. Moreover, the reversible charge states switching can also be induced by
changing the energy level of the tip using voltage pulse with different polarities. The tunneling
electrons can be injected to the target Oaq from the tip with positive bias voltage, and can also be
extracted from the O by the tip with negative voltage pulse. Our study shows a novel route for
the measurement and manipulation of the charge states of the adsorbates at the atomic scale and
opens a door for further investigation of electronic devices and catalytic reactions based on single

atoms.
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Chapter 7 Charge state dependence of
oxygen adatom conductance switching
on rutile TiO2(110)

7.1 Introduction

In this chapter, we systematically investigated the conductance states of single Oa on rutile
TiO2(110)-(1 x 1) surface depending on its charge states by a combined low-temperature
AFM/STM probing system with atomic resolution. We clearly demonstrated that the atomic Oq
conductance state exclusively depends on its charge state, that is, the Oa¢” shows relatively higher
conductance than Oa¢?, based on the experimental qualitative and quantitative analysis. In
addition, by means of sweeping the bias voltage and tip-sample distance, we successfully
managed to reversibly switch the O conductance between relatively high and low states by
deliberately controlling its charge state between O. and Oas®. We stress that the abundant
surface/subsurface polarons in rutile TiO2(110) and the tip-induced local electric field play a vital
role in the reversible charge and conductance states transformation process. We believe that our
work provides a pioneering study about the systematic investigation and reversible transition of
the atomic conductance behavior at single atom level, and can potentially revolutionize the charge

transfer related reactions, specifically, the catalytic reactions.
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7.2 Methods

A dc bias voltage (Vs) was applied to the sample and the time-averaged tunneling current (<I;>)
was detected from the tip. Simultaneous frequency shift Af and <l:> images were measured in
constant height mode to avoid the crosstalk. All spectra were recorded with the atom tracking
technique to compensate the thermal drift. Oxygen gas (purity > 99.9%, 0.6 L) was exposed to

the clean sample at room temperature, and all the measurements were performed at 78 K.

7.3 Results and discussion

7.3.1 Charge state dependence of O.q conductance state

First, the dependence of O, conductance behavior on its specific charge state is investigated
using simultaneous nc-AFM and STM measurement in constant height mode at 78 K. Here in this
work, since a conductive metal AFM tip was used as a sensor that can form a tunnel junction with
the sample, the Af and <l signals can be recorded simultaneously, which provides the
electrostatic and electronic information with atomic resolution. [3,4] Based on our previous
studies, [1,2] the charge states of O.q can be clearly distinguished and clarified as Oaq” and Oag®
with relatively darker and brighter contrast in topographic nc-AFM image, respectively. A set of
representative |Af| (nc-AFM, hole mode) and corresponding |<I:>| (STM, empty state) images of
the chemisorbed Oa.q With different charge states on rutile TiO2(110) surface is shown in Figure
7.1. The images are simultaneously recorded in a stable fashion with a relatively low bias voltage
(+ 1V) and large tip-sample distance to guarantee no unexpected tip-induced geometric or
electronic manipulation for the O.q. Here, the dark and bright rows correspond to the alternating
5-fold coordinated titanium rows (Tisc) and 2-fold coordinated bridge oxygen rows (Ox) in the

|Af| image and Oy and Tisc rows in the |<l>| image, respectively. In the |Af| image, two types of
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Oaq¢ With relatively darker and brighter contrast can be clearly distinguished and assigned to Oag
and Oa4%, according to our previous works. [1,2] Interestingly, in the corresponding |<I>| image,
the image contrast of O, and Oa4? is reversed, that is, the O™ shows much brighter contrast than
Oad®. Up to now, numerous STM works have been performed to investigate the O.q on rutile TiO;
surface, [5-10] while rare of them have discussed and distinguished the O,q with different charge
states, which we speculate it is possibly because of the similar contrast of O.4? with the Tisc row,
as shown in Figure 7.1(b). It is worth noting that it is the first time to experimentally distinguish
the adsorbates charge state on semiconductors by using STM with atomic resolution, rather than
on insulating film. [11,12] We stress that no spontaneous conformational or charge state changes
of the O. Was observed during normal characterization with low bias voltage, indicating the high
stability of the O, with different charge states. In this regard, we speculate that the polarons in
rutile TiO2(110) is dominantly responsible for the stabilization of the chemisorbed adsorbates

with multiple charge states by localizing and stabilizing the excess electrons. [13,14]
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Figure 7.1 Simultaneous nc-AFM and STM characterization of the oxygen adatoms (Oaq) on rutile
TiO2(110)-(1x1) surface in constant height mode. a Frequency shift |Af | (nc-AFM, hole mode,
10x4.8 nm?) image. b Corresponding time-averaged tunneling current |<I>| (STM, empty state,
10x4.8 nm?) image of the same area as shown in a. ¢ and d Corresponding line profiles of the |Af
| and |<l>| as the solid blue and black lines indicated in a and b, respectively. O: 2-fold
coordinated bridge oxygen row. Tis.: 5-fold coordinated titanium row. O.q and Oa¢®: single
oxygen adatom charged by one and two electrons, respectively. Imaging parameters: fo= 807 kHz,

A=500pm, Q=21460, T=78 K, Vs=+1V.

More importantly, the simultaneous AFM and STM measurement provides an efficient and
convincing approach to investigate the relation between charge and conductance states of the Oag.
Here, we tentatively assign that, in the |<l>| image in constant height measurement mode, the
different O4q contrast could be dominantly attributed to the variation of the O, conductance. [15]
Note that the O.q” and Ou4* are all precisely located on Tisc row with similar conformation, which
excludes the geometric effect on its different conductance behavior. As a consequence, we
strongly propose that the different conductance behavior of the O is fundamentally governed by
its specific charge state, that is, the Q. has significantly higher conductance than O.4®. To gain
more information, the line profiles of |Af| and |<I>| through two oxygen species are shown in
Figure 7.1(c,d), which indicate that the O, has around three times higher conductance than Oa¢*
under current experimental condition. Quantitatively, many factors can affect the conductance
values, for example, the tip-sample distance and tip apex termination. [4] In this study, our
experimental results qualitatively demonstrate that the O conductance state strictly depends on

its charge state, and the O.q™ has significantly higher conductance than Oa¢*.
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Figure 7.2 Quantitative analysis of the charge and conductance states of O.s and Oa4*. a and b
Simultaneously recorded frequency shift Af and tunneling current <I> signals by ramping the
sample bias voltage from -1 V to 2 V, respectively. ¢ and d Af and <l> signals measured as a
function of the tip-sample distance simultaneously. Each spectrum is precisely recorded on top of

the Oag™ (blue lines) and Oa¢* (black lines) with Vs of 1 V.

To unambiguously demonstrate our above discussion, we now exploit and clarify the
dependence of Oa conductance behavior on its charge state as a function of the bias voltage and
tip-sample distance. In Figure 7.2 (a,b), the tip is precisely positioned on O.¢and Oa¢* with atom
tracking technique to compensate the thermal drift effect, [16] and the bias voltage is swept from
-1 V to 2 V while recording the Af and <I> singles simultaneously. By fitting the two parabolas
of Af(Vs) in Figure 7.2(a), the peak positions of the corresponding Vs are determined as the local
contact potential difference (Vicep), which is experimentally demonstrated to reflect the

accumulation amount of charge on Ou. [1] The Vicpp Values of 0.91 V and 0.98 V of Oy and
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O.d? directly indicate the different charge states, which is perfectly consistent with our previous
work. [1] In the corresponding <I:>(Vs) curves in Figure 7.2(b), it is noticed that the <lx> on Oaqg
is always larger than that on O.4% after reaching the threshold bias voltage, and the <I> difference
between O.q~ and Oa¢* is appreciably growing with increasing bias voltage. Moreover, the tip-
sample distance effect on the O44 charge and conductance states is investigated in Figure 7.2(c,d).
The larger absolute value of Af on Oa¢® than that on O.q” indicates the stronger maximum attractive
force on O44% than that on O.q7, Which is in good agreement with the experimental results in Figure
1 and our previous experimental results. [1] In the corresponding <I> signal in Figure 7.2(d), the
<l> on Oyq is larger than that on O.4®> when exceeding the threshold tip-sample distance to allow
tunneling current flow. We note that, after each spectrum, the same Oaq is characterized again
with identical scanning parameters to ensure no unexpected tip-induced conformational or
electronic manipulation, which can actually also be verified by the smooth spectra in a stable
fashion without any discontinuity. It is indeed demonstrated that, though noise exists in the spectra
due to the tip oscillation, the O, has higher conductance than O4%, and it is an inherent property
of the Oy determined by its specific charge state, which is independent of the bias voltage and

tip-sample distance.

7.3.2 Oaq conductance switching induced by charge state transition

As we have previously demonstrated that the charge state of O. can be controllably and
reversibly switched between O and Oa¢*, [1,2] therefore, in line with the recent charge induced
molecular conductance switching studies, [17-19] we now exploit and demonstrate the ability to
deliberately manipulate the O.q conductance behavior by controlling its charge state with single

electron sensitivity.
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Figure 7.3 Oaq conductance transition by switching the Ouq charge state from Oaq to O¢®. aand ¢
Topographic nc-AFM images (hole mode, 4.4x1.4 nm?) of O, before and after sweeping the bias
voltage, respectively. b Tunneling current <l> signal recorded on O by sweeping the sample
bias voltage between 1 V and 3.5 V with duration of 1 s. d Transition bias voltages from high

conductance to low conductance (Vw..) as indicated in b. The blue dot in a means the site of bias
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voltage sweeping. Imaging parameters: fo= 807 kHz, A =500 pm, Q = 21460, T=78 K, Vs=+1

V.

Figure 7.3 shows a unidirectional O conductance transition process by manipulating its charge
state. In Figure 7.3(a), the O, and Oa.¢> species can be clearly distinguished depending on its
contrast in nc-AFM topographic image with a low scanning bias voltage. The tip is precisely
positioned on top of Ouq, as the blue dot indicated in Figure 7.3(a), and then the bias voltage is
swept from 1 V (scanning bias voltage) to 3.5 V, and then back to 1 V with a sweeping duration
of 1 s while monitoring the <I:>(Vs) signal. The feedback loop is temporarily interrupted to keep
a constant tip-sample distance during bias voltage sweeping. At the start of the bias voltage
sweeping, it is in the high conductance state, which is in line with the aforementioned discussion
of the high conductance of Oq". Then there is a sudden discontinuity in the forward <I>(Vs) curve
at around 3.3 V, from high conductance state (H) to the low conductance state (L), as shown in
Figure 7.3(b). In the backward <I>(Vs) curve, it remains in the low conductance state until the
bias voltage sweeps back to 1 V. We believe that such dynamic conductance transition is
exclusively because of the Oaq charge state switching from O.q and Oa¢?, which is experimentally
verified by re-scanning the same area with identical scanning parameters. In this charge and
conductance transition process, we speculate that the tip-induced local electric field can
dominantly govern the tunneling electrons injection from the conductive tip into the Oaq when the
bias voltage exceeds a given threshold voltage (Vu-1). [1] More than one hundred cycles of
conductance transition from high to low state have been performed, and the threshold voltages
(Vw-L) are summarized in Figure 7.3(d). Though, quantitatively, the Vu.. can be affected by many
factors, such as tip-sample distance, tip apex termination and subsurface conditions, it suggests

that the V. is dominantly in the range of 2.6 V ~ 3 V by statistical analysis. In addition, in line
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with previous works about the reversible conductance switching, [20,21] Here we speculate that
the polaron in rutile TiO2(110) is primarily responsible for the O.q discharging and corresponding
conductance switching process by accepting the electrons from O,q, Which is electrically activated
by the tip-induced local electric field. Our work is quite consistent with the charge induced
molecular conductance hysteresis. [18,19] Such tunneling current discontinuity and hysteresis
induced by the bias voltage sweeping clearly corresponds to the change of conductance state of

single Oaq, Which is exclusively because of its charge state switching.
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Figure 7.4 Dependence of the conductance hysteresis on the Ouq charge state switching between
O and Oa¢® by sweeping the bias voltage. a Time-averaged tunneling current <l;> signal
recorded on O by sweeping the positive bias voltage between 1 V and 4 V with duration of 1 s.
b Time traces and corresponding histograms of the <l:> measured on O, at different bias voltages

of 2.4V, 2.8 V and 3.2 V, respectively. C Quantitative analysis of the charge and conductance
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states transition of the oxygen species. d Corresponding schematic diagram of charge state and
conductance hysteresis by ramping the bias voltage with electron transferring between tip, Oad

and polaron in substrate.

After demonstrating the unidirectional charge and conductance states switching of single Oaq,
we now explore a reversible charge and conductance hysteresis between high and low states
simply by sweeping the bias voltage in the positive range with a constant tip-sample distance. In
Figure 7.4(a), an interesting <I:>(Vs) spectrum is observed while sweeping bias voltage on Oaq
between 1V and 4 V with duration of 1 s. Here the conductance hysteresis between high and low
states is observed in both forward and backward curves, which is believed to be due to the charge
state switching between O,q and Oa¢>". To obtain insight into such conductance hysteresis, the <I>
signal as a function of time is monitored in real time with the given residence bias voltages, as
shown in Figure 7.4(b). The random telegraph-like tunneling current signal always switches
between two well-defined states, and no other conductance state can be recorded, which clearly
indicates the stochastic switching dynamics of two conductance states due to the charge state
transition between O, and O.¢®. The current-trace histograms show the prominent bimodal
distribution, exactly indicating the fractional occupation of high (Px) and low (P.) conductance
states, which corresponds to the O.q”and O.4® charge states, respectively. It is noticed that, with
the residence bias voltage increasing from 2.4 V to 3.2 V, the P_ is gradually growing at the
expense of Py, which indicates that the O,¢* becomes the dominant specie at relatively high bias
voltage, as presented in Figure 7.4(c). Based on our experimental results, we propose that such
kind of conductance hysteresis of single Oy induced by charge state transition can be tentatively
explained by the electrons transfer between the conductive tip, O.s and polaron in rutile

Ti02(110), as the schematic model shown in Figure 7.4(d). As mentioned above, in this reversible
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charge and conductance states transition, the tip-induced local electric field (AE) plays a key role
in tuning the tunneling barrier and modulating the electrons transferring behavior, in which the
magnitude is exclusively governed by the tip-sample distance (the level arm, &) and bias voltage
(V). [1,22] In the conductance transition from high to low state, when reaching the threshold bias
voltage, the tunneling electrons can be injected from the conductive tip to the Ogq, resulting in the
Oad Charge state transition from O.q to O.¢®, which is electrically activated by the local electric
field. As previously discussed, the fully charged O.¢* is the ground state specie that hinders further
electrons injection. Meanwhile, with further increasing the bias voltage, the magnitude of the local
electric field is continually enhanced, resulting in the electrons transferring from O,y to the
substrate polaron, that is, the O discharging from O.® to O.q, and in the meantime the
conductance switching from low to high state. The conductance hysteresis induced by reversible
charging and discharging process of single Oaq can be continuously activated during bias voltage
sweeping, in which the polaron in rutile TiO2(110) can serve as an efficient electron reservoir to

crucially modulate the charge and conductance behaviors of the adosrbates.
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Figure 7.5 Dependence of the conductance switching of O4q 0On its charge state transition between
Oad® and Oaq™ by sweeping the tip-sample distance. a-c Topographic nc-AFM images (hole mode,
2.55x1.6 nm?) of O,q before and after sweeping the tip-sample distance. d and e Tunneling current
<l¢> signals recorded on O.¢* and Oa¢ by sweeping the tip-sample distance with sweeping time of
1s, as the black and blue dots indicated in a-c, respectively. f-h Corresponding schematic energy
diagrams by sweeping the tip-sample distance. Imaging parameters: fo= 807 kHz, A =500 pm, Q

=21460, T=78K,Vs=+1V.

To round off our discussion about the O.q charge and conductance states transition activated by
the tip-induced local electric field, we have further demonstrated that the charge and conductance
states transition of single O.q can also be deliberately manipulated by sweeping the tip-sample
distance, as show in Figure 7.5. In this transition process, the tip-induced local electric field (AE)

is controllably modulated by the tip-sample distance (the level arm, o) with a constant positive
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bias voltage. We demonstrate that the single O,¢* can be discharged to O.q7, and re-charged back
to 0> by sweeping the tip-sample distance, as shown in Figure 7.5(a-c). During tip-sample
distance sweeping, the <I> singles are recorded in real-time, as shown in Figure 7.5(d,e). In the
discharging (charging) process, a sudden discontinuity in the forward tunneling current trace is
observed, which clearly indicates a conductance transition from low to high (from high to low)
state due to the single Oaq charge state switching from Oa¢® to Oag” (from O.q™ to Oa¢?). This charge
state switching accompanied with conductance state transition can still be tentatively explained
by the electrons transferring between tip, O.qs and polaron in rutile TiO,(110). as the corresponding
schematic diagrams shown in Figure 7.5(f-h). With the decreased tip-sample distance (increased
a), the magnitude of the tip-induced local electric field is enhanced, which can result in the
electrons transferring from the O,q to the polaron in the substrate (discharging process, Figure
7.5(g)), or from the conductive tip to the Oaq (charging process, Figure 7.5(h)). Note that a
relatively longer tip-sample distance is swept to discharge the single O4q than that to charge Oag,
which indicates a higher energy barrier to discharge O.*. This is in line with our previous
discussion that the O.s*> is demonstrated to be the energetically more favorable specie. [1]
Specifically, we stress here that the yield ratio of such charge induced conductance transition by
sweeping bias voltage and tip-sample distance can be affected by many factors, for example, the
inhomogeneous distribution of polaronic defects, [23] the nearby adsorbed atoms [24] and the tip
apex termination. [25] We believe that this conductance transition behavior induced by charge
states switching at single atom level deserves further investigation, both experimentally and

theoretically.
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7.4 Conclusion

In this study, we have systematically investigated the charge and conductance states of single
O.d chemisorbed on rutile TiO2(110) surface by simultaneous low temperature nc-AFM and STM
measurement at 78 K. The multiple charge states of the chemisorbed Oaq on rutile TiO2(110),
namely, the O.4 and Oa.4® species, are unprecedentedly probed and distinguished by STM with
atomic resolution, in which we speculate that the polarons in rutile TiO2(110) is dominantly
responsible for the multiple charge states stabilization. Moreover, we clearly demonstrate that the
atomic O4 conductance state exclusively depends on its charge state, that is, the Oaq shows
relatively higher conductance than O.¢*, based on the simultaneous nc-AFM and STM probing in
constant height mode in combination with the tunneling current measurement as a function of bias
voltage and tip-sample distance. In addition, we also demonstrate our ability to reversibly switch
the Oa conductance between high and low states by deliberately controlling its charge state by
means of sweeping the bias voltage and tip-sample distance. The conductance hysteresis of single
Oad between high and low states is observed during bias voltage sweeping, and alternatively, the
reversible conductance transition of the O, can be stepwise achieved by sweeping the tip-sample
distance, which is all attributed to the charge state switching between O.q” and Oa¢®. We stress
that the polarons in rutile TiO2(110) play a vital role in the reversible charge/conductance states
transition process by accepting the electrons from the charged O.q4, Which is electrically activated
by the tip-induced local electric field. We believe that our work provides a pioneering study about
the charge induced conductance switching of the chemisorbed adsorbates on semiconductors at
single atom level, and can potentially revolutionize the charge transfer related reactions,

specifically, the catalytic reactions.
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Chapter 8 Unraveling charge state
and structural fluxionality of Au
nanoclusters on oxidized rutile
Ti102(110) by nc-AFM/KPFM

8.1 Introduction

In this study, we have systematically investigated the geometric and electronic properties of the
Au nanoclusters (NCs) dispersed on oxidized rutile TiO2(110)-(1x1) surface by nc-AFM and
KPFM at 78 K. The Au NCs with the dominant diameter of 2~3 nm are found to nucleate
homogeneously on the terraces. By using simultaneous nc-AFM and KPFM characterization with
atomic resolution, we clearly demonstrate that the Au NCs supported on O-TiO(110) surface are
positively charged, indicating the charge transfer from the Au NCs to the oxidized substrate. In
addition, the Vicpp of the Au NCs exhibit strong size dependence, and the effect of the substrate
direction on the V\cpp distribution within single Au NCs are discussed. Besides the investigation
of the electronic properties of the Au NCs, the reversible structural fluxionality of the Au NCs is
experimentally demonstrated for the first time by consecutive nc-AFM characterization with

atomic resolution.

8.2 Experimental methods

Simultaneous nc-AFM and KPFM measurements were performed in constant height mode

to avoid the crosstalk between topographic and electronic signals, in which the bias voltage
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feedback approach was used to record the V.cpp. The bias voltage is applied to sample with respect
to the tip. When the clean sample was cooled down to room temperature (RT), it was exposed to
the oxygen gas (purity > 99.9%, 0.6 L) to obtain the oxidized rutile TiO2(110). After the pressure
decreased to 5 x 10 Torr, the Au atoms were deposited onto the oxidized TiO2(110) surface at
RT, in which a home-built crucible heated by Ta wires was employed to evaporate the Au (purity

>99.9%, 0.1 ML). During Au atoms deposition, the pressure was kept below 1 x 10°° Torr.

8.3 Results and discussion

8.3.1 Clarification of the charge state of Au NCs on oxidized rutile TiO:

We first investigate the topographic features of the Au NCs dispersed on O-TiO»(110)-(1 x 1)
surface by nc-AFM measurement. In Figure 8.1(a,b), many bright spots are characterized with
mainly the hemispherical shape homogeneously distributed on the terrace, and we can distinguish
these bright spots as the Au NCs with different size. The size distribution (diameter) of the Au
NCs is summarized in Figure 8.1(c), which is recorded rigorously from the cross-sectional
measurement along the [1-10] direction. It is shown that the size of the Au NCs is mainly
distributed at 2~3 nm, which has been demonstrated as the optimized size with the highest
catalytic activity for CO oxidations at low temperatures. [1,2,3] Some experimental studies in
combination with theoretical simulation have proposed that the O.q, rather than the surface defects,
[4,5] serves as the nucleation sites for the Au NCs on O-TiO»(110) surface. [6] Therefore, we
speculate that some O,q are potentially incorporated in to the Au NPs, which will probably result
in the formation of Au-O bond. In addition, we stress here that no spontaneous movement or
configurational change of the Au NCs is observed during normal scanning, indicating the

extraordinary stability and strong adhesion properties of the Au NCs on oxidized support possibly
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because of the Au-O bond, which is perfectly consistent with previous studies. [6]

2 3
Diameter of Au NP (nm)

Figure 8.1 Characterization of Au nanoclusters (NCs) adsorbed on oxygen-rich rutile TiO»(110)-
(1 x 1) surface (O-TiO>). (a,b) Topographic nc-AFM image of Au NCs adsorbed on O-TiO,
surface (image size: 240x 240 nm? and 50x 50 nm?). (b) Size distribution of Au NCs measured
along the [1-10] direction. Imaging parameters: fo= 805 kHz, A = 500 pm, Q = 14300, T= 78 K,

Af=-27 Hz.

After studying the structural properties of the Au NCs on O-TiO;, we now turn to the
investigation of its electronic properties. The simultaneously recorded nc-AFM and KPFM
images of the Au NCs on O-TiO; in constant height mode are shown in Figure 8.2(a,b), in which
the adsorbed Oaq and the Au NCs can be clearly distinguished with atomic resolution, respectively.
In order to get more information of the adsorbates, the line profiles of frequency shift (Af) and

Vicep of the Oaq and Au NCs are obtained, as shown in Figure 8.2(c,d). We can observe that the
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O.4” and O,¢> can all be characterized as the bright protrusions, and the O.4> always shows brighter
contrast than O,q in both nc-AFM and KPFM images, which is consistent with our previous works.
[7] Here, as we have demonstrated experimentally and theoretically, the brighter nc-AFM and
KPFM image contrast of the Q4> than that of O.q™ can be attributed to the strong attractive force
and more charge localized on O.¢* than that on Q.. [7] Interestingly, the Au NCs are
characterized as brightest protrusions in nc-AFM image because of the strongest attractive force.
While it is recorded as the dark depressions in the corresponding KPFM image, indicating the
lower Vicpp of the Au NCs than that of the O-TiO; surface. In this regard, as we have clearly
demonstrated before that the O.q with bright contrast in KPFM image are negatively charged by
the excess electrons from the surface defects and polarons, [7] here the dark contrast of the Au
NCs in KPFM image strongly suggests that the Au NCs on O-TiO, surface are positively charged,
which clearly demonstrates the charge transfer formation from the Au NCs to the oxidized
substrate. We stress here that the simultaneously recorded topography and Vicep of the Au NCs
are obtained with long tip-sample distance, completely excluding the possibility of the tip-induced
dipole effect on the Vicpp measurement. [8,9] Our study clearly demonstrates the cationic Au NCs
species on O-TiO; surface, and provides the convincing evidence to prove the charge transfer

from the Au NCs to the oxidized substrate.
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Figure 8.2 Clarification of the charge state of Au NC adsorbed on O-TiO; by simultaneous nc-
AFM and KPFM measurement. (a, b) Simultaneously measured |Af| (nc-AFM, hole mode, 5.4 x
7 nm?) and Vicep (KPFM, 5.4 x 7 nm?) images of Au NC adsorbed on O-TiO surface in constant
height mode. Ox: 2-fold coordinated bridging oxygen row. Tis.: 5-fold coordinated titanium row.
O.a and O,¢*: single oxygen adatom charged with one and two electrons on Tis row. (c, d)
Corresponding line profiles of |Af| and Vicpp of the Oad’, Oad® and Au NC as the solid black, blue
and red lines indicated in (a, b), respectively. Imaging parameters: fo= 805 kHz, 4 = 500 pm, O =

14300, T=78 K, Af= -39 Hz, Vae=+ 0.5V, f,c = 170 Hz.

The dependence of the Vicep of Au NCs on its size is demonstrated by KPFM characterization
of the larger area with a large tip-sample distance, as shown in Figure 8.3. The Au NCs can be
characterized as the bright protrusions with various size and inhomogeneous shape in nc-AFM

image and as the dark depressions in the corresponding KPFM, which shows good agreement
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with our experimental results in Figure 8.2. In general, one can notice that the Au NPs with larger
configurational size shows the darker contrast, namely, the relatively smaller Vi cpp, indicating the
size effect on the Vicpp of the dispersed Au NCs on O-TiO, surface. In order to shed more light
onto the size dependence of the Vicep, the Vicep values of each Au NCs in Figure 8.3(b) are
summarized as a function of its diameter measured along [1-10] direction, as shown in Figure
8.3(c). Besides the size dependence of the Vicpp, one can observe that some quantitative
fluctuation of the Vicpp values of some Au NCs with similar size exists, which can be potentially
attributed to the inhomogeneous structural configuration, [10] the chemisorbed Oaq incorporated
in the Au NCs [6] and the subsurface defects on the substrate. [11] Our experimental results
demonstrate that the charge transfer is always formed from the supported Au NCs to the oxidized
substrate, resulting in the cationic Au species, and the Vi cpp shows strong dependence on the size

of the Au NCs.
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Figure 8.3 Dependence of the Au NCs Vicpp on the size. (a, b) Simultaneous measurement of |Af|
(nc-AFM, 12 x 20 nm?) and Vicpp (KPFM, 12 x 20 nm?) images of Au NCs adsorbed on O-TiO»
surface in constant height mode. (c) Vicep of Au NCs as a function of the diameters with the
measurement along [1-10] direction. Error bar in (¢) is £ 5 %. Imaging parameters: fo= 805 kHz,

A=500pm, Q=14300, T=78 K, Af=-45Hz, Vo=+ 0.5V, foc = 170 Hz.

It is important to stress here that we find the Vi cpp distribution of the Au NCs is possibly affected

by the substrate direction. Figure 8.4 shows the simultaneous nc-AFM and KPFM measurement
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of the Au NCs on O-TiO; surface, and the Au NCs are characterized as bright protrusions in nc-
AFM image and dark depressions in the corresponding KPFM images, which is consistent with
our experimental results in Figures 8.2 and 8.3. Interestingly, we find that some Au NCs show
different configurational shapes in their topographic and electronic characterization. For example,
the No.1 and 2 Au NCs indicated by dashed red circles show the preferential configuration shape
along the along [1-10] and [001] directions, respectively, both in nc-AFM and KPFM images.
However, for the No.3-5 Au NCs, they exhibit the preferential configuration shape along [001]
direction in the nc-AFM image, while along the [1-10] direction in the corresponding KPFM
image, as the dashed green circles indicated. Here we tentatively propose that the interface
perimeter of some Au NCs along the [1-10] and [001] directions exhibit different electronic
properties, which is possibly attributed to the different Au-Au coordination and charge
distribution of the Au atoms depending on the substrate direction. [12] Note that such specific
substrate direction dependence of the Vicpp distribution is independent of the size of Au NCs. On
the other hand, the No.6 Au NC in Figure 8.4 is characterized as the brightness protrusion in nc-
AFM image, while as the weak dark depression with similar configuration in KPFM image. Such
mismatch between nc-AFM and KPFM contrast can be attributed to the negatively charged Oaq
incorporated in the Au NC, resulting in the charge transfer from the Au NC to the Ouq. [6,13,14]
Therefore, the effect of whether the adsorbed O.4 incorporated in the Au NCs on the
aforementioned specific Vicep distribution can be clearly excluded, and the most possible factor
is the TiO; substrate direction that possibly governs the Vicpp distribution of the Au NCs to some

extent.
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Figure 8.4. Investigation of the dependence of the Au NCs charge distribution on the Au NC
configuration and substrate direction. (a, b) Simultaneously recorded |Af| (nc-AFM, 6.6 x 12
nm?) and Vicpp (KPFM, 6.6 x 12 nm?) images of Au NCs adsorbed on O-TiO; surface in constant
height mode. Imaging parameters: fo= 805 kHz, 4 = 500 pm, O = 14300, T= 78 K, Af=-55 Hz,

Va=+0.5V,fac=170 Hz.

8.3.2 Structural fluxionality of Au NCs on oxidized rutile TiO:

The geometric properties of the Au NCs, besides the electronic property, are also regarded as the
key factor to affect the catalytic activities of the catalyst. The effects of the quantum size, [2]
geometric shape [1] and presence of under-coordinated Au atoms [15] of the Au NCs on the
catalytic reactions have been fully investigated, both experimentally and theoretically.
Specifically, the structural fluxionality of the Au NCs has been theoretically proposed to allow

the catalytic reactions to evolve on the most favorable free-energy path because of the formation
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of Au NCs with different structures and chemical activities in an equilibrium state. [16,17] In this

regard, we next explore the structural fluxionality of the Au NCs on O-TiO; surface in a

completely controllable and reversible manner.
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Figure 8.5. Reversible conformational change of Au NCs activated by the voltage pulse. (a-d)

Topographic nc-AFM images (9 x 9 nm?) of Au NCs adsorbed on O-TiO, surface. (e, f)

142



Corresponding line profiles of the Au NCs on left and right sides as the solid lines indicated in (a-
d), respectively. Blue and green dots in (a-c) indicate the positive and negative voltage pulse sites
with duration of 0.5 s, respectively. Imaging parameters: fo= 805 kHz, 4 = 500 pm, O = 14300,

Af=-51Hz, T=78K, Vi=+1.2 V.

The reversible structural fluxionality of the Au NCs on O-TiO; surface is presented in Figure 8.5.
In general, the topographic structures of the Au NCs are always characterized as the hemispherical
protrusions with single peak, as shown in Figure 8.5 (a), which is consistent with previous works.
[1,2,6] In order to induce the structural fluxionality, a positive voltage pulse of 2 V with duration
of 0.5 s is applied on top the Au NCs, and then the Au NCs are transformed from the hemispherical
shape to the double-peak configuration, as the dashed bright circles indicated in Figure 8.5a-c.
Interestingly, when a negative voltage pulse of -2 V with duration of 0.5 s is applied on the Au
NCs with double-peak configuration, the Au NC can be transformed back to the hemispherical
shape with single peak, as shown in Figure 8.5(c-d). The reversible structural fluxionality of the
Au NCs can be clearly observed and analyzed from the corresponding line profiles in Figure
8.5(e,f), which also suggests that the total volume dose of single manipulated Au NCs keeps
constant in the structural fluxionality process. It is noticed that, during normal scanning, we did
not observe any spontaneous movement or structural transformation of the Au NCs with both
hemispherical and double-peak shapes, indicating the high stability of these two configurations.
[6,16] Note that the voltage pulse is applied with a long tip-sample distance, which can prevent
the tunneling electrons flowing during voltage pulse. [11] For this reason, we stress here that it is
the structure manipulation, without any charge state transformation of the Au NCs during the
structural fluxionality. [18] In addition, we did not observe any other geometric structures of the

Au NCs in the reversible structural fluxionality, and the theoretical calculation is necessary to
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figure out the energy-stable geometric structures. We think the most possible mechanism that
responsible for the structural fluxionality in our experiment is the local electric field automatically
formed during voltage pulse, which serves as an external stimulus to activate the rearrangement
of the Au atoms in an equilibrium state. [16,19,20] One can anticipate that the threshold voltage
pulse for such structural fluxionality strongly depends on the size of Au NCs and the tip-sample

distance, for which more experimental works are ongoing now.

8.4 Conclusion

In this study, we have clearly demonstrated the charge state and structural fluxionality of the Au
NCs dispersed on O-TiO2(110)-(1 x 1) surface by nc-AFM and KPFM measurement at 78 K.
Firstly, by simultaneously characterizing the Au NCs and the chemisorbed O.q in KPFM image
with atomic resolution, we clearly clarify that the Au NCs are positively charged species, which
provides sufficient evidence to support the charge transferring from Au NCs to the oxidized
substrate. In addition, we demonstrated that the V. cpp 0f the Au NCs exhibits the size dependence,
namely, the smaller Au NCs show relatively lower Vi cep. Quantitatively, the Vi cep fluctuation of
some Au NCs with similar size can be potentially attributed to the inhomogeneous structural
configuration, the chemisorbed Oaq incorporated in the Au NCs and the subsurface defects on the
substrate. Moreover, we found some Au NCs show preferential configuration shape along [001]
direction in the nc-AFM image, while along the [1-10] direction in the corresponding KPFM
image, and here we tentatively propose that the substrate direction may affect the charge
distribution of the Au NCs. On the other hand, we qualitatively demonstrate the reversible
structural fluxionality of the Au NCs, which is activated by the voltage pulse with opposite

polarities. We think the local electric field is most likely responsible for the structural fluxionality,
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without any charge state manipulation or displacement of the Au NCs. Our study provides
convincing experimental evidence to clarify the electronic and geometrical properties of the noble

metal catalyst, and is applicable to numerous other catalytic models based on noble metal

nanoparticles.
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Chapter 9 Summary and outlook

9.1 Summary

In this doctoral dissertation, I systematically investigated and manipulated the geometric and
electronic properties of the reaction components, such as the point defects, oxygen adatoms and
Au nanoclusters on rutile TiO2(110) surface by using noncontact atomic force microscopy and
Kelvin probe force microscopy at 78 K under ultra-high vacuum condition, which can contribute
to explaining and controlling the catalytic reactions based on the noble metal catalysts on
transition metal oxides. Firstly, we found and demonstrated that the subsurface hydrogen on rutile
TiO2(110) can be characterized with atomic resolution by using simultaneous noncontact atomic
force microscopy and scanning tunneling microscopy imaging method. Four different
configurations of the subsurface hydrogen were observed. In addition, we demonstrated that the
subsurface hydrogen can be reversibly migrated between the surface and subsurface layers for the
first time, which is electrically activated by the voltage pulse with different polarities. Secondly,
the charge states of the oxygen adatoms adsorbed on rutile TiO2(110) surface were experimentally
clarified for the first time at the atomic scale level, and oxygen adatoms charged by one and two
electrons were distinguished with different image contrast. Our assignment of the different charge
states of the oxygen adatoms were in consistent with the measurement of short range force and
Vicep as a function of tip-sample distance. Moreover, several manipulation methods are proposed
to switch the charge states of oxygen adatoms with single electron sensitivity in a controllable
manner, such as changing the tip-sample distance and the bias voltage. Thirdly, we investigated
the conductance states of the oxygen adatoms by using noncontact atomic force microscopy and
scanning tunneling microscopy at the single atom level. We demonstrate that the conductance

147



behavior of the oxygen adatoms exclusively depends on its charge states, namely, the oxygen
adatoms charged by one electron showed higher conductance state than that charged by two
electrons. Specifically, the conductance behavior of the oxygen adatoms can be reversibly
switched between high and low conductance states by controlling its charge states transition.
Lastly, the charge transfer between the Au nanoclusters and oxygen adatoms was experimentally
demonstrated using the simultaneous measurement of nc-AFM and KPFM in constant height
mode, and the charge state of the Au nanoclusters on oxidized TiO2(110) surface are
experimentally demonstrated to be positively charged. In addition, the structural fluxionality of
the Au nanoclusters is experimentally demonstrated with atomic resolution for the first time. Our
work provides a systematic investigation and manipulation of the geometric and electronic
properties of the catalytic reactions components with atomic resolution, and can contribute to the
understanding and controlling of the catalytic reactions based on noble metal catalysts on

transition metal oxides.

9.2 Outlook

Our work provides crucial information on understanding and controlling the catalytic reactions
by characterizing and manipulating the geometric and electronic properties of the reaction
components at the atomic scale levels. Yet, more experimental works should be performed to
further investigate the catalytic mechanism of the catalytic reactions. For example,

(1) The geometric and electronic properties of CO molecules on oxidized rutile TiO2(110) should
be investigated at the atomic level.
(2) The dynamic charge state transition of the reactants, such as Au nanoclusters, CO and oxygen

species, in the Au/TiO, catalytic reactions should be demonstrated experimentally.
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