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Preface

The Internet of Things (IoT) has seen an increasing number of practical implementations in recent years, regarding not only traditional Internet services but also other services of extreme societal importance, such as infrastructure (electricity grids, traffic, etc.) and life-critical services (security, medical treatment, etc.). That is, not only the scale but also the types of the networks have been increasing, which is resulting in the emergence of interconnected networks with mutual dependencies, known as a network of networks (NoN). For NoN, the potential of environmental fluctuations has been increasing where minor changes in one network are propagated onto other interconnected networks due to the dependency among the networks. In the upcoming IoT scenario, a partial malfunction in service networks will exert an increasing influence on society and human life. Consequently, it has become an urgent issue to establish methods for designing NoN with high reliability in order to sustain network services under environmental fluctuations.

In recent years, among the biological systems that have adapted their evolution to fluctuating environments, human brain networks have drawn a great deal of attention for their possible application in the engineering field. The human brain is composed of tens of billions of neurons and forms a modularly structured network with regions consisting of functional network components. Recent advancements in neuroimaging techniques, such as functional Magnetic Resonance Imaging (fMRI), have allowed the analysis of the human brain at a considerably detailed spatial resolution. Thus, it has been revealed that brain networks provide highly reliable services while dealing with topological fragility and metabolic cost for its huge modular structure and functional dependency between each pair of regions. We believe that brain networks contain fundamental properties that are also applicable to the aforementioned NoN in upcoming information network systems, but the
application of brain networks into information networks from an aspect of architectural design has not been investigated enough so far.

Therefore, in this thesis, we propose methods for designing reliable NoN drawing inspiration from human brain networks. We first investigate the NoN structural design from the topological aspect of node connectivity focusing on the application of network influencers (i.e., the most influential elements over the entire network), and on assortativity between the networks, which represents the distinctive node degree correlation. The high reliability of human brain networks is known to be obtained by the network assortativity, one of the essential topological properties of brain networks. Here, we deal with constructing not only a single network that possesses a specific degree of assortativity, but also an interconnected network where the assortativity between the component networks is specified, and therefore introduce a definition to measure assortativity between component networks based on the existing method of measuring assortativity between nodes. With respect to a single network, the results indicate that a decrease in assortativity provides high communication efficiency and distribution of communication load. Also we find, however, that excessive assortativity leads to poor network performance. On the other hand, for an interconnected network assortative connections between networks improve communication efficiency, whereas disassortative connections distribute the communication load.

Second, we investigate the reliable design of NoN from geographical aspect and consider connectivity between network components. When recapturing the structure of NoN from a wide-area viewpoint, it is necessary to take geometrical constraints into account and to consider how to efficiently connect network components with each other. Thus, we propose a method for assigning internetwork links based on a connectivity model observed in the cerebral cortex of the brain. Intermodular connectivity in the cerebral cortex achieves high reliability when dealing with the trade-off of geometrical constraints and communication performance on the large-scale networks composed of many modules (i.e., regions) and nodes (i.e., neurons). Furthermore, we consider how to assign endpoint nodes of the links between each component by controlling assortativity. Simulation experiments show that the proposed method based on the cerebral cortex model can construct an NoN topology with an optimal combination of communication efficiency, robustness, and wiring cost. For the selection of endpoint nodes for the internetwork links, the results show that high...
assortativity enhances the robustness and communication efficiency due to the existence of many intramodular links attached to the high-degree endpoint nodes in either network component.

Only the structural reliability on an NoN is investigated in the studies described above, but it is also imperative to consider the dependency between network components, since there are many cases where the service availability of a network is closely tied with the other interdependent networks in the upcoming IoT scenario. To deal with a more concrete and fundamental interdependent network scenario that realizes an IoT environment, we focus on the network slicing technology. This enhances the utilization of physical networks while causing interdependence among sliced virtual networks due to traffic fluctuations from one network to the others. Among the NoN models that consider mutual dependence among networks, existing studies showed that the behavior of a NoN model based on brain functional networks reproduces the complementary internetwork dependence and elucidates the mechanisms that suppress the propagation of local fluctuations. Hence, we finally propose an NoN model assuming a virtualized network environment that describes the availability state of nodes to deal with traffic fluctuations and interdependence among the virtual and physical networks. We assume three fundamental types of interdependence among the networks for this model based on the existing NoN models, and confirm that the one applying complementary interdependence inspired by brain functional networks achieves high availability and communication performance while preventing interference among the sliced networks. Furthermore, we also investigate a method for designing a reliable network structure for the proposed model. To this end, the deployment of network influencers is configured from the perspective of intra-/internetwork assortativity. Simulation experiments confirm that availability or communication performance is improved when each sliced network is formed assortatively or disassortatively, respectively. Regarding internetwork assortativity, both the availability and communication performance are improved when the influencers are deployed disassortatively among the sliced networks.
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Chapter 1

Introduction

1.1 Background

Information networks have been characterized by a rapid growth and increased complexity. Nowadays, the Internet of Things (IoT) has come to play an important role as a fundamental infrastructure in our society with billions of connected network devices and an increasing number of practical implementations [1–5]. In addition to the number of devices, the types of services provided over the Internet has been diversifying, including not only traditional Internet services for communication but also other indispensable services of extreme societal importance, such as public utility infrastructure (e.g., electricity grids, traffic) and life-critical services (security, medical treatment, etc.) [6, 7]. This situation is leading to the emergence of interconnected networks with mutual dependencies, which is known as a network of networks (NoN) [8].

When services are being provided over the NoNs, a local malfunction or fluctuation occurring in one of the networks can be propagated onto the other interconnected networks because of the mutual dependencies [8–11]. One of the most well-known cases is a real-world cascading failure on real-world interconnected networks consisting of power grid networks and supervisory control networks, which took place in Italy [12]. The functional availability of each infrastructure network depends on that of the other network: the power network must be operated by the control network, while the control network must be supplied with electricity by the power network. Hence, the
1.1 Background

heavy mutual dependence between the two networks caused a small fraction of failures in one of the networks to increase to a large-scale cascading failure on the entire network, resulting in a massive blackout in a major part of the country.

Considering the upcoming IoT environment, such interdependent architectures regarded as NoNs can be assumed in the context of smart cities [13–15]. To enhance the intelligence, efficiency, and operability of future cities, and to further the quality of human life, smart cities focus on the integration and coordination of different sectors of functional networks. Advanced metering, control, information, and communication technologies are the backbones of smart cities, and they are utilized by a combination of functional networks including electricity, healthcare, surveillance, transportation systems, and other public utilities. The availability of smart cities is guaranteed by the intelligent integration of decentralized information from an enormous number of IoT devices. Due to these synergistic interactions among different devices and networks, a processing halt in one service network also stops the functions on the others, and environmental changes in service networks will exert an increasing influence on society and human life. Consequently, an urgent issue is to establish methods for designing an NoN in the IoT context, in order to achieve high reliability, namely, the ability to sustain network services under unpredictable fluctuations.

On resolving complex issues in the field of engineering, biologically-inspired approaches have attracted significant research attention. In particular, the application of brain-like networks has progressed in recent years due to its superior characteristics as networks that have been optimized during the process of human growth and evolution [16, 17]. Remarkable advances in neuroimaging techniques, such as functional magnetic resonance imaging (fMRI), have allowed the analysis of the human brain at a considerably high spatial resolution [18–20]. Brain networks contain tens of billions of neurons to realize highly advanced functions, while providing a rapid information processing infrastructure and resilience against neuronal defects. This owes to the scalability and low metabolic cost realized by the modular network structure with its characteristic connectivity. In a human brain network, clusters of neurons are connected with each other and form subnetworks to provide a particular function (e.g., vision, emotion, or movement), and the underlying structural connectivity differs between and within the subnetworks. Further, the subnetworks are not just
interconnected from structural aspects but are also mutually dependent to complement their functionalities, and the brain networks are designed so that local fluctuations are not propagated onto the entire networks [21]. As for an NoN assuming the aforementioned environment of information networks today, it is indispensable to consider inter-network connectivity and dependency, and thus, brain networks are considered to possess fundamental characteristics that are necessary for the reliable design of an NoN. However, the insights from studying brain networks as mutually-dependent interconnected networks are yet to be applied to practical systems of information networks.

In this thesis, we investigate methods to design a reliable NoN considering the aforementioned problems of influence propagation against unpredictable fluctuations, particularly focusing on the inter-network connectivity and dependency, with inspiration from the mechanisms of brain functional networks.

### 1.2 Outline

**Topology Design of Interconnected Networks to Improve Efficiency and Robustness** [22]

In Chapter 2, the effect of assortativity on the robustness and efficiency of interconnected networks is investigated. This involves constructing a network that possessed the desired degree of assortativity, which is defined as the distinctive nodal degree correlation of human brain networks. Additionally, an interconnected network is constructed wherein the assortativity between component networks possesses a targeted value to configure a specific connectivity between the networks. With respect to individual networks, the results indicate that a decrease in assortativity provided low hop lengths, high information diffusion efficiency, and distribution of communication load on edges. The study also reveals that excessive assortativity lead to poor network performance. In addition, while in the usual case, assortativity is define as a metric over the entire network, we extend the definition to also define assortativity between networks. In this study, the assortativity between networks is defined and the following results were demonstrated: assortative connections between networks lowered the average hop lengths and enhanced information diffusion efficiency, whereas
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dissortative connections between networks distributed the communication loads of internetwork links and enhanced robustness. Furthermore, it is necessary to carefully adjust assortativity based on the node degree distribution of networks. Finally, the application of the results to the design of robust and efficient information networks is discussed.

Configuring Interconnectivity of Interconnected Networks with a Trade-off of Geometric Constraints and Performance [23–25]

Virtualization of wireless sensor networks (WSN) is widely considered as a foundational block of edge/fog computing, which is a key technology that can help realize next-generation Internet of things (IoT) networks. In such scenarios, multiple IoT devices and service modules will be virtually deployed and interconnected over the Internet. Moreover, application services are expected to be more sophisticated and complex, thereby increasing the number of modifications required for the construction of network topologies. Therefore, it is imperative to establish a method for constructing a virtualized WSN (VWSN) topology that achieves low latency on information transmission and high resilience against network failures, while keeping the topological construction cost low. In Chapter 3, we draw inspiration from the intermodular connectivity in human brain networks, which achieves high performance in robustness and communication efficiency while suppressing metabolic cost, when dealing with large-scale networks composed of a large number of modules (i.e., regions) and nodes (i.e., neurons). We propose a method for assigning inter-modular links based on a connectivity model observed in the cerebral cortex of the brain, known as the exponential distance rule (EDR) model. We then choose endpoint nodes of these links by controlling inter-modular assortativity, which characterizes the topological connectivity of brain networks. We test our proposed methods using simulation experiments. The results show that the proposed method based on the EDR model can construct a VWSN topology with an optimal combination of communication efficiency, robustness, and construction cost. Regarding the selection of endpoint nodes for the intermodular links, the results also show that high assortativity enhances the robustness and communication efficiency because of the existence of intermodular links connecting high-degree nodes in each module.
Design Method for Reliability of Interconnected Networks with Mutual Dependency [26–29]

In realizing the network environment assumed by the Internet of Things, network slicing has drawn considerable attention as a way to enhance the utilization of physical networks (PNs). Meanwhile, slicing has been shown to cause interdependence among the sliced virtual networks (VNs) by propagating traffic fluctuations from one network to the others. However, for interconnected networks with mutual dependencies, known as a network of networks (NoN), finding a reliable design method that can cope with environmental changes is an important issue that is yet to be addressed. Some NoN models exist that describe the behavior of interdependent networks in complex systems, and previous studies have shown that an NoN model based on the functional networks of the brain can achieve high robustness, but its application to dynamic and practical systems is yet to be considered. Consequently, in Chapter 4, we propose the Physical–Virtual NoN (PV-NoN) model assuming a network-slicing environment. This model defines an NoN availability state to deal with traffic fluctuations and interdependence among a PN and VNs. Further, we assume three basic types of interdependence among VNs for this model. Simulation experiments confirm that applying the complementary interdependence inspired by brain functional networks achieves high availability and communication performance while preventing interference among the VNs. Also investigated is a method for designing a reliable network structure for the PV-NoN model. To this end, the deployment of network influencers (i.e., the most influential elements over the entire network) is configured from the perspective of intra/internetwork assortativity. Simulation experiments confirm that availability or communication performance is improved when each VN is formed assortatively or disassortatively, respectively. Regarding internetwork assortativity, both the availability and communication performance are improved when the influencers are deployed disassortatively among the VNs.
Chapter 2

Topology Design of Interconnected Networks to Improve Efficiency and Robustness

2.1 Introduction

Information networks are characterized by rapid growth and increased complexity. Many sensor devices collect a variety of environmental information and are placed at different locations and connected to the Internet [30, 31]. It is estimated that tens of billions of such devices will be connected to the Internet by 2020 [32]. Additionally, services operated over the network to improve human life will further diversify and the network will be considerably improved to meet changing requirements. Hence, control and management of huge networks, such as the Internet of Things (IoT), will be difficult and involve increasing communication and computational costs. As information networks constitute important infrastructure at present and in the future, high reliability, efficiency, and scalability are important for the control and management of these networks.

The interconnecting structure of multiple networks is important in ensuring the aforementioned properties in information networks. A set of networks with scales that are not too large to be controlled and managed is considered as a large network, which is termed as an interconnected
network. The Internet itself is an interconnected network wherein numerous mutually connected networks are operated by Internet service providers [33]. Future information networks, including the future Internet, will involve an enormous number of interconnected networks managed by different administrators [34]. It is not possible to guarantee the reliability and efficiency of the network since it is not feasible for a single administrator to manage the entire network. To limit this potential drawback, this study examines the design of interconnected networks to provide high robustness and efficiency.

Structures similar to those in the interconnected networks are observed in networks with modular structures, such as regulatory gene networks, protein-protein interaction networks, and human brain networks [35]. In a modular structure, a module is defined as a subset of network units wherein connections between subset members are denser when compared with connections in the rest of the network. Recent advancements in neuroimaging techniques have allowed the analysis of the human brain at a considerably finer spatial resolution. Thus, extant research has examined the structural network of the brain as represented by anatomical connections among the regions of interest. Previous studies indicated that brain networks possess high topological efficiency and robustness while minimizing wiring cost. Furthermore, the human brain can adaptively tackle a large variety of tasks. It was considered that these advantages were obtained during the process of human growth and evolution.

It is necessary to focus on human brain networks to examine the manner in which interconnected networks can be built. The human brain is a complicated network composed of neuronal cell bodies residing in cortical gray matter regions joined by myelin-insulated axons. Advances in methods to analyze human brains revealed that brain networks include topological features observed in complex networks including small-world properties, a hierarchical modular structure, and an assortative structure [16,36,37]. These topological features are considered to provide advantages to the brain such as robustness against node failure and efficiency at tackling tasks adaptively [38]. Extant studies discussed applying a human-brain structure to information networks [39].

It is essential to clarify the effects of the structural properties of the human brain to apply the structural properties of the human brain. It is considered that small-world properties of brain networks facilitate efficient communication. However, extant research does not focus on topological
advantages of hierarchical modularity. Current opinions on the same are divided. However, hierar-
chical modularity appears to be associated with communication efficiency, robustness, maintenance
of dynamic activity, and adaptive evolution. An understanding of the manner in which the fore-
mentioned topological properties contribute to the function of brain networks would contribute
significantly to understanding the human brain and the manner in which these properties can be
applied.

This study accounted for the modular structure and investigated assortativity, which is defined
as the distinctive nodal degree correlation of brain networks. Assortativity represents the degree
correlation between connected nodes. Nodes of similar degree tend to be connected to each
other in networks that exhibit high assortativity (termed as assortative mixing). In contrast, in
networks with low assortativity (disassortative mixing), nodes are more preferentially connect to
each other if they have a larger gap on degree [40]. Generally, an assortative-mixing network is
robust against selective node failure, and this accelerates the spread of information generated by
high-degree nodes [41, 42]. Brain networks exhibit a modular structure in which nodes are densely
connected to compose a module and modules are sparsely connected with each other. The modules
exhibit assortative mixing in this structure. Previous research did not focus on the effect of degree
correlation with respect to the formation of edges between modules.

In this study, the effect of assortativity in interconnected networks in terms of robustness and
efficiency was investigated. To examine the interaction effects of assortativity within a network and
assortativity between networks in detail, networks with different assortativities were constructed
and analyzed with respect to the following metrics: (1) edge betweenness centrality [40], (2) aver-
age hop length, (3) robustness against node failure, and (4) information diffusion efficiency [43, 44].

First, a single network was examined, and the basic properties of assortative networks were
demonstrated. This involved constructing a network with a specified value of assortativity by using
a rewiring-based method proposed in a previous study [45]. To analyze the assortativity between
networks, assortativity was defined as the universal assortativity coefficient as proposed in an extant
study [46]. This was followed by proposing a method with two networks connected such that the
assortativity between the networks corresponded to the desired value.

First, we focus on a single network and show the basic properties of assortative networks. For
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This, we construct a network that has a specified value of assortativity by the rewiring-based method proposed in [45]. For analyzing the assortativity between networks, we define assortativity as the universal assortativity coefficient proposed in [46]. Then, we propose a method of connected two networks in such a way that the assortativity between them is the desired value.

2.2 Method

2.2.1 Overview

This subsection provides an overview of the method that was used to reveal the effects of assortativity. Two types of assortativity were discussed, namely assortativity within a network and assortativity between networks. In order to examine the influence of these types of assortativity on robustness and efficiency, network construction methods were proposed to achieve the desired assortativity. First, a method to construct a single network with the specific assortativity was discussed. This was followed by proposing a method to construct an interconnected network that consisted of two networks constructed by the first method such that the set of edges connecting the networks yielded the specified assortativity. An example of an interconnected network is shown in Fig. 2.1.

First, single networks were examined, and the properties of assortativity within a network were demonstrated. This was followed by focusing on interconnected networks to examine the assortativity properties between networks. Additionally, the interaction between within-network assortativity and between-network assortativity was investigated. Networks with different assortativities were constructed to examine the influence of assortativity, and the constructed networks were analyzed relative to graph-theoretic metrics.

Subsection Definition of Assortativity provides an explanation of the definitions of assortativity within a network and of assortativity between networks. Its subsubsections discusses a method to construct a network with a specific assortativity. Assortativity could influence various metrics and four metrics were used for the evaluation in this study by considering requirements essential to information networks. Subsection Metrics for Evaluation describes these metrics in detail.
2.2.2 Definition of Assortativity

This subsection focuses on an explanation of the definition of assortativity. Two types of assortativity were defined, namely assortativity within a network and between networks. Assortativity within a network is measured by the assortativity coefficient proposed by Newman [41]. The assortativity coefficient is shown in Subsection Assortativity within a Network. In contrast, a method to quantify assortativity between networks does not exist to the best of the authors’ knowledge. Hence, the term universal assortativity coefficient [46] that corresponds to a dilatation of the assortativity coefficient was used to address this gap. The universal assortativity coefficient is described in Subsection Assortativity between Networks.

Assortativity Within a Network

Newman proposed measuring the assortativity of a network with the assortativity coefficient [40]. The assortativity coefficient is calculated from the remaining degree distribution $q(k)$ defined as follows:

$$q(k) = \frac{(k + 1)p(k + 1)}{\sum_j jp(j)}, \quad (2.1)$$

The remaining degree distribution is related to the degree distribution $p(k)$ that describes the probability that the degree of a randomly chosen node corresponds to $k$. The remaining degree of
2.2 Method

A node in a path corresponds to the number of edges leaving a vertex separate from the vertex that was arrived along. In other words, the remaining degree of a node in a path is equal to the node’s degree minus one. The joint probability distribution \( e(j, k) \) can be introduced given \( q(k) \) wherein the joint probability indicates the probability that two endpoints of a randomly chosen edge have the remaining degrees \( k \) and \( j \). Hence, the assortativity coefficient \( r \) is defined as follows:

\[
r = \frac{1}{\sigma_q^2} \left[ \sum_{j,k} jke(j, k) - \left( \sum_j jq(j) \right)^2 \right],
\]

where \( \sigma_q \) denotes the standard deviation of the remaining degree distribution \( q(k) \), given as follows: \( \sigma_q^2 = \sum_k k^2 q(k) - \left( \sum_j jq(j) \right)^2 \). The range of values that \( r \) can belong to corresponds to \([-1, 1]\). Positive and negative values of \( r \) indicate an assortative network and a disassortative network, respectively. When \( r \) corresponds to zero or is near zero, nodes are randomly connected with each other independent of their degrees. The range of feasible values of \( r \) is based on the degree distribution.

Assortativity Between Networks

Universal assortativity coefficient proposed in a previous study [46] was used to define the assortativity between networks. This coefficient reflects the contribution of an individual edge’s to the global assortativity coefficient of the entire network. This was used to analyze the assortativity of any part of a network in a previous study [46]. The universal assortativity coefficient for a set of targeted edges \( E_{target} \) is represented as the sum of the contribution of each edge to the assortativity of the entire network as described in the previous subsubsection. The contribution of each edge to global assortativity is based on the global assortativity \( r \) in Eq. 2.2. Global assortativity \( r \) can be expressed as follows:

\[
r = \frac{1}{\sigma_q^2} \left( E[(J - U_q)(K - U_q)] \right),
\]

where \( U_q = \sum_j jq(j) \) denotes the expected value of the remaining degree, and \( J \) and \( K \) denote variables of the remaining degree, which have the same expected value \( U_q \). Then, the contribution
\( \rho_e \) of the edge \( e \) is then defined as follows:

\[
\rho_e = \frac{(J - U_q)(K - U_q)}{M \sigma_q^2},
\]

(2.4)

where \( M \) denotes the number of edges in the whole network, and \( j \) and \( k \) denote the remaining degrees of the two endpoints of the edge \( e \). Finally, the universal assortativity coefficient \( \rho \) is defined as follows:

\[
\rho = \sum_{e \in E_{\text{target}}} \rho_e = \sum_{e \in E_{\text{target}}} \frac{(J - U_q)(K - U_q)}{M \sigma_q^2}.
\]

(2.5)

The universal assortativity coefficient \( \rho \) is a part of global assortativity. Thus, if \( E_{\text{target}} \) is considered as the set of all edges, then \( \rho \) is equal to Newman’s global assortativity. In this study, each edge between networks corresponds to an element of \( E_{\text{target}} \). The assortativity between networks is calculated from Eq. (2.5) based on the \( E_{\text{target}} \).

### 2.2.3 Network Construction Methods for Different Assortativities

This subsection presents two methods of constructing a network. The first subsubsection presented a method of constructing a single network that included the specified assortativity within the network as proposed in a previous study. The second subsubsection includes the proposal of a method to construct an interconnected network with the specified assortativity between two component networks.

**Single Networks with Different Assortativities within a Network**

A network with a target assortativity was constructed by repeatedly rewiring the edges of a given network. In this method, the assortativity was changed without changing the degree distribution because the individual rewirings did not change the degree distribution. Although this rewiring method did not necessarily achieve the overall maximum or minimum assortativity, this method has been widely used in previous researches relevant to assortativity due to its low computational cost [45, 47, 48], and it was also discussed that rewiring method can well approximate optimal solutions [49].
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Repeated rewiring of the edges in the network proceeded in the following manner. First, two edges that did not share a common endpoint were randomly selected. This was followed by selecting four nodes as the new endpoints for the edges. Two pairs of nodes were rewired such that $r$ approached the desired value, as shown in Figure 2.2. In the rewiring process, only the degree was considered to determine the nodes that should be connected with each other. Two nodes with degrees that exceeded the degrees of the other nodes were wired to increase assortativity. This contrasted with both the previously mentioned rewiring methods that decreased assortativity. Increasingly effective patterns to decrease assortativity were selected by calculating both assortativity coefficients. It should be noted that the two initially selected edges were not rewired when the connection pattern without rewiring was the most suitable and when the rewiring disconnect the network.

![Figure 2.2: Rewiring patterns: decreasing assortativity (left) and increasing assortativity (right)](image)

**Inter-connected Network with Different Assortativities between networks**

Interconnected Network with Different Assortativities Between Networks Two identical networks were connected to each other by $M$ edges to construct an interconnected network with the specified...
assortativity between networks. In order to obtain a suitable mixing pattern, edges between the networks were repeatedly deleted and added. This was performed stochastically with the mixing pattern determined by the following procedure:

1. Two networks were randomly connected via $M$ edges. At this time, an endpoint node did not have multiple edges.

2. The assortativity between the networks was calculated. If the assortativity between the networks corresponded to the target value, then the set of connections at this point was adopted. Otherwise, the following steps were repeated until the assortativity between the networks reached the desired value.

3. An edge between the networks was randomly selected and deleted.

4. An edge was randomly added between the networks. If the assortativity did not approach the target value to a closer extent than the prior assortativity value, then the added edge was deleted, and the edge deleted in step 3) was re-added. The selection of an additional link was then repeated.

In contrast with assortativity within a network, edges that influence assortativity could arbitrarily be chosen free from any degree constraints. Therefore, the maximum or minimum values of assortativity between networks for given networks were easily calculated.

### 2.2.4 Metrics for Evaluation

The metrics for the evaluation included the following: (1) the edge betweenness centrality, (2) the average hop length, (3) robustness relative to node failure, and (4) information diffusion efficiency. The details of these metrics are described in the following subsections.

**Edge Betweenness Centrality**  The edge betweenness centrality of a network is defined as the number of shortest paths that passed through an edge in the network [40]. This could be considered as the communication load on the edges, and it indicated a possible concentration of the communication load. In the context of information networks, edges with high edge betweenness centrality
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were associated with a higher probability of experiencing traffic congestion.

**Average Hop Length**  The average path length corresponds to the average of the hop count of all shortest-hop paths. This is used widely in the field of graph theory and can be used to characterize data-transfer efficiency. Since we define the information diffusion efficiency in a network as a speed that information is diffused throughout the network in a probabilistic model for information diffusion, a network that has a small average hop length achieves a high information diffusion efficiency.

**Robustness**  With respect to single networks, robustness was evaluated by using giant component size following the removal of a few nodes. The giant component size is the number of nodes in the largest connected component. Networks that maintained a high giant component size were considered to possess higher connectivity and consequently robustness.

With respect to the robustness of interconnected networks, it is inappropriate to use the giant component size because only a limited number of nodes include edges between networks, and the removal of other nodes corresponds to a considerably small influence on the performance of assortativity between networks. Removing nodes with the fore-mentioned interconnected edges could constitute a future research topic. However, all the nodes remain connected until all interconnecting edges are removed unless the endpoint nodes include extreme bottlenecks within the corresponding belonging network. Therefore, in order to evaluate the effect of interconnecting edges, average hop length between networks was used while removing endpoint nodes of the edges. With respect to the average hop length, paths between two nodes in the same network were ignored because they were barely influenced by the edges between networks. Thus, an interconnected network was considered robust if it retained its original value of average hop length following the removal of a few endpoint nodes.

**Information diffusion efficiency**  The susceptible-infected-recovered (SIR) model in a previous study [50] was used to model the diffusion of information. In this model, each node could belong to three states, namely susceptible (S), infected (I), and recovered (R) state. An infected node
transmitted infection to neighbor nodes with probability $\beta$, and recovered with probability $\gamma$. A recovered node did not infect nor pass its infection to other nodes. When $\gamma = 0$ in the SIR model, it was termed as a susceptible-infected (SI) model [51] wherein when a node in a network was infected, all other susceptible nodes converged into an infected state. This SI model could purely measure the information diffusion speed of a network, i.e., the degree to which a network can diffuse information. Conversely, when $\gamma > 0$, all infected nodes eventually recovered and some nodes remained susceptible. In this case, areas that were more likely to be infected could be detected after a number of simulations selected an initial infected node randomly.

Several other models could be used to simulate the diffusion of information. However, the SIR model was used in the present study for two reasons. First, it was widely used in modeling the diffusion of information. Second, it offered immediate convergence.

2.3 Results

2.3.1 Single Networks

In this study, single networks with different assortativities were investigated. This involved using two types of networks that have different nodal degree distribution. The first type corresponded to a scale-free network (SF network) whose degree distribution follows power-law. Power-law distribution has been found in many complex networks, such as airline networks, social networks, the Internet, and so on. This type of networks is generated by two steps. First, we generate Barabási-Albert networks [52] which leads to the degree distribution $p(k) \sim k^{-3}$. Second, we keep its degree distribution and rewire all edges so that the characteristics of Barabási-Albert networks do not affect our evaluation. A single SF network consists of 100 nodes and 295 edges in which each node degree corresponded to a minimum of 3. Networks with different assortativities were generated by rewiring the edges of this network as described in the previous section. Assortativities within a range of $-0.69 \leq r \leq 0.58$ could be obtained by rewiring the edges of this network.

The second type corresponded to a Erdös-Eényi random network (RN network). The degree distribution of the RN network followed a Poisson distribution that is similar to the distribution
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observed in wireless sensor networks. A single RN network consists of 100 nodes and 300 edges. The network was generated by repeatedly selecting pairs of nodes at random and connected these pairs. For this type of network, assortativities in the range of $-0.79$ and $-0.97$ were obtained. It was observed that the assortativity range of an SF network was narrower than that of a RN network, this reflected that the distribution of node degree was more strongly biased in SF networks. In particular, the number of nodes of high degree was lower, and thus, such nodes were rarely connected to other nodes of the same degree, thereby decreasing assortativity.

In the following results for single networks, we construct 25 topologies for each value of $\rho$; the results shown below are the averages across all 25 topologies.

**Average Hop Length**

The relation between average hop length and assortativity is shown in Figure 2.3. Both SF and RN networks exhibited the same tendency except with respect to the range of assortativity. As shown in Figure 2.3, the average hop length value increased when $r$ increased. Specifically, the average hop length value rapidly increased when $r$ approached its highest value for each network. With respect to information networks, an increase in the value of average hop length often degraded performance by increasing communication delays.

It was important to identify the reason for the sudden increase in average hop length when assortativity approached its highest value. This was performed by considering SF topology with assortativity $r = 0.58$ that corresponded to the peak. Figure 2.4 shows this network. Additionally, these clusters could be organized in order of degree. In this topology, almost all nodes were connected to other nodes of the same degree, and thus sets of same-degree nodes formed clusters. The results indicated that RN networks exhibited the same tendency. A chain-like topology possessed a high average hop length when compared with that of small-world topology, and thus a highly assortative topology implied a higher average hop length value. This tendency grew stronger as the assortativity of the network increased.

Hence, it was concluded that average hop length rapidly increased as assortativity approached its maximum value mainly because there were fewer shortcut edges and a few shortcut edges can
markedly reduce average hop length, as demonstrated in a previous study [53]. However, these types of shortcut edges are likely to be lost when assortativity is very high because a clustered topology of the type shown in Figure 2.4 emerged. The observations indicated that the network lost these shortcut edges when the value of $r$ was very high. Consequently, average hop length rapidly increased as assortativity approached a maximum value.

**Edge Betweenness Centrality**

Figure 2.5 shows edge betweenness centrality of each edge in a single SF and RN network. As shown in the figure, edges were arranged along the $x$-axis in increasing order of edge betweenness centrality. The figure indicated that with respect to the topology with maximum $r$ (1), a few edges
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Indicated extremely high edge betweenness centrality, and (2) the total edge betweenness centrality was also considerably high. This was attributed to the clustered structure shown in Figure 2.4. There were also very few shortcut edges in this topology, and the load on these edges increased. The lack of shortcut edges also caused an increase in the average hop length value as shown in the
 previous section. Therefore, edges were included in the shortest paths several times. With respect to the other topologies, the total communication load over all edges drastically decreased due to the emergence of shortcut edges. Furthermore, it was observed that the distribution of edge betweenness centrality became more homogeneous as the assortativity decreased. This was because the connections between high-degree nodes changed into connections between a high-degree node and a low-degree node, and the communication load was distributed. Specifically, single RN networks with minimum assortativity \( r \) completely distributed the edge betweenness centrality since its node degree followed a Poisson distribution in contrast to SF networks that possess a Power law distribution.

Table 2.1 summarizes the relation between edge betweenness centrality and degrees of the endpoints of the edges in a single SF network. Only 5 out of 295 edges that correspond to the highest or lowest edge betweenness centrality are selected. High-degree nodes are important for a communication load in single disassortative networks, while low-degree nodes that connect different clusters are important in single assortative networks.
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Figure 2.6: Change in giant component size with respect to deliberate node failure in a single SF network (left) and in a single RN network (right)

Figure 2.7: Change in giant component size with respect to random node failure in a single SF network (left) and in a single RN network (right)

Robustness

Figures 2.6 and 2.7 show the change in giant component size of networks when nodes are removed from the highest degree node either at each step or randomly. Simulations of removal were run 50 times with respect to each topology. With the exception of networks with maximum assortativity, assortative topologies were robust with respect to selective failure and weak with respect to random failure. As explained in the previous section, an assortative topology consisted of clusters connected in a chain. In the selective node-failure scenario, node failure commenced at the high-degree side.
of this chain. Therefore, nodes with lower degrees remain connected to each other even when high-degree nodes failed. Conversely, the probability for the breaking of edges between clusters in the chain increased if the sequence of node failure did not follow any order. Thus, assortative topologies were fragile with respect to random node failure.

Robustness with respect to selective failure suddenly decreased when assortativity reached a maximum value. This corresponded to a topology with a minimum number of edges between clusters because the edges between clusters connected nodes of differing degrees. Thus, connectivity between clusters was fragile with respect to selective node failure.

An interesting point was that single RN networks exhibited considerably lower robustness when compared with that of SF networks given that both networks possessed maximum values of assortativity. This difference reflects the difference in the mode of degree. Many nodes in an SF network possess a minimal degree and they construct a cluster. Thus, selective node failure does not divide the giant component until additional nodes fail.

The aforementioned observations indicated that single assortative networks were robust with respect to selective failure albeit not with respect to random failure. However, when the aforementioned networks were extremely assortative, then generated networks were weak with respect to both types of failures.

**Information-diffusion Efficiency**

As shown in Figure 2.8, speed of information diffusion is measured using a SI model with $\beta$ set to 0.05. The $x$-axis represents time steps of diffusion, and the number of infected nodes is counted on the $y$-axis at each time step. Simulations of diffusion were executed 50 times with respect to each topology. As shown in Figure 2.8, information diffused poorly when the topology possessed high assortativity in both SF and RN networks. With respect to an assortative network, the low- and high-degree nodes involved few connections between them, and this resulted in a network with low efficiency of information diffusion.

Additionally, SIR models of $\beta = 0.05$ and $\gamma = 0.10$ were used to identify the areas that were more likely to be infected, and the number of infections on every node until a diffusion converged.
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![Graph showing information diffusion speed in a single SF network (left) and in a single RN network (right).](image)

Figure 2.8: Information diffusion speed in a single SF network (left) and in a single RN network (right)

was counted. It should be noted that the SI model did not match this measurement because the infected nodes propagated infection permanently. Figure 2.9 shows the number of infections of each node in the SF topologies with \( r = 0.55 \) and \(-0.30\). The total number of simulations run for each topology corresponded to 5,000 (50 simulations for every 100 node). All nodes were uniformly infected with respect to the topology with \( r = -0.30\). In contrast, with respect to the assortative topology with \( r = 0.55\), it was not likely that the information would diffuse in sparse areas and stack in high-degree dense areas.

### 2.3.2 Interconnected Networks

In this subsection, interconnected networks with differences between-network assortativities \( \rho \) were investigated. Each interconnected network consisted of two single networks of the same type that were connected to each other. Thus, a single SF network based on Barabási-Albert model included 1,000 nodes and 2,995 edges. Additionally, a RN network based on Erdős-Rényi model included 1,000 nodes and 3,000 edges. Two single networks of the same type were connected to each other via \( M \) edges, i.e., SF-SF networks and RN-RN networks.

Before starting the evaluation, it was important to clarify the appropriate value of \( M \) to measure the effect of changing assortativity \( \rho \). Figure fig1:Inter-limit shows the relationship between the number of edges between networks and the maximum and minimum values of assortativity \( \rho \). In
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Figure 2.9: Number of infections of each node

In this figure, edges were added in order of the influence on assortativity $\rho$. First, the range of $\rho$ for RN-RN networks exceeded that of SF-SF networks since a SF network included a wider range of node degrees. However, it did not necessarily mean that larger limit of assortativity caused larger effect on the performance of RN-RN networks. We showed details about this point in the following evaluation of interconnected networks. Second, we also found that only a small fraction of edges could considerably increase or decrease assortativity $\rho$. Increment of all of the four curves was the largest at first, and as adding more edges the curves became gentler. To our surprise, the curve of SF-SF disassortative went so far as to cross the $x$-axis. This was because the average degree of a SF network is almost double of that of a RN network. Therefore, SF-SF networks has fewer combination of endpoints that contributes to increase disassortativity. Considering the above, $M$ was set to 50 in the following evaluation.

The range of assortativity $\rho$ between the networks was from $-0.0054$ to $0.0124$ for SF-SF networks and from $-0.037$ to $0.0385$ for RN networks. In the evaluation, the target assortativity $\rho$ was changed, and edges were generated between networks. The construction method for interconnected networks included a probabilistic process. Thus, 25 topologies for each value of $\rho$ were constructed and the results shown below correspond to the averages across all 25 topologies.
2.3 Results

Figure 2.10: Relationship between the number of edges between networks and the maximum and minimum values of assortativity between networks.

Figure 2.11: Edge betweenness centrality of every edges in SF-SF networks (left) and in RN-RN networks (right)

Edge Betweenness Centrality

Figure 2.11 shows the edge betweenness centrality of interconnecting edges. The edge betweenness centrality could be considered as the communication loads on edges. In a manner similar to
the single networks shown in Figure 2.5, disassortative edges between the networks could distribute communication loads in both SF-SF and RN-RN networks. All edges between networks connected high-degree nodes with low-degree nodes when networks were connected disassortatively. Therefore, communication loads were distributed to all edges between networks.

In contrast, topologies with larger $\rho$ exhibited different and interesting properties when compared with those of single networks. First, edge betweenness centrality on the edges were more biased as $\rho$ increased in single networks. However, a heavy communication load was assigned to edges with low-degree nodes in single assortative networks, as summarized in Table 2.1. In contrast, in interconnected networks, edges between the high-degree nodes carried a heavy communication load as shown in Tables 2.2-2.3 because those nodes were accessible to other nodes in each network. In Table 2.2, Only 5 out of 50 edges with the highest or lowest values of edge betweenness centrality are selected, whereas, In Table 2.3, only 5 out of 50 edges with the highest or lowest values of edge betweenness centrality are selected. Thus, features on node degrees of edges that possessed high edge betweenness centrality differed between single and interconnected networks. Another interesting property was that there was a sudden increase of edge betweenness centrality in the topologies with extremely high $\rho$. This was because the types of interconnecting edges were clearly separated into connection between high-degree nodes and connection between low-degree nodes. The ratio of increase in the edge betweenness centrality was more significant in SF-SF networks due to the power-law distribution of node degree. The relation between edge betweenness centrality and node degree is confirmed in Tables 2.2-2.3.

**Robustness**

With respect to the evaluation of robustness of interconnected networks, endpoint nodes of interconnecting edges were deliberately or randomly broken, and average hop length between networks was calculated. In this context, average hop length did not include paths between two nodes in the same network. Simulations of removal were executed 25 times with respect to each topology.

Figures 2.12–2.13 show the results, and it was observed that SF-SF and RN-RN networks exhibited almost identical tendencies. First, prior to checking the robustness, it was observed that the
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Table 2.2: Relation between edge betweenness centrality and degrees of endpoints of the interconnecting edges in a SF-SF network.

<table>
<thead>
<tr>
<th>EBC</th>
<th>Network 1</th>
<th>Network 2</th>
<th>EBC</th>
<th>Network 1</th>
<th>Network 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10^3)</td>
<td>36</td>
<td>7</td>
<td>(1.2 \times 10^3)</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>(10^3)</td>
<td>7</td>
<td>24</td>
<td>(1.3 \times 10^3)</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>(10^3)</td>
<td>26</td>
<td>7</td>
<td>(1.3 \times 10^3)</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>(10^3)</td>
<td>22</td>
<td>7</td>
<td>(1.4 \times 10^3)</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>(10^4)</td>
<td>7</td>
<td>22</td>
<td>(1.4 \times 10^3)</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>(3.3 \times 10^4)</td>
<td>49</td>
<td>4</td>
<td>(6.1 \times 10^4)</td>
<td>51</td>
<td>51</td>
</tr>
<tr>
<td>(3.4 \times 10^4)</td>
<td>87</td>
<td>4</td>
<td>(6.6 \times 10^4)</td>
<td>59</td>
<td>59</td>
</tr>
<tr>
<td>(4.8 \times 10^4)</td>
<td>4</td>
<td>104</td>
<td>(9.0 \times 10^4)</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>(6.6 \times 10^4)</td>
<td>86</td>
<td>4</td>
<td>(1.3 \times 10^5)</td>
<td>87</td>
<td>87</td>
</tr>
<tr>
<td>(1.0 \times 10^5)</td>
<td>104</td>
<td>4</td>
<td>(1.7 \times 10^5)</td>
<td>104</td>
<td>104</td>
</tr>
</tbody>
</table>

Table 2.3: Relation between edge betweenness centrality and degrees of endpoints of the interconnecting edges in a RN-RN network.

<table>
<thead>
<tr>
<th>EBC</th>
<th>Network 1</th>
<th>Network 2</th>
<th>EBC</th>
<th>Network 1</th>
<th>Network 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10^4)</td>
<td>2</td>
<td>13</td>
<td>(1.7 \times 10^4)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(10^4)</td>
<td>14</td>
<td>2</td>
<td>(1.8 \times 10^4)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(10^4)</td>
<td>14</td>
<td>2</td>
<td>(1.8 \times 10^4)</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>(10^4)</td>
<td>2</td>
<td>13</td>
<td>(2.1 \times 10^4)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(10^4)</td>
<td>13</td>
<td>2</td>
<td>(2.1 \times 10^4)</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>(2.8 \times 10^4)</td>
<td>3</td>
<td>12</td>
<td>(3.2 \times 10^4)</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>(3.0 \times 10^4)</td>
<td>13</td>
<td>2</td>
<td>(3.3 \times 10^4)</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>(3.1 \times 10^4)</td>
<td>2</td>
<td>17</td>
<td>(3.3 \times 10^4)</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>(3.3 \times 10^4)</td>
<td>2</td>
<td>13</td>
<td>(3.7 \times 10^4)</td>
<td>17</td>
<td>13</td>
</tr>
<tr>
<td>(4.1 \times 10^4)</td>
<td>3</td>
<td>12</td>
<td>(4.3 \times 10^4)</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

average hop length decreased with topologies with high \(\rho\). The main reason for this corresponded to the connections between high-degree nodes. As observed in the previous section, assortatively interconnected networks involve several connections of high-degree nodes that include a high communication load. Therefore, they contribute to a decrease in the average hop length.

With respect to the selective failure shown in Figure 2.12, assortative networks possess lower
average hop length, and are therefore initially efficient. However, subsequently as endpoint nodes were selectively removed, there was a performance reversal between assortative and disassortative networks. This could be attributed to the loss of connections between high-degree nodes. Conversely, as shown in Figure 2.13, the performance of average path length simply decreased while maintaining the order of assortativity.

In summary, as shown in Figure 2.14, topologies with low $\rho$ were tolerant of both random and selective failure, while topologies with high $\rho$ provided efficient average hop length and were tolerant of random failure albeit vulnerable to selective failure.
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Figure 2.14: Relation between average hop length and assortativity between networks in SF-SF networks (left) and in RN-RN networks (right)

Information-diffusion Efficiency

Figure 2.15 shows the speed of information diffusion. Interestingly, SF-SF networks and RN-RN networks behaved differently. Assortative topologies spread information slightly faster in SF-SF networks. This was probably due to powerful highest-degree nodes termed as *hubs* in SF networks. However, a SF network itself constituted an efficient network with respect to information diffusion, and thus differences between topologies with different $\rho$ were small. More interestingly, with respect to RN-RN networks, the efficiency of assortative and disassortative networks exceeded that of non-assortative networks. This could be because both assortative and disassortative interconnected networks involved edges with high-degree nodes, while non-assortative networks did not. Another interesting point was that although low assortativity led to a low performance in terms of average hop length, it also caused fast information diffusion. As summarized in Table 2.3, endpoints of edges in disassortative RN-RN network homogeneously contained high-degree nodes, and this property could help in the diffusion of information over all the nodes. These results indicated that information-diffusion efficiency could not be uniquely defined by assortativity between networks and instead depended on types of each network.
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2.4.1 Effect of Assortativity on Robustness and Efficiency

With respect to single networks, the results of the present study indicated that an increase in assortativity caused the following:

1. High average hop count
2. High robustness relative to the failure of high-degree nodes
3. Low robustness relative to random node failure
4. Low efficiency of information diffusion
5. Concentration of communication loads on the edges connecting clusters

It should be noted that disassortative networks exhibited opposite features, i.e., a decrease in assortativity caused a low hop count, high information diffusion efficiency, and distribution of communication load. An intuitive explanation of the effects as detailed in the aforementioned points 1-5 was that high assortativity resulted in fewer shortcut links between high-degree nodes and low-degree nodes and formed a chain-shape network. It should be noted that extremely high assortativity led to fragile connectivity. The results indicated that the assortativity of a network should be within an appropriate range of values.
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With respect to interconnected networks, the results revealed that an increase in assortativity led to the following:

1. Low average hop count
2. Low robustness against the failure of high-degree nodes
3. Normal robustness against random node failure
4. High efficiency of information diffusion
5. Concentration of communication loads on edges connecting hub nodes

In this case, disassortative networks exhibited opposite features with the exception of the efficiency in information diffusion (it also exhibited high efficiency). The results also indicated that the performance of assortativity between networks was based on the degree distribution of each network. For example, communication loads of interconnecting edges were considerably biased when networks possessed power-law of degree distribution. The range of assortativity was also influenced by the degree distribution. Thus, the fore-mentioned results characterized the relations among robustness, efficiency, and assortativity within a network.

2.4.2 Assortativity in Brain Networks

In the study, assortativity in interconnected networks was evaluated, and the effect of assortativity on robustness and efficiency was demonstrated. In this section, the results of the present study were compared with those related to the assortativity of human brain networks as obtained in our previous study. Here, we briefly summarize the result of the study. We used datasets of human brain networks from [37]. These datasets contain the weighted connections between the regions of interests (ROI) in a brain. The number of ROIs is 998. We used a threshold on the weight of connections to define an undirected edge between ROIs. We measured the average assortativity within the ROIs and the average assortativity between ROIs using the Louvain method [54] to identify the modular structure. Figure 2.16 show the results for assortativity within and between ROIs. With respect to within-module assortativity, human brain networks exhibited an assortative mixing pattern when
weak edges were included, and this could indicate that weaker edges were important to robustness relative to node failure in the human brain, although they reduced the efficiency of communication. In contrast, strong edges exhibited a disassortative mixing pattern. This result indicated that the important edges in modules were connected such that the average hop length was reduced.

With respect to human brain networks, the network exhibited between-module assortativity when both strong and weak edges were included. This indicated that the human brain could communicate efficiently between modules. In contrast, modules were connected disassortatively when only strong edges were considered. This could facilitate concurrent processing between two modules. In order to design information networks, different values for assortativity were used based on the edge importance.

### 2.4.3 Information-Network Design with the Consideration of Assortativity

The effect of assortativity on the robustness and efficiency of interconnected networks was examined. The correlation of the assortativity with only the robustness and efficiency of a network were demonstrated previously, and thus assortativity could not be used to determine whether or not a given network was robust and efficient. However, it was important to discuss the construction of a new network such that it possessed good robustness and efficiency. Networks aimed at disseminating information should be constructed such that they possess low assortativity. In contrast, low assortativity was desirable to construct networks that could spread data quickly. Furthermore, when
multiple networks were integrated, the results indicated that the assortativity between networks could be adjusted to control the trade-off between efficiency and load balancing.

For an example, an ad-hoc network composed of IoT devices was considered as an application of the results of the present study. In this case, the entire network was composed of ad-hoc networks that were in turn composed of homogenous devices. The construction of an assortative network has various advantages in this case and include high robustness and good robustness with respect to computer-virus infections. This type of an assortative network also included disadvantages such as high average hop length and a concentration of communication loads. However, the average hop length of the network was not exceedingly high if the assortativity of the network was not too high. Thus, an appropriate setting for the assortativity is important.

A detailed method for constructing an assortative ad-hoc network is beyond the scope of this study. However, this could be achieved by selecting node deployment techniques and transmission-power control techniques. For example, nodes with similar degrees are likely to be connected when more nodes are arranged near the center of the field. Constructing shortcut links between nodes with similar degrees also contributed toward an assortative network and reflected cases in which nodes used directional beams or long-range omnidirectional transmission.

The following advantages were observed when networks were connected with each other assortatively. The connections between high-degree nodes reduced the average hop length. Connections between low-degree nodes improved the robustness relative to the failure of high-degree nodes. The type of network failures considered here reflected the depletion of electric power that resulted from the concentration of communication. Communication loads are distributed if networks are connected disassortatively.

2.5 Conclusion

In this study, the effect of assortativity on the robustness and efficiency of interconnected networks was examined. With respect to the assortativity of single networks, it was observed that an increase in assortativity caused (1) an increase in the hop count, (2) high robustness of connectivity with respect to the failure of high-degree nodes, (3) low robustness of connectivity with respect to random
node failure, (4) low efficiency for information diffusion, and (5) concentration of communication loads on a few edges. Simultaneously, these results implied that single disassortative networks involved opposite features. It was also observed that an increase in assortativity reduced the shortcut links in networks. Therefore, an excessive increase in assortativity harmed the network in terms of communication efficiency, robustness, and communication load on network links.

With respect to the assortativity between networks, the following results were observed: (1) a decrease in the hop count, (2) low robustness of connectivity with respect to the failure of high-degree nodes, (3) normal robustness of connectivity with respect to random node failure, (4) high efficiency with respect to information diffusion, and (5) concentration of communication loads on a few edges.

Additionally, it was observed that the performance of assortativity between networks depended on the degree distribution of each network. Although, the results of this study demonstrated the effect of assortativity on the robustness and efficiency of interconnected networks, the results were only applicable to networks involving the Barabási-Albert model and Erdös-Rényi random network model. The study also investigated assortativity in the case of networks with nodes of uniform degree. However, interconnected networks composed of networks with various degree distributions were not investigated, and this will be the subject of a future study.

The study also discussed methods to construct a network that was robust and efficient. In actual networks, various constraints affect the construction of assortative or disassortative networks. For example, with respect to ad-hoc networks of wireless sensor devices, it is necessary to consider the battery life of sensors and communication distances. This study did not propose a model to generate a network topology, and thus, a future study will include the proposal of a generation model for assortative or disassortative networks and the application in an actual network.
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Configuring Interconnectivity of Interconnected Networks with a Trade-off of Geometric Constraints and Performance

3.1 Introduction

Wireless sensor network (WSN) [55] refers to an ad hoc type of network that comprises spatially-distributed autonomous sensor devices. These sensor devices are connected to each other via a network, and they monitor the environment of a target area. Recent advancements in information and communication technology (ICT) has led to miniaturized and sophisticated sensor devices (e.g., low-power wide area (LPWA) networks [56, 57]), and WSNs are the foundational blocks for further advanced network systems, such as edge computing [58, 59] or fog computing [60, 61], which attract a great deal of attention for realizing the Internet of things (IoT) and cyber-physical systems (CPS) [5, 7, 62, 63]. In these scenarios, a number of ICT application services and other social infrastructure will be integrated and implemented on the Internet.
Virtualization techniques, such as network function virtualization (NFV) [64, 65], software defined networks (SDN) [66, 67], and network slicing [68, 69], have also been studied in combination with WSNs [70–74], and are considered key technologies to construct network systems for edge computing [75–78] and IoT [79–82]. A virtualized WSN (VWSN) is composed of two network layers: the infrastructure layer and the service layer (Figure 3.1). Multiple providers deploy physical network resources that can analyze the environment, collect and propagate data, and form IoT modules. Therefore, an infrastructure layer that comprises an interconnected structure of multiple IoT modules is realized. The service layer is virtually constructed by combining multiple IoT modules on this infrastructure layer, wirelessly connecting the edge servers, which process/transmit data and behave as gateways, based on millimeter-wave beam-forming techniques [83, 84]. In this scenario, the nodes in Figure 3.1 correspond to various types of IoT devices; some of them operate as endpoint nodes, which have the ability to serve as a representative nodes to communicate with the edge servers. The administrator of a virtualized service networks (VSN) operates edge servers and virtualized wireless connections among the IoT modules.

This virtualization architecture has several advantages for future IoT scenarios [70–72, 74]. For instance, even if the type of services to be implemented on the VWSN is not envisaged beforehand, administrators can construct the service layer for any purpose while flexibly reusing physical resources at relatively low costs. Second, virtualization in WSN can address the heterogeneity in the infrastructure layer, wherein diverse types of physical network modules are individually deployed by the infrastructure providers. In addition, separating infrastructure and service layers results in simplified operation and accelerated development.

VWSN architecture provides features that are conducive to the realization of IoT technology; however, no strategies have been proposed that efficiently generate virtualized topologies, wherein numerous networks are mutually interconnected. Virtualization techniques for the WSNs enable the administrators of the service providers to flexibly construct the VSN topologies [70, 71, 73, 74]. At the same time, the number of ICT services provided over the Internet has been skyrocketing, and their contents become more and more sophisticated [5, 7, 62, 63]. These situations demand frequent modification of the VWSN topologies: the administrators require addition/removal of network elements (i.e., nodes and links) on the existing VSNs, and the new VSNs will be constructed every time
Figure 3.1: Architecture for virtualized wireless sensor networks (VWSNs).

a new service is launched. Furthermore, in the future, the Internet will be comprised of millions of interconnected IoT devices, and a substantial computational cost will be incurred when calculating the optimal topologies for the VSNs. Therefore, although optimizing topology shapes is virtually impossible due to the enormous number of devices and services, it is imperative to discover appropriate ways for constructing VWSN topologies that achieve a high level of performance, quick communication between any pair of nodes, high resilience against failures of network components, and low cost to sustain the wireless connectivity, prior to the determination of the optimal shape of topologies.

In recent years, the application of human brain networks in the engineering field has attracted significant research attention because brain networks possess excellent characteristics that have been optimized through the process of evolution [16, 17]. However, studies that have discussed the application of brain networks to information networking systems, particularly for the aforementioned modularly interconnected networks, are limited.
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Remarkable advances of graph-theoretic analysis in neuroscience (e.g., functional Magnetic Resonance Imaging (fMRI)) have revealed that the modular structure of brain networks enables them to contain tens of billions of neurons, which can help a brain network adapt itself for a wide variety of tasks [16]. The inter-modular connectivity also enables the highly reliable information processing system of the brain, while optimizing the tradeoff between performance and metabolism [85]. Therefore, brain networks are considered to have fundamental characteristics that are necessary for designing an interconnected network of VWSNs. In this study, we investigate the relationship between the performance of information networks and the shape of the network topology based on recent findings in the field of neuroscience. In particular, we attempt to answer the following questions: “which pair of modules should be connected by inter-modular links?” and “which nodes within modules should be selected as endpoints of these inter-modular links?”

First, we focus on the exponential distance rule (EDR) [85], which is a network model based on the modular connectivity in the cerebral cortex of a mammalian brain. The cerebral cortex is divided into multiple regions based on the local functional roles of those regions. The EDR model can reproduce the connectivity structure among those regions in the brain—the neural links among the areas are created based on a probability function that exponentially decays with inter-areal distance. In [85], Ercsey et al. showed that network topologies generated using the EDR model are similar to the topologies obtained from the fMRI experiments in terms of graph-topological features. The EDR model also explains how the human brain optimizes performance by considering the metabolic cost and inter-modular link length. In our previous work [24], we proposed a method to construct a VWSN topology and evaluated the performances regarding communication efficiency and wiring costs. In this study, we further reveal the performance of robustness against network failure, in relation to the communication efficiency and wiring costs.

However, the EDR model does not consider the endpoints of inter-modular links; therefore, this study accounts for the assortativity, which is defined as the correlation of node degrees in networks. Node degree is among the simplest and the most common centrality measures, and is used for measuring nodal importance on a network topology. In a network with high assortativity, a pair of nodes is likely to be interconnected if the two nodes have a similar node degree. By contrast, in networks with low assortativity, any two nodes are connected if they have a dissimilar
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node degree [40]. As for the brain network, which is composed of multiple modules, assortativity can indicate different behaviors depending on whether the focus is on the connections between the modules or within the modules as well as depending on whether the connections between the modules are strong or weak. High reliability of brain networks can be attributed to the topological connectivity, which is based on the assortativity between and within network modules [22, 86].

The objective of this study is to design inter-modular network topologies for a VWSN that are robust against environmental changes and provide high communication efficiency at relatively low wiring costs. For the construction of the objective topology, we first assign links between modules based on our proposed method [24]. Second, by taking assortativity into account, we propose a method to assign inter-modular links on nodes within modules. The effects of the EDR model and assortativity can be controlled by a single parameter for each. Evaluation results reveal that the configuration of these two parameters is of critical importance to the performance: small communication delay between nodes, high robustness against network component failures, and low cost for constructing a VWSN topology. Therefore, the results of this study will guide future studies on the construction of inter-modular network topologies for VWSN that can realize high performance at relatively low wiring costs.

3.2 Related Work

3.2.1 Modular Human Brain Networks

The human brain can be regarded as a complex network comprising neuronal cell bodies that reside in the cortical gray matter regions joined by myelin-insulated axons. Recent advancements in neuroimaging techniques have enabled the analysis of the human brain at higher spatial resolutions. Previous studies have examined the structural network of the brain as represented by anatomical connections among the regions of interest [87–89].

To the best of the authors’ knowledge, small-world and scale-free properties have been studied as main characteristics of brain networks [87–90]. Therefore, existing studies have not focused on
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other topological properties of brain networks such as the hierarchical modular structure. Hierarchical modularity is considered to be associated with sparseness, robustness, transmission of signals, maintenance of dynamic activity, and adaptive evolution \[17, 91, 92\]. In other words, the modular structure is closely associated with the performance of the human brain, including robustness, communication efficiency, scalability, and metabolic cost. In this study, we focus on the similarity between the brain networks and information networks, and apply structural properties of brain networks to construct VWSN topologies with high performance.

Cerebral Cortical Inter-Modular Connectivity Model

Brain networks have recently been investigated from a topological viewpoint of complex networks. Moreover, previous studies have revealed the structure of brain networks in terms of small-world or scale-free properties. Although network models based on these two properties can generate topologies with characteristics found in brain networks (e.g., high modularity and low hop count), they do not consider the geometrical constraints \[93\]. Regarding the connectivity in brain networks, geometrical constraints should be considered because the metabolic cost of connecting two neurons increases with increasing length of the axons (i.e., physical distance between the neurons). Connecting distant neurons accelerates the information integration process in brain networks. However, long connections can add to the metabolic costs. In other words, we can conjecture that the connectivity structure of brain networks, i.e., the trade-off between metabolic cost and communication efficiency, has been optimized through the evolutionary process \[94\]. Regarding information networks, reducing the costs incurred owing to communication distances is necessary for both the wired and wireless networks. Long communication distances require higher wiring costs for the laying of physical cables for wired networks, and higher transmission power to overcome signal attenuation and interference in the case of wireless networks. At the same time, long connections are necessary for quick information transmission and robust connectivity.

Ercsey et al. proposed a novel network model \[85\] called the EDR model that is based on the neural connectivity in the cerebral cortex of the macaque monkey. When analyzing the neural
connectivity, the entire macaque cortex was divided into 91 regions of interest, i.e., areas of neurons with similar functions. The nodes in the resulting network topology represent each cortical area. In the process, 29 of the spatially distributed 91 cortical areas are selected such that the sub-graph of the 29 areas can completely estimate the connectivity for the entire network. Retrograde tracer injections into those 29 areas revealed that 6,494,974 neural links and 1615 inter-areal links were present. The analysis revealed that the existence probability $p(d)$ of inter-areal connections exponentially decays with the inter-areal distance, which can be represented as follows:

$$p(d) = c \exp (-\lambda d),$$

where $c$ denotes the normalization constant, $d$ is the inter-areal distance, and $\lambda$ is a parameter. For the approximation of the cerebral connectivity, $\lambda = 0.180 \text{ mm}^{-1}$ is used in the EDR model [85]. It should be noted that links in the resulting topology are assigned weights corresponding to multiple neural connections between the areas. Given the trade-off between metabolic cost and performance, pairs of neurons that are in close proximity tend to have a higher number of connections; in addition, a few long-distance connections are present to accelerate information integration. Even though the EDR model is a relatively simple model that is controlled by only a single parameter $\lambda$, it can sufficiently reproduce various properties of topological connectivity in the cerebral network, such as communication efficiency, distribution of cliques, eigenvector spectra, and presence of a core structure [85].

**Assortativity in Human Brain Networks**

Assortativity, which indicates the correlation of node degrees, is a common characteristic that is used for the evaluation of complex networks. High assortativity implies that nodes are preferentially connected if their degrees are similar. By contrast, in the case of low assortativity, nodes of different degree are likely to be connected. Newman [40] proposed the concept of *global assortativity* to measure the assortativity of an entire network. In addition, *universal assortativity* was introduced to evaluate the assortativity of any part of a network [46]. This universal assortativity was also used to define the assortativity between networks in our previous work [22].
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In [40], Newman proposed a method to measure the assortativity of a network topology by using the global assortativity coefficient. The global assortativity coefficient is calculated based on the remaining degree distribution \( q(k) \), as follows:

\[
q(k) = \frac{(k + 1)p(k + 1)}{\sum_j jp(j)},
\]

(3.2)

where \( p(k) \) is called degree distribution, which denotes the probability that a randomly selected node has node degree \( k \); \( q(k) \) is referred to as the remaining degree distribution, which denotes the probability that either endpoint nodes of a randomly selected link have the remaining degree \( k \). Here, the remaining degree of a node refers to the ordinary node degree minus the node itself. The global assortativity coefficient \( r \) is defined as follows:

\[
 r = \frac{1}{\sigma_q^2} \left( E[(J - U_q)(K - U_q)] \right),
\]

(3.3)

where \( J \) and \( K \) denote variables of the remaining degree; both have the same expected value \( U_q = \sum_j jq(j) \). The term \( \sigma_q^2 = \sum_j j^2q(j) - \left( \sum_k kq(k) \right)^2 \) denotes the variance of the remaining degree distribution \( q(k) \). The positive and negative values of \( r \) imply that a network is assortative and disassortative, respectively. When \( r \) tends to zero, the network becomes non-assortative; the shape of a network becomes similar to that of a random network. Theoretically, the range of feasible values of \( r \) is \([-1, 1]\); however, its range is rendered smaller due to the degree distribution.

Then, the universal assortativity coefficient \( \rho_l \) on a link \( l \) can be introduced, given \( q(k) \). This coefficient corresponds to the contribution of an individual link to the global assortativity coefficient \( r \). Therefore, \( \rho_l \) is defined as follows:

\[
 \rho_l = \frac{(j - U_q)(k - U_q)}{M\sigma_q^2},
\]

(3.4)

where \( j \) and \( k \) denote the remaining degrees of the two endpoints of link \( l \). Here, \( M \) denotes the total number of links in the network. Then, the universal assortativity coefficient \( \rho \) can be defined
as follows:

\[
\rho = \sum_{l \in S} \rho_l = \sum_{l \in S} \frac{(j - U_q)(k - U_q)}{M \sigma_q^2},
\]

(3.5)

where \( S \) denotes a set of links between modules. The assortativity between networks is determined using Equation (3.5). It can be said that the universal assortativity \( \rho \) is a part of global assortativity \( r \). Hence, \( \rho \) is equal to \( r \) when \( S \) corresponds to all the nodes between modules. When \( \rho_l > 0 \), the link is called an assortative link; when \( \rho_l < 0 \), the link is called a disassortative link. A link with \( \rho_l = 0 \) has no correlation.

With respect to human brain networks, it has been shown that the connectivity between modules exhibits assortative mixing when both strong and weak connections are considered [22]. Therefore, it can be inferred that the assortative connections facilitate communication between modules in the human brain. In contrast, when only strong links were considered, inter-modular connectivity showed disassortative mixing, which can accelerate concurrent and robust processing between two modules.

### 3.3 Method to Construct a VWSN Network Topology

Virtualization in WSN is expected to play an important role on the IoT scenario [70–74], as explained in Section 3.2.1. It has enabled the construction of a VWSN topology over distributed wireless network resources with high flexibility and efficiency. In this study, we assume that a VWSN network is composed of two layers: physical layer and virtual layer (see Figure 3.2). On the physical layer, the physical network resources are deployed and connect to each other, and form heterogeneous network modules. Subsequently, the modules on the physical layer virtually connect to each other via wireless connections of inter-modular links between gateways (edge servers) and form the virtual layer. Regarding the assignment of endpoints of inter-modular links, all the nodes on the physical layer cannot behave as endpoints in a practical sense because the performance or role of the devices differ from each other. However, in this evaluation, we assume that all nodes have the ability to serve as an endpoint node. Therefore, our objective is to reveal the type of nodes that should be represented as an endpoint node from a topological viewpoint.
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In the following subsections, the proposed method for constructing the topology of the virtual layer for the VWSN network architecture is described. First, the EDR model is modified and utilized to control the deployment of inter-modular links. Then, assortativity is applied to determine the assignment of endpoints of inter-modular links on nodes in the modules.

3.3.1 Physical Layer Assumption

Let us assume a simple network as the physical layer, which consists of multiple WSN modules. First, the given square area with a side length of $E$ is divided into $M$ smaller evenly sized squares. Each area has the same number of $N' = N/M$ nodes, and, in total, $N$ nodes are deployed on the entire square region. Although there are many other possible ways to deploy modules, the aforementioned deployment sufficiently achieves our objective, which aims to reveal the relation between the performances and the geometrical distance.

The node degree distribution in each module is configured such that it follows a Gaussian or power-law distribution, which are commonly observed in topologies of complex networks [95]. $L_{\text{intra}}$ links are deployed inside each module to form a connected topology. An intra-modular link does not have a direction or weight. Here, we assume that a gateway node is located at the
geometrical center of each module.

### 3.3.2 Virtual Layer Construction

In this model, the distance between any two modules is calculated based on Euclidean distance between the coordinates of the gateways. We assume that modules are wirelessly interconnected through these gateway nodes according to the probability function in the EDR model, thus forming inter-modular links. In this manner, the virtual layer is constructed. A certain number of \( L_{\text{inter}} \) inter-modular links are deployed on each network. Each inter-modular link does not have a direction or weight, but a pair of modules can have more than one inter-modular link.

For creating inter-modular links, we redefine Equation (3.1) as Equation (3.6) such that the variable and the parameter in the EDR model can be adapted to any scale of network topologies other than the cortical inter-area connectivity:

\[
p(d_n) = \exp \left( -\frac{d_n}{\alpha} \right),
\]

where \( d_n \) denotes the relative distance between two modules. That is, \( d_n = d/d_{\text{max}} \), where the actual Euclidian distance \( d \) is divided by the largest distance of all the pairs of modules \( d_{\text{max}} \). Regarding the control parameter, \( \lambda \) is replaced in Equation (3.1) by a new parameter \( \alpha = (\lambda d_{\text{max}})^{-1}. \)

The normalization constant \( c \) used in Equation (3.1) is eliminated because a predetermined number of inter-modular links are generated. Thus, \( p(d_n) \) can be regarded as a probability function that generates inter-modular links between any two given modules.

When generating the virtual layer, the following process is repeated until the predefined number \( L_{\text{inter}} \) of inter-modular links are generated: (i) randomly choose a pair of modules; and (ii) probabilistically generate an inter-modular link according to \( p(d_n) \). In our proposed method, more than one inter-modular link can be assigned to a pair of modules because of the presence of multiple nodes in each module. Thus, after the deployment of inter-modular links, the endpoints of inter-modular links are assigned to nodes in the modules.

Figure 3.3 shows the topologies generated using the procedure mentioned above. The circles represent modules, and the lines indicate the inter-modular links. The width of an inter-modular link
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Figure 3.3: Relationship between parameter $\alpha$ and the topological shape.

corresponds to the number of links that exist between pairs of modules. As shown in Figure 3.3, when $\alpha$ is small, the inter-modular links are preferentially assigned to pairs of modules in close proximity. As $\alpha$ increases, the limitation on generating shorter inter-modular links is softened, and randomness on the connectivity increases.

3.3.3 Assigning Endpoints of Inter-Modular Links

As described in the previous subsection, inter-modular links are deployed among modules on the virtual layer. This subsection discusses the procedure to assign endpoints of inter-modular links to nodes from the viewpoint of node assortativity. That is, the endpoint nodes are chosen such that a specified value of assortativity $\rho$ in Equation (3.5) is achieved on inter-modular connectivity for each pair of modules. By using this assignment scheme, the pairs of endpoints on which inter-modular links already exist are excluded. To obtain a suitable inter-modular connectivity that achieves a specified value of assortativity, the inter-modular links are repeatedly rewired. This process is performed stochastically by using the following procedure:

1. Two modules are randomly connected via a predetermined number of inter-modular links when constructing the virtual layer. Note that a pair of endpoint nodes does not have multiple edges.
2. The assortativity between the modules $\rho$ is calculated. If $\rho$ corresponds to the target value, then the set of connections at this point is retained. Otherwise, the following steps are executed.

3. An existing link between the modules, whose assortativity is farthest away from the target value, is deleted. If the current assortativity $\rho$ is higher than the target value, the most assortative inter-modular link is selected, and vice versa.

4. A new link is created on two nodes in two different modules. The pair of nodes are randomly selected under the condition that the new link can move the assortativity $\rho$ closer to the target value. Then, go back to Step 2.

The typical patterns of inter-modular connectivity corresponding to different values of the universal assortativity coefficient $\rho$ are shown in Figure 3.4. When $\rho > 0$, the two nodes with similar node degrees are chosen as endpoints of links; thus, a pair of high-degree nodes or low-degree nodes is connected. It should be noted that, even if a pair of nodes has a similar node degree, the two nodes with the average node degree are not preferred because they do not wield significant influence, as indicated by Equation (3.5). On the other hand, when $\rho < 0$, a pair of two nodes with dissimilar degrees is assigned an inter-modular link. As $\rho$ approaches to zero, the endpoint nodes for inter-modular links are more randomly chosen.

Figure 3.5 shows two example networks generated from the procedure above, where each link is unweighted and undirected.

### 3.4 Simulation Results

Extant research has studied the architecture for VWSN [70–74], but concrete strategies have not been investigated so far for constructing network topologies of the VWSN that satisfy various demands requested by the service providers. Since an enormous number of IoT devices and countless types of application services are deployed over the VWSN system, we consider that constructing the topologies focusing on basic topological nature is more essential than assuming a certain application service or traffic type. Therefore, our proposed method focuses on two points regarding topology
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- **Disassortative**: High-degree nodes, Low-degree nodes
- **Non-assortative**: High-degree nodes, Low-degree nodes
- **Assortative**: High-degree nodes, Low-degree nodes

\( \rho \): Universal assortativity coefficient

**Figure 3.4**: Relationship between universal assortativity coefficient and inter-modular connectivity.

- (a) Network of 4 modules
- (b) Network of 100 modules

**Figure 3.5**: Examples of interconnected networks.

In this section, we present the results from computer simulations and discuss the performance of the VWSN topologies constructed using the proposed method in comparison with other conceivable network models. First, multiple networks are generated and connected with each other, thereby generating a VWSN topology. Then, several types of simulations are performed on the VWSN
topologies, and their performance is measured in terms of communication efficiency, robustness, and network construction cost. The performance of the proposed method is evaluated relative to the performance of other comparative models.

3.4.1 Simulation Environment

First, we describe the computer simulation environment. This subsection describes the network models other than the EDR model that are used to assign links within and between modules. In addition, we also define the metrics to evaluate communication efficiency, robustness, and network construction cost. We also explain specific parameter settings for constructing the VWSN topologies for the computer simulations.

Metrics

In this work, we study the influence of connectivity among modules on the performance of the system in terms of communication efficiency, robustness, and wiring cost. The metrics used for the evaluation of the performance in computer simulations are described as follows.

Communication Efficiency To evaluate the communication efficiency of the VWSN topologies in terms of information transmission, we perform a packet routing simulation. We measure the time required for a data packet to pass from a source node to a destination node. In the realistic scenario for the IoT that is realized by the edge computing techniques, data collected and analyzed by the physical resources are passed to the edge servers. Then, the data are not uploaded to the cloud or the Internet side but the edge servers process by themselves in the edge computing scenario. When the data are proceeded and transmitted over the edge servers to the objective IoT module, they are delivered to the destination node. In the simulation, the packet routing is initiated at an arbitrary node, and the destination is also set on another arbitrary node. The packet is delivered according to the optimized path that minimizes the delay explained in the next paragraph. When a node receives a packet, the packet is forwarded to one of its neighbors that is included in the optimized path. The routing process is terminated when the data packet arrives at the destination node.
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We conduct two types of packet routing simulation to measure the service delay and the propagation delay, respectively. At each instance that a packet arrives at a node, a service delay occurs according to an exponential distribution with service rate $\mu = 1/D\,s^{-1}$. Furthermore, we assume that the propagation delay is $D\,s$ per 100 m over the inter-modular links. These two types of delay are defined such that, on average, the service delay on a node is equal to the propagation delay over a 100 m link. We assume $D$ to be an arbitrary value because the value does not affect the simulation results in this study. The packet routing simulation, which focuses on the service delay, indicates how the hop count between two arbitrary nodes changes when the inter-modular connectivity is configured. On the other hand, the propagation delay indicates the change in the average route length in a given network topology.

Robustness  Robustness was evaluated by using algebraic connectivity [96]. Algebraic connectivity is a numeric value determined for a network topology from a graph-theoretical viewpoint. Fiedler et al. defined algebraic connectivity as the second smallest eigenvalue of the Laplacian matrix that is obtained from a network topology. It is well known that algebraic connectivity corresponds to the lower bound of both node connectivity and edge connectivity. The increase in algebraic connectivity leads to high robustness against node and link failures in the network topology because of the existence of multiple disjoint paths. In other words, a topology with high algebraic connectivity remains connected even if many nodes or links are removed [97–100].

Although there exist some other possible methods for evaluating the robustness of a network topology, in this study, we used algebraic connectivity because of the following advantages: (i) it does not depend on any parameter; (ii) it can uniquely specify robustness from just the shape of the network topology; and (iii) it can be calculated easily. Although the packet routing simulations for communication efficiency used in this study assume that bandwidth and network resources are sufficiently allocated and we do not consider network congestion, the metrics for robustness based on algebraic connectivity can indicate the degree of congestion in connection with the communication efficiency. When a generated VWSN topology shows high algebraic connectivity, the traffic can be distributed over many disjoint paths, and vice versa.
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**Wiring Cost**  We define the wiring cost to assume the required cost for deploying the wireless inter-modular links among the gateways on the virtual layer. Given that we focus on wireless networks and cost arises from geometrical constraints in this study, the wiring cost is calculated as the sum of squares of the lengths of all inter-modular links based on the Friis transmission equation [101]. This equation predicts that the energy consumption for a wireless signal transmission increases with the square of the distance between transmitter and receiver. We exclude links within modules in the simulations because we do not change the intra-modular connectivity when evaluating the performance of the VWSN topologies.

**Network Models for Connectivity within Modules**

Here, we describe the network models used to configure the connectivity within modules and between modules, respectively. First, we configure the connectivity patterns within modules. The effect of physical distance is considered to be negligible because the evaluation area for each module is considered to be sufficiently small. In this study, we focus on two types of common network models to determine the connectivity inside a module: the Barabási–Albert (BA) model [52] and the Erdős–Rényi (ER) model [102]. The BA model generates topologies whose degree distribution follows power-law, and, likewise, the ER model for Gaussian distribution. Both of the degree distributions are commonly observed in information networks.

**Erdős–Rényi (ER) Model**  The ER model belongs to a class of random network models [102]. The degree distribution of the ER model follows a Gaussian distribution that is similar to the distribution observed in WSNs [103–105]. For the construction of networks based on the ER model, we randomly choose a pair of nodes and connect them until the total number of intra-modular links is $L_{\text{intra}}$.

**Barabási–Albert (BA) Model**  The second type of networks corresponds to the BA model [52], which has been studied extensively as a class of complex networks. The BA model follows a power-law degree distribution and is characterized by the existence of extremely high-degree nodes (i.e., hub nodes) and a core cluster comprising hub nodes (i.e., rich-club). These characteristics
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are often observed in the real-world networks, such as airline networks, social networks, and the Internet. Thus, the BA model is commonly used in the field of information networking to generate Internet-like topologies.

For the topology construction, we first select a small set of nodes to generate an initial full-mesh topology, which is referred to as a seed. Then, we repeatedly add nodes to the seed. After the addition of a new node, $m$ nodes of the existing topology are probabilistically chosen and connected to the new node via a link. The probability that the node $i$ is chosen from the existing topology is given by $p_i = k_i / \Sigma j k_j$, where $k_i$ denotes the degree of node $i$ and $\Sigma j k_j$ denotes the total degree of the existing topology; $m$ is chosen such that almost the same number of intra-modular links ($L_{\text{intra}}$) are generated.

Network Models for Connectivity between Modules

After generating the connections in modules, the network models for generating links between modules are described. In addition to the proposed EDR model, the short-link model and the long-link model are described, which consider the physical distance between modules. We also prepare the ER model as a null model. In contrast with the connectivity within modules, wherein the physical distance is not considered, the short-link and long-link models are used to compare the performances from the viewpoint of physical distance. Another point of difference from the intra-modular connectivity is that any pair of modules can have more than one link, whereas a pair of nodes inside the modules can have at most one link. This is because, even when a pair of modules has multiple links, each link can be assigned to different nodes inside both of the modules.

It should be noted that the following models can determine the pair of modules having inter-modular links; however, they do not consider the nodes in modules that behave as the endpoints of these inter-modular links. Hence, we also use assortativity for determining the endpoints of the inter-modular links, as described in Section 3.3.3.

Exponential Distance Rule (EDR) Model Following the probability function $p(d_n)$ in Equation (3.6), a pair of modules is repeatedly chosen and an inter-modular link is generated between this pair. The procedure is terminated when the total number of inter-modular links reaches $L_{\text{inter}}$. 
**Erdös–Rényi (ER) Model** We use the ER model to assign inter-modular links among modules to study the difference between our proposed model and a random model; the approach used is similar to the generation of links within modules. It should be noted that a pair of modules can have more than one link.

**Short-Link (SL) Model** A network topology based on the SL model is composed of only links shorter than a threshold $R_{\text{short}}$ (in meters). We define this model for comparison with the EDR model and observe the difference in the performance if an inter-connected network does not contain long links. When constructing a topology, we randomly choose a pair of modules, generate a link if the distance is shorter than $R_{\text{short}}$, and repeat this process until $L_{\text{inter}}$ links have been generated.

**Long-Link (LL) model** We define the LL model similar to the SL model by creating a topology with links longer than a threshold $R_{\text{long}}$.

**Parameter Settings**

Table 3.1 shows the list of parameters configured during the construction of VWSN topologies. Each row contains a variable, description, and values for each parameter.

In the computer simulations, we assume that VWSN topologies are constructed on an $E \times E$ m$^2$ square area and $N$ nodes are deployed as physical nodes. The area is divided into $M$ smaller regions in a grid pattern, and each area contains an equal number of $N' = N/M$ nodes. The physical nodes in an area are inter-connected via $L_{\text{intra}}$ links, and form a module on the physical layer. The value for $L_{\text{intra}}$ is assumed such that a node corresponds to three intra-modular links. Then, the $M$ modules are connected by $L_{\text{inter}}$ inter-modular links to form the virtual layer. The details of the values of $L_{\text{inter}}$ are provided in the following sections. Regarding the connectivity between modules, the parameter $\alpha$ controls the inter-modular connectivity of a topology based on the EDR model, and the parameter $\rho$ controls the inter-modular assortativity of a pair of modules. $R_{\text{short}}$ and $R_{\text{long}}$ limit the length of links when constructing VWSN topologies based on the SL model and the LL model, respectively.
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The values for parameter settings differ for each type of simulation, from Sections 3.4.2 to 3.4.4. Thus, the detailed values are described for each evaluation.

Table 3.1: Parameter description.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Values for Section 3.4.2</th>
<th>Values for Section 3.4.3</th>
<th>Values for Section 3.4.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>Length of the side of evaluation area</td>
<td>100 m</td>
<td>500 m</td>
<td>500 m</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of nodes</td>
<td>200</td>
<td>5000</td>
<td>5000</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of modules</td>
<td>4</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$N'$</td>
<td>Number of nodes in each module</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>$L_{intra}$</td>
<td>Number of intra-modular links</td>
<td>150</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>$L_{inter}$</td>
<td>Number of inter-modular links</td>
<td>30</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Parameter of inter-modular assortativity (Eq. (3.5))</td>
<td>variable</td>
<td>$\rho_{min}$, $\rho_{zero}$, $\rho_{max}$</td>
<td>$\rho_{min}$, $\rho_{zero}$, $\rho_{max}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Parameter of the EDR model (Eq. (3.6))</td>
<td>-</td>
<td>$[0.025, 0.8]$</td>
<td>0.025, 0.1, 0.8</td>
</tr>
<tr>
<td>$R_{short}$</td>
<td>Upper limit of link length for the SL model</td>
<td>-</td>
<td>-</td>
<td>10 m</td>
</tr>
<tr>
<td>$R_{long}$</td>
<td>Lower limit of link length for the LL model</td>
<td>-</td>
<td>-</td>
<td>20 m</td>
</tr>
</tbody>
</table>

3.4.2 Basic Property of Assortativity on 4-Module Networks

First, we conduct computer simulations using small-scale VWSN topologies. This subsection focuses on the assortativity of intra-modular connectivity and evaluates its influence on communication efficiency and robustness. In other words, before considering which pair of modules should have inter-modular links, we determine the nodes within the modules that should be assigned as endpoints of inter-modular links. Therefore, we do not consider the physical distance when evaluating the performance, and neither do we apply network models for connectivity between modules, as described in Section 3.4.1.

The parameter settings are shown in Table 3.1. A VWSN topology is composed of $M = 4$ modules, as shown in Figure 3.5. Each pair of modules is equally assigned five inter-modular links, and a VWSN topology has $L_{inter} = 5 \times 6 = 30$ inter-modular links given that there are $4C_2 = 6$ possible combinations for connecting two out of four modules. The possible range of inter-modular assortativity for a VWSN topology is determined by the network models used for connectivity within the modules. Assortativity in the ER model varied from $-0.05$ to $0.05$, whereas, in the BA model, it varied from $-0.04$ to $0.1$. This difference is indicative of the fact that the distribution of node degree was more strongly biased in the BA model. In other words, the number of high-degree
nodes was lower in the BA model, and, thus, such nodes were rarely connected to other nodes of the same degree, thereby decreasing assortativity. In Fig. 3.6, \((min, max)\) corresponds to \((-0.05, 0.05)\) and \((-0.04, 0.10)\) for the ER and BA models, respectively.

**Robustness**

Figure 3.6a shows the algebraic connectivity for the ER model and the BA model. The \(y\)-axis represents algebraic connectivity, and the \(x\)-axis represents intra-modular assortativity. Regarding the \(x\)-axis, we unite the different assortativity ranges of the ER and BA models to compare the performance more clearly. Each figure is the compilation of the results from 100 computer simulations, thus enabling the generation of a VWSN topology and measurement of the algebraic connectivity. As explained in the section above, high algebraic connectivity indicates that the network topology is robust against node and link failures.

Regarding the ER model, VWSN topologies with non-assortative or slightly assortative inter-modular connectivity exhibit higher robustness. It can also be said that assortative connectivity is a better indicator of high robustness than disassortative connectivity. These characteristics are closely associated with the degree of endpoint nodes of inter-modular links. When a topology is assortative, the nodes of similar degree are connected with each other. On the other hand, in a disassortative topology, the nodes tend to be connected if the degree is dissimilar. Therefore, all inter-modular links of a VWSN topology of disassortative connectivity have a high-degree node on one side, and a low-degree node on the other side. A low-degree node is located on the periphery of its module, and all the inter-modular links of a disassortative topology do not contribute to the creation of disjoint paths among nodes. This characteristic can explain why a disassortative topology exhibits the lowest robustness. Regarding an assortative topology, one half of the inter-modular links connect two high-degree nodes, and the other half connect two low-degree nodes. In contrast, in the non-assortative topology, endpoints for inter-modular links are randomly chosen. From the result in Figure 3.6a, we can conclude that inter-modular links of two low-degree nodes in an assortative topology offset the benefit of links between high-degree nodes, and random connectivity between
modules is preferred in terms of generating much more disjoint paths in a VWSN topology. Therefore, non-assortative topologies exhibit the highest robustness, followed by assortative topologies and disassortative topologies, in that order.

On the other hand, for the BA model, high assortative inter-modular connectivity of a VWSN topology is directly associated to a higher level of robustness. This interesting characteristic may be attributed to the small fraction of nodes contributing to high-degree nodes in the BA model owing to the power-law distribution. Assortativity is calculated based on the difference between the degree of each node to the average node degree. To achieve high assortativity, in the BA model, connection between two nodes with high degrees is preferred because node degree gap between high-degree nodes and the average-degree nodes is much greater than the gap between low-degree nodes and the average-degree nodes. Therefore, in an assortative VWSN topology of the BA model, almost all the inter-modular links contain high-degree nodes at both the endpoints and create many disjoint paths among nodes. On the other hand, for the ER model, only half of them are between two high-degree nodes. This results in the high robustness of an assortative VWSN topology based on the BA model.

When comparing results from the ER model and the BA model, the latter shows more robust features for any given value of assortativity. This can be attributed to the difference in node degree distribution. In a topology based on the BA model, the dense central core of hub nodes, i.e., rich club, tightly connects all the nodes and strengthens the connectivity. This decreases the diameter and shrinks the topological shape of the network. Thus, a few failures do not split the topology of the BA model. In contrast, a topology based on the ER model is more sparsely and uniformly connected, and can be broken easily into smaller clusters. These characteristics contribute to the difference in the algebraic connectivity between the ER and BA models.

**Communication Efficiency**

Figure 3.6b shows the results obtained from the packet routing simulations for the ER and BA models. The $y$-axis represents the average time required for the data packet to arrive at a destination node from another source node in the VWSN topology. Although in Section 3.4.1 we conducted two types of packet routing simulations that consider propagation delay on links and service delay.
on nodes, this section provides only the results of simulations that consider service delay. This is because physical distance is assumed negligible for the 4-module VWSN networks. We generated 100 topologies for each model and 1000 packets on each topology to measure the communication delay.

The two results from the ER model and the BA model indicate a similar tendency in terms of information transmission speed. When inter-modular links of a VWSN topology are disassortatively connected, the transmission speed, i.e., communication efficiency, is the lowest. As the assortativity for inter-modular connectivity increases, the transmission speed also increases. This is because, for large values of assortativity, connections will be composed of two high-degree nodes as endpoints. Therefore, it is much easier for information to diffuse over the entire topology by passing through the connections of the two influential nodes. However, when the assortativity is maximized, the transmission speed decreases slightly. This reduction in transmission speed can be attributed to the fact that nodes with the highest or lowest degrees have to be connected to multiple inter-modular links at the same time so that assortativity is maximized; this results in inefficient spread of information over the network topology.

Moreover, it was observed that VWSN topologies based on the BA model diffuse information at a faster rate than those of the ER model. This can be explained by the fact that connecting the hub nodes in different modules based on the BA model enables faster transmission of information.

![Figure 3.6: Simulation results for 4-module networks.](image-url)
3.4 Simulation Results

3.4.3 Evaluation of the Proposed Model

In the previous evaluation, VWSN topologies composed of four modules were used in order to focus on the assortativity between modules and its effect on the performance of communication efficiency and robustness. In this subsection, we also take geometric constraints and the lengths of inter-modular links into account. Therefore, we expand the scale of the topology into $M = 100$ modules and apply the network models explained in Section 3.4.1 for connectivity between modules.

As shown in Table 3.1, equal values are used for $N'$ and $L_{\text{intra}}$ because the VWSN topology has been shifted into a larger scale in the square region. The number of inter-modular links $L_{\text{inter}}$ is determined to be $L_{\text{inter}} = 3 \times M = 300$ such that three inter-modular links are added per module. Because the detailed effect of assortativity $\rho$ on the performance has been already investigated in the previous section, hereafter, we focus on just three values of $\rho$. $\rho_{\text{min}}$ corresponds to the minimum $\rho$ that leads to the most disassortative connectivity on a given VWSN topology, and, similarly, $\rho_{\text{max}}$ corresponds to the maximum $\rho$. $\rho_{\text{zero}}$ indicates that $\rho = 0$ and that the topology has non-assortative connectivity between modules. We vary the parameter $\alpha$ for the EDR model in the range of $[0.025, 0.8]$ in order to configure the pattern of inter-modular connectivity. We affix the lower limit to 0.025 because of the difficulty in generation of a connected topology with smaller $\alpha$; in addition, we affix the upper limit to 0.08 because we confirmed that the topology shape does not change significantly even if we use larger $\alpha$; the topology becomes similar to that of the ER model. Each result is obtained from 100 repetitions of computer simulations for each pattern of a given VWSN topology.

Robustness

Figure 3.7 shows the relationship between algebraic connectivity, the parameter $\alpha$ from the EDR model, and the inter-modular assortativity. The $y$-axis represents algebraic connectivity, while the $x$-axis represents the parameter $\alpha$. The two subfigures contain three curves, each corresponding to assortative, disassortative, and non-assortative connectivity between modules, respectively.

For every curve in both the subfigures for the ER and BA models, it can be said that a VWSN topology cannot achieve high robustness with a small parameter $\alpha$. The smaller the parameter $\alpha$ is,
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Figure 3.7: Robustness of the proposed model.

the shorter the links that the VWSN topology has; that is, no long links exist that connect distant modules. Therefore, the modules are locally connected with each other and form several clusters. The topology is fragile and can be easily broken into clusters when node or link failure occurs. Increase in parameter $\alpha$ is characterized by the appearance of long links, and the connectivity between multiple modules is rendered more complicated, as in the case of a random graph (the ER model). Hence, the number of disjoint paths increases and the VWSN topology becomes redundant.

Regarding the assortativity, it should be noted that an assortative topology exhibits the highest algebraic connectivity, i.e., the most robust feature, in both the ER and BA models. In the ER model of the 4-module networks, however, we confirmed that non-assortative or slightly assortative connectivity achieves the highest robustness. This may be attributed to the difference in the number of modules; in a 4-module network, each module was connected to all the other modules by one hop. However, in this case, a VWSN topology is composed of 100 modules, and, therefore, most pairs of modules are indirectly connected. From this result, it can be conjectured that, when a path between two nodes passes through multiple modules, the inter-modular links composed of two high-degree nodes contribute to the increase in the number of disjoint paths. This results in the increase of algebraic connectivity, i.e., robustness. The effect of connections between high-degree nodes is larger in the BA model, and an assortative topology achieves significantly higher robustness.
### Communication Efficiency

Although the physical distance and the propagation delay are not considered in the evaluation for 4-module networks, the packet routing simulations described in this section consider both the service delay and propagation delay. Figure 3.8 corresponds to the simulation that measures the propagation delay, and Figure 3.9 corresponds to the simulation that measures the service delay. The $y$-axis represents the average time required for the data packet to pass from a source node to a destination node in the VWSN topology, and the $x$-axis represents the parameter $\alpha$ from the EDR model.

Figure 3.8 shows that, as the parameter $\alpha$ decreases, the propagation delay is reduced. When $\alpha$ is small, the EDR model tends to generate shorter inter-modular links. As a result, the connectivity among modules approaches that of a grid topology. Therefore, any given pair of modules will be roughly connected in a straight line. This enables a VWSN topology with small $\alpha$ to decrease the propagation delay. On the other hand, when $\alpha$ is large, the number of long connections between modules increases. Hence, the shortest paths among modules follow a zigzag pattern, as opposed to a straight line. Such zigzag paths lead to an increase in the propagation delay. In contrast, the required time for information transmission increases for small $\alpha$ when considering service delay, as shown in Figure 3.9. Even if the shortest path for a pair of modules is along a straight line, the path is composed of many short inter-modular links. Since the service delay occurs on every hop, the time required for information transmission is large when $\alpha$ is small.

As for the inter-modular assortativity, in Section 3.4.2, we showed that assortative inter-modular connectivity can minimize the service delay for a 4-module network. In that sense, we can confirm a similar tendency in Figures 3.8 and 3.9, which indicates that assortative topology exhibits the best performance. However, the performance of a non-assortative topology is different for the ER model and the BA model. This may be attributed to the difference of node degree distribution. As mentioned earlier, half of the inter-modular links in an assortative topology are composed of low-degree nodes in the ER model. They offset the benefit of the rest of the inter-modular links composed of high-degree nodes. For the ER model, the results indicate that the performance of
random connectivity in a non-assortative topology is almost similar to that of a mixture of high-degree connections and low-degree connections in an assortative topology. Meanwhile, the non-assortative topology exhibits the slowest rate of information transmission for the BA model, even though a non-assortative topology is slightly better than the disassortative topology for 4-module networks, as shown in Figure 3.6b. This is because, when information passes through multiple modules, hub nodes, i.e., extremely high-degree nodes, have greater influence for the BA model, and inter-modular links of a non-assortative topology do not contain hub nodes.
3.4 Simulation Results

Wiring Cost

In Figure 3.10, the $y$-axis represents the sum of squares of the lengths of all inter-modular links, as wiring cost is based on the Friis transmission equation [101]. As explained in Section 3.4.1, we do not consider the cost of links within modules. The $x$-axis corresponds to the parameter $\alpha$ of the EDR model. In Figure 3.10, assortativity or network models for intra-modular connectivity are assumed to have no effect on the evaluation, and hence are omitted.

The result shows a monotonic change in the wiring cost when the parameter $\alpha$ is varied. For small values of $\alpha$, the EDR model probabilistically tends to generate shorter links according to Equation (3.6). As the parameter $\alpha$ increases, the restriction on generating long links is softened.

![Figure 3.10: Wiring cost of the proposed model.](image)
3.4.4 Comparison with Other Network Models

We investigate the effect on the performances of the difference in network models for inter-modular connectivity. We choose 0.025, 0.1, and 0.4 as representative values for the parameter $\alpha$ of the EDR model to construct a VWSN topology. In addition, we prepare the ER model, SL model, and LL model, which are explained in Section 3.4.1, and compare the performance of these models. As shown in Table 3.1, only the parameters of $\alpha$, $R_{\text{short}}$, and $R_{\text{long}}$ are changed from those in Section 3.4.3. Each result is obtained from 100 repetitions of computer simulations for each pattern of a given VWSN topology.

Robustness

Figure 3.11 shows the algebraic connectivity for each network model. The order of the algebraic connectivity of the network models on the $x$-axis is similar for the ER and BA models. The EDR$_{0.025}$ and the SL model equally mark the lowest values for the algebraic connectivity. The SL model generates no long links, and the EDR$_{0.025}$ also does not generate long links due to the limitation imposed by Equation (3.6). The resultant grid-like topologies are easily broken into small clusters in the event of failures, as mentioned in Section 3.4.3. On the other hand, the EDR$_{0.4}$, ER, and LL models equally exhibit the highest algebraic connectivity. This result is interesting because the LL model generates only long links and no short links, unlike the other two models. From this viewpoint, it can be said that long inter-modular links are more important for the creation of disjoint paths and to improve redundancy of a VWSN topology. The assortative topology has the highest robustness, as explained in Section 3.4.3.

Communication Efficiency

Figures 3.12 and 3.13 show the time required for packet routing, and focus on the propagation delay and service delay, respectively. Regarding propagation delay, the EDR$_{0.025}$ model exhibits the smallest delay, followed by the EDR$_{0.1}$ and SL models. For shorter inter-modular links, the VWSN topology approaches a grid-like topology; the route between two nodes is along a straight line. On the other hand, the LL model shows a considerably slow diffusion speed. In a topology
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![Graphs showing simulation results for different network models](image)

Figure 3.11: Robustness comparing multiple network models

Based on the LL model, there are no short links, and the data is required to undertake a detour when it passes around the topology. Regarding service delay, the SL model exhibits the poorest performance, followed by the EDR\(_{0.025}\) model. All the other models equally show the smallest delay.

Notable characteristics are observed on the EDR\(_{0.1}\), which achieves the best performance in terms of propagation delay and service delay. The procedure for generating links in the EDR model is probabilistic. Hence, the topologies of EDR\(_{0.1}\) can contain a small number of long inter-modular links, though almost all the links are short. From Figures 3.12 and 3.13, it can be confirmed that many short links in the EDR\(_{0.1}\) can help achieve a propagation similar to that of the SL model, and only a small number of long links are required to achieve a small service delay as that of the LL model.

Wiring Cost

The performance for wiring cost shown in Figure 3.14 is similar to that of communication efficiency of the propagation delay in Figure 3.12. It can be said that the ratio of short inter-modular links is closely linked to both results. The EDR\(_{0.025}\) and the SL model display the lowest cost, whereas the LL model exhibits an extremely high cost. The results simply reflect the procedure of generating inter-modular links: EDR\(_{0.025}\) and the SL models generate short links, and the LL model generates
long links. We can confirm that the cost of $\text{EDR}_{0.1}$ is also much smaller than the other models except for $\text{EDR}_{0.025}$ and SL models. This implies that, although the performance of the $\text{EDR}_{0.1}$ and ER models shown in Figures 3.11 and 3.13 is similar, $\text{EDR}_{0.1}$ is still biased towards generating shorter links when compared with the ER model, which generates links of the average length. If $\alpha$ is further increased, the inter-modular connectivity approaches that of the ER model.
3.5 Conclusion

In this study, we proposed and evaluated a method to construct a VWSN topology. Since there are an enormous number of IoT devices and countless types of application services on the future VWSN, in order to satisfy the required performances such as communication efficiency, robustness, and construction cost, we focused on two basic topological properties: which pair of modules should be assigned inter-modular links, and which nodes in the modules should be assigned endpoints of the inter-modular links. For the former, we focused on an inter-modular connectivity model based on the cerebral cortex of a mammalian brain, which is referred to as the EDR model. For the latter, we focused on assortativity, which is an important property that characterizes the modular connectivity structure of human brain networks.
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The proposed brain-inspired method constructs the virtual layer based on the EDR model, i.e., inter-modular links are assigned among a set of modules. The proposed method exhibited a trade-off between the metrics used in the computer simulations. When the parameter $\alpha$ shifted towards zero, service delay increased and robustness decreased, while propagation delay and wiring cost decreased. By contrast, if $\alpha$ is increased, the performance is good in terms of service delay and robustness, whereas propagation delay and wiring costs tend to deteriorate.

In comparison with other network models, we also confirmed that the proposed model can simultaneously achieve high performance in terms of robustness, communication efficiency, and construction cost when the parameter $\alpha$ is set around 0.1 in the above-mentioned trade-off. We revealed that robustness could be enhanced while suppressing service delay, when a small number of long inter-modular links are generated in a VWSN topology. This leads to a reduction in the construction cost, and propagation delay is also reduced by the existence of dozens of short inter-modular links in the topology. When $\alpha$ is approximately 0.1, most inter-modular links generated in the construction process are short, but a few long links are also probabilistically generated at the same time. These long links enable our proposed model to achieve high robustness and low service delay. Correspondingly, when an inter-modular topology of the cerebral cortex is reproduced, Markov et al. used a similar parameter setting of: $\alpha = (\lambda d_{max})^{-1} = (0.180 \times 58.2)^{-1} \approx 0.0954$ [106]. This implies that brain networks also deal with this trade-off and realize high performance. In that sense, we also showed that the characteristics of brain networks are applicable to the VWSN topology.

With respect to inter-modular assortativity, topologies with high assortativity revealed high performance with regard to both robustness and communication efficiency. We can also confirm that there exists a difference when the ER and BA models are used for connectivity within modules. When using the BA model, most inter-modular links consist of hub nodes, which have greater topological importance. This characteristic of the BA model enables the links to contribute the performance more than the ER model. We also confirmed that an assortative topology becomes superior when the number of modules is increased. This is because inter-modular links of high-degree nodes exert a greater influence when a pair of nodes is connected through many more indirect routes. From these observations, we can establish that connecting two high-degree nodes to generate inter-modular links contributes to performance enhancement in terms of robustness and communication
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efficiency. This is particularly applicable to the case when each module has scale-free-like connectivity and the number of modules is significantly large.

In real world IoT networks, various constraints in the environment or service demands from the providers may affect the construction of a VWSN topology over edge computing systems and WSNs. For instance, an enormous number of IoT devices are assumed to consist of a VWSN topology as a physical layer in this study. In such a situation, it is essential to take into consideration the battery life of the devices and communication distances. Meanwhile, if the application service that runs over the VWSN topology is a life-critical system, high robustness against computer-virus infections or network failures are of critical importance. We consider that the application of the proposed method of topology construction based on the EDR model is not limited onto the virtualized networks, but other types of massive heterogeneous interconnected networks. Regarding the assignment of inter-modular links among modules, the infrastructure providers can construct a VWSN topology that is suited to specific situations by using our proposed model and setting the parameter $\alpha$ around 0.1. With respect to choosing endpoint nodes for the inter-modular links, it can be summarized that assortatively inter-connecting high-degree nodes enhances both robustness and communication efficiency. Through the discussion in this paper, we conclude that our proposed methods can help design VWSN architectures that can deal with various demands that may arise in actual IoT scenarios.

Chapter 4

Design Method for Reliability of Interconnected Networks with Mutual Dependency

4.1 Introduction

The Internet of Things (IoT) has seen an increasing number of practical implementations in recent years, regarding not only traditional Internet services but also other services of extreme societal importance, such as infrastructure (e.g., electricity grids, traffic) and life-critical services (security, medical treatment, etc.) [6, 7]. This situation is leading to the emergence of interconnected networks with mutual dependencies, known as a network of networks (NoN) [8]. Network slicing based on network virtualization technology can be regarded as an NoN case and has been attracting much attention as a way to realize the assumed IoT network environment [68, 69]. In this architecture, sliced networks [i.e., virtual networks (VNs)] are created by service providers to offer specific services on physical networks (PNs) provided by the infrastructure providers. To enhance the flexibility and efficiency of resource utilization, recent studies have investigated new methods for reallocating resources dynamically between VNs according to traffic fluctuations instead of dividing the PN resources statically [107–110]. However, although the above methods have several
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Advantages, traffic fluctuations in one VN can be propagated to other VNs because of the mutual dependences between the VNs sharing the same PN resources [9, 10]. In the upcoming IoT network scenario, environmental changes in service networks will exert an increasing influence on society and human life. Consequently, an urgent issue is to establish a method for designing an NoN with high reliability, namely, the ability to sustain network services under traffic fluctuation, assuming the network-slicing environment.

The Catastrophic NoN (C-NoN) was presented as a model expressing NoN availability based on actual interconnected networks comprising infrastructure networks in Italy, namely, a power network and a control network [12]. The functional availability of each infrastructure network depends on that of the other network: the power network must be operated by the control network, while the control network must be supplied with electricity by the power network. The C-NoN model reproduces the dependence between both networks, revealing how partial fluctuations spread their influence over the entire NoN.

On the other hand, Morone et al. argued that not all complex networks existing in nature are vulnerable to fluctuations [21]. Brain functional networks comprise a number of mutually connected network modules (i.e., regions) of neural cells. The regions are interdependent to complement their functionalities. Advances in neuroimaging technology, such as functional magnetic resonance imaging (fMRI), now make it possible to identify the interregional dependence of brain functional networks, for which Morone et al. proposed the Brain NoN (B-NoN) model [21]. The B-NoN model reproduces the complementary interregional dependence and elucidates the mechanisms that suppress the propagation of local fluctuations. However, insights from studying NoN models are yet to be applied to practical systems of information networks including the aforementioned network-slicing environment.

As an NoN system, we consider herein layered VNs with slicing, and we propose the Physical–Virtual NoN (PV-NoN) model based on existing NoN models. To deal with traffic conditions and interdependence among a PN and VNs, this model describes NoN availability, focusing on the states of the node interfaces. For the PV-NoN model, we assume three different types of interdependence according to how the resources (e.g., packet buffer, network I/O) are assigned on the physical interfaces. To investigate NoN reliability, we measured availability and communication performance.
through simulation experiments. We confirm that among the three types of PV-NoN model, the one based on the B-NoN model, which reproduces the complementary interdependence of brain functional networks, achieves high availability and communication performance while preventing interference among the VNs.

We also investigate a method for designing reliable network structures in the PV-NoN model. To this end, we configure the deployment of network influencers, which are the network components whose fluctuations have the largest influence on the entire network [111–113], from the perspective of inter/intranetwork assortativity. Assortativity is a network metric for evaluating the correlation of node centrality, that is, node influence [41]. Evaluation results show that configuring the assortativity within each VN and among the VNs can improve NoN availability and communication performance. Obtaining guidelines on influencer design with the PV-NoN model contributes directly to controlling the performance of network slicing under unpredictable environmental change, thereby leading to the design of highly reliable interdependent network architectures in future IoT scenarios. Our results also suggest the potential of the NoN model to be applied to other interconnected network systems wherein there is mutual internetwork dependence.

4.2 Related Work

In this section, we introduce related studies of NoN models and describe the definitions of the B-NoN and C-NoN models. We also explain the details of the Collective Influence algorithm for detecting NoN network influencers.

4.2.1 Network of networks

Variables in NoN models

The existing NoN model is characterized by modeling the node states to express the NoN availability. The state of an arbitrary node in the NoN is determined by those of its neighbors. A node can be in one of four states, each of which is characterized by three variables (Table 4.1), and state
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transitions occur in three steps (Fig 4.1), where the node symbols correspond to those defined in Table 4.1. The black lines indicate intranetwork links and the blue dashed lines indicate internetwork links. The variable \( n_i \) indicates the existence of node \( i \), and its value is predetermined as shown by Fig 4.1(a). The value of \( \sigma_i \), which expresses the local effectiveness of node \( i \), is then determined based on the values \( n_j \) of all nodes \( j \) that are connected via internetwork links, and shifts to the states shown in Fig 4.1(b). \( \rho_i \) is the global effectiveness of node \( i \) and is determined by whether the node is included in the giant component (GC) composed of locally effective nodes, which is shown in Fig 4.1(c).

<table>
<thead>
<tr>
<th>Table 4.1: Definition of network-of-networks (NoN) node states.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
</tr>
<tr>
<td>○</td>
</tr>
<tr>
<td>●</td>
</tr>
<tr>
<td>○</td>
</tr>
<tr>
<td>●</td>
</tr>
</tbody>
</table>

Figure 4.1: Example of state transition in Brain NoN (B-NoN) model.

The B-NoN and C-NoN models define the local effectiveness \( \sigma_i \) in the same way but the GC in different ways. This results in different definitions of the global effectiveness \( \rho_i \), leading to a large difference in reliability between the two NoN models. In the following sections, we describe the definitions of \( \sigma_i \) and \( \rho_i \) in detail, along with the state-transition mechanisms shown in Fig 4.1.
Chapter 4. Reliable Interconnected Networks with Mutual Dependency

Definition of local effectiveness

In a realistic NoN assumed by the B-NoN and C-NoN models, arbitrary nodes cannot be locally effective unless there is a node that is also locally effective in the interconnected network. For example, in brain functional networks, the function of “recognizing an image” can be achieved only by the cooperation of neural cells in two regions, namely the posterior occipital cortex (vision) and the anterior cingulate cortex (recognition) [21]. In the same manner, an electric power supply system is realized by the cooperation of nodes in a power network and a control communication network [12]. As such, the NoN models express the local effectiveness of node $i$ by defining the variable $\sigma_i$ as follows:

$$\sigma_i = n_i \left[ 1 - \prod_{j \in F(i)} (1 - n_j) \right],$$

(4.1)

where $F(i)$ is the set of nodes connected to node $i$ via internetwork links. For node $i$ to be locally effective, Eq (4.1) requires (i) node $i$ to exist and (ii) there to be at least one node connected to node $i$ via internetwork links. If node $i$ has no internetwork links, then the condition reduces to (i) node $i$ exists. For example, the node colored black in Fig 4.1(b) cannot become locally effective because both nodes connected via internetwork links are removed.

Definition of global effectiveness

The global effectiveness of a node is based on its connectivity to the GC consisting of locally effective nodes. The size of the GC is calculated using a method known as message passing, where a node (i) sends the probability of it being connected to the GC to all its adjacent nodes and (ii) updates this probability whenever the node receives the corresponding information from its neighboring nodes. A node can send information only when it is locally effective. At the beginning of message passing, the initial values of the probability are set by random binary configuration of $\{0, 1\}$, and the global effectiveness is determined by the converged value of this probability. The B-NoN and C-NoN models calculate the GC in different ways as explained in the following sections.

**B-NoN model** An image is recognized in the brain functional networks by the combination of the posterior occipital cortex, which is responsible for visual function, and the anterior cingulate...
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cortex, which deals with recognition. These two regions compensate complementarily for the lack of information in each; for instance, even if the posterior occipital cortex receives incomplete visual information from the eye, the anterior cingulate cortex can compensate for this lack and recognize the object. The B-NoN model reflects this as a logical OR-like dependence between the regions. A node is regarded as globally effective if either its adjacent nodes of the same network or those from other networks belong to the GC. For message passing in the B-NoN model, the variable $\rho_{i\rightarrow j}$ is defined as information sent from node $i$ to node $j$ within the same network and the variable $\varphi_{i\rightarrow j}$ is defined as information sent from node $i$ to node $j$ of a different network:

$$
\rho_{i\rightarrow j} = \sigma_i \left[ 1 - \prod_{k \in S(i) \setminus j} (1 - \rho_{k\rightarrow i}) \prod_{l \in F(i)} (1 - \varphi_{l\rightarrow i}) \right],
$$

$$
\varphi_{i\rightarrow j} = \sigma_i \left[ 1 - \prod_{k \in S(i)} (1 - \rho_{k\rightarrow i}) \prod_{l \in F(i) \setminus j} (1 - \varphi_{l\rightarrow i}) \right],
$$

(4.2)

where $S(i)$ is the set of adjacent nodes of node $i$ within the same network and $F(i)$ is the set of adjacent nodes of node $i$ from other networks. By this formulation, $\rho_{i\rightarrow j}$ and $\varphi_{i\rightarrow j}$ become 1 if either $\rho_{k\rightarrow i}$ or $\varphi_{l\rightarrow i}$ is 1, reflecting the logical OR-like dependence. Starting with random configurations of $\rho_{i\rightarrow j}, \varphi_{i\rightarrow j} \in \{0, 1\}$, the global effectiveness $\rho_i$ as the converged probability of node $i$ being connected to the GC through message passing is defined as

$$
\rho_i = \sigma_i \left[ 1 - \prod_{k \in S(i)} (1 - \rho_{k\rightarrow i}) \prod_{l \in F(i)} (1 - \varphi_{l\rightarrow i}) \right].
$$

(4.3)

**C-NoN model** In contrast to the B-NoN model, a node in the C-NoN model is globally effective if both its adjacent nodes of the same network and those from other networks belong to the GC. This model reflects the logical AND-like dependence that the power network and the control network are not mutually replaceable functions, whereas the functions in the inter-areal brain networks are
complementary. Based on this characteristic, the variables $\rho_{i \rightarrow j}$ and $\varphi_{i \rightarrow j}$ are defined as

$$
\rho_{i \rightarrow j} = \sigma_i \left[ 1 - \prod_{k \in S(i) \setminus j} (1 - \rho_{k \rightarrow i}) \right] \left[ 1 - \prod_{l \in F(i) \setminus j} (1 - \varphi_{l \rightarrow i}) \right],
$$

(4.4)

$$
\varphi_{i \rightarrow j} = \sigma_i \left[ 1 - \prod_{k \in S(i)} (1 - \rho_{k \rightarrow i}) \right] \left[ 1 - \prod_{l \in F(i) \setminus j} (1 - \varphi_{l \rightarrow i}) \right].
$$

(4.5)

In contrast to the formulation of the B-NoN model, $\rho_{i \rightarrow j}$ and $\varphi_{i \rightarrow j}$ become 1 if both $\rho_{k \rightarrow i}$ and $\varphi_{l \rightarrow i}$ are 1, reflecting the logical AND-like dependence. As the converged probability of node $i$ being connected to the GC, the global effectiveness $\rho_i$ is then defined as

$$
\rho_i = \sigma_i \left[ 1 - \prod_{k \in S(i)} (1 - \rho_{k \rightarrow i}) \right] \left[ 1 - \prod_{l \in F(i)} (1 - \varphi_{l \rightarrow i}) \right].
$$

(4.5)

### 4.2.2 Influence identification in a network of networks

The identification of highly influential nodes, which play important roles in robustness and diffusion, has been studied in many research domains, such as social networks [111, 114], biology [115, 116], marketing [117, 118], and computer networks [113]. Because searching for the optimal influencers over a given network is an NP-hard problem [111], a number of heuristic methods have been proposed to date [119–121].

Herein, we also deal with influencer design to enhance NoN reliability, and therefore we focus on the recently proposed *Collective Influence* (CI) algorithm for influencer identification [122]. Not only does the CI algorithm outperform other existing methods in detecting influencers, it is also optimized for an NoN [21]. The influence on the network centered around node $i$ is represented by $CI_i$, which is defined as

$$
CI_i = (k_i - 1) \sum_{j \in \partial \text{Ball}(i,l)} (k_j - 1),
$$

(4.6)

where $k_i$ is the degree of node $i$ and $\partial \text{Ball}(i,l)$ is the set of nodes located exactly $l$ hops away from node $i$ (Fig 4.2). $CI_i$ is depicted in Network 1. $\text{Ball}(i,l)$ is the area of influence of node $i$, and $\partial \text{Ball}(i,l)$ corresponds to the edge of $\text{Ball}(i,l)$. Networks 1 and 2 are interdependent via an internetwork link. $CI_i$ is calculated as the product of the degree of node $i$ and the sum of the degree
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of node $j$ in $\partial \text{Ball}(i,l)$. Furthermore, the definition of $\text{CI}_i$ is expanded for an NoN as follows:

$$
\text{CI}_i = \left( k_{i,\text{intra}} + k_{i,\text{inter}} - 1 \right) \sum_{j \in \partial \text{Ball}(i,l)} \left( k_{j,\text{intra}} + k_{j,\text{inter}} - 1 \right) \\
+ \sum_{j \in \mathcal{F}(i); k_{j,\text{inter}} = 1} \left[ \left( k_{j,\text{intra}} + k_{j,\text{inter}} - 1 \right) \sum_{m \in \partial \text{Ball}(j,l)} \left( k_{m,\text{intra}} + k_{m,\text{inter}} - 1 \right) \right],
$$

(4.7)

where $k_{i,\text{intra}}$ and $k_{i,\text{inter}}$ are the degree of node $i$ for intranetwork links and internetwork links, respectively. $\mathcal{F}(i)$ is the set of nodes connected to node $i$ via internetwork links. The first term of Eq (4.7) corresponds to the CI of node $i$ for Network 1 in Fig 4.2. The second term represents the sum of the CI of node $j$ connected to node $i$ via internetwork links, corresponding to Network 2 in Fig 4.2. The condition $k_{j,\text{inter}} = 1$ indicates that node $j$ is taken into account only if it has a single intermodular link. This is attributed to the NoN characteristic that the state of node $j$ is not directly affected by node $i$ if node $j$ has more than one intermodular link according to Eq (4.1).
4.3 Network of Networks in virtualized networks

4.3.1 Interdependence of virtualized networks

In this study, we assume an interdependent layered network where a single PN is virtualized by network slicing, and multiple VNs are constructed on the PN as shown in Fig 4.3. A PN comprises physical nodes (P-nodes) and physical links (P-links). Similarly, virtual nodes (V-nodes) and virtual links (V-links) form a VN. Because of the virtualization of the PN, each V-node corresponds to exactly one P-node, while a V-link comprises multiple P-nodes and P-links that realize the shortest path connecting the two endpoint V-nodes. We assume that the connectivity structure of the PN is given by the infrastructure provider, whereas each VN realizes its own connectivity based on the requests of the service provider. In Fig 4.3, the P-node and V-node in VN \(k\) with common index \(i\) are represented as \(r^P_i\) and \(r^V_k\), respectively. The P-interface \(j\) of P-node \(i\) and the V-interface \(j\) of V-node \(i\) in VN \(k\) are represented as \(i^P_{i,j}\) and \(i^V_{k,i,j}\), respectively. Refer to Table 4.2 for a description of all the main parameters defined in this paper.

Upon virtualization based on network slicing, the physical resources on the PN are shared among the VNs, thereby making the PN and VNs interdependent. Various services are being provided continuously over the VN, and environmental changes may occur at any instant because of traffic fluctuations. Consequently, our aim in this study is to model the VN availability under fluctuating traffic while considering the interdependence among the VNs caused by resource sharing. Although various physical resources on the P-nodes can be considered for virtualization (e.g., CPU, memory, storage, network I/O), we focus on the packet buffer memory (hereinafter referred to as the buffer) and network I/O because they are influenced directly by the traffic conditions. Consequently, we segment the P-nodes into physical interfaces (P-interfaces) and model the state of each P-interface taking the buffer and network I/O into consideration. The P-interface and the virtual interface (V-interface) are distinguished as shown in Fig 4.3.

Various approaches have been studied for partitioning physical resources, the aim being to improve the flexibility and efficiency of the virtualized networks [123–125]. Here, we assume three basic types of interface partitioning (Table 4.3). The most fundamental is type-SD (Statically Divided), in which resources (i.e., the buffer and network I/O) for the P-interface are divided statically.
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Table 4.2: Parameter description.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Description</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_i$</td>
<td>${0,1}$</td>
<td>Existing state of node $i$</td>
<td>–</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>${0,1}$</td>
<td>Local effectiveness of node $i$</td>
<td>Eq. (4.1)</td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>${0,1}$</td>
<td>Global effectiveness of node $i$</td>
<td>Eq. (4.3,4.5)</td>
</tr>
<tr>
<td>$\rho_{i\rightarrow j}, \varphi_{i\rightarrow j}$</td>
<td>${0,1}$</td>
<td>Probability information for message passing sent from node $i$ to $j$</td>
<td>Eq. (4.2,4.4)</td>
</tr>
<tr>
<td>$\text{CI}_i$</td>
<td>$[0,\infty)$</td>
<td>Collective influence of node $i$</td>
<td>Eq. (4.6,4.7)</td>
</tr>
<tr>
<td>$r^{P}<em>{x}, r^{V}</em>{x,k}$</td>
<td>–</td>
<td>Index for P-node $x$ and V-node $x$ on VN $k$</td>
<td>–</td>
</tr>
<tr>
<td>$i^{P}<em>{x,y}, i^{V}</em>{x,k}$</td>
<td>–</td>
<td>Index for P-interface $y$ of $r^{P}<em>{x}$ and V-interface $y$ of $r^{V}</em>{x,k}$</td>
<td>–</td>
</tr>
<tr>
<td>$B^{P}_{x,y}$</td>
<td>given</td>
<td>Buffer capacity for P-interface $y$ of $r^{P}_{x}$</td>
<td>–</td>
</tr>
<tr>
<td>$n^{P}_{x,y}$</td>
<td>${0,1}$</td>
<td>Availability state for P-interface $y$ of $r^{P}_{x}$</td>
<td>–</td>
</tr>
<tr>
<td>$n^{V}_{x,y}(t)$</td>
<td>$[0,\infty)$</td>
<td>Traffic state for V-interface $y$ of $r^{V}_{x,k}$ at time $t$</td>
<td>–</td>
</tr>
<tr>
<td>$R^{V}_{x,y}(t)$</td>
<td>${0,1}$</td>
<td>Vacancy state for V-interface $y$ of $r^{V}_{x,k}$ at time $t$</td>
<td>Eq. (4.8,4.10)</td>
</tr>
<tr>
<td>$\rho^{V}_{x,y}(t)$</td>
<td>${0,1}$</td>
<td>Traffic state for V-interface $y$ of $r^{V}_{x,k}$ at time $t$</td>
<td>Eq. (4.9,4.11,4.12)</td>
</tr>
<tr>
<td>$\text{CI}(r^{P}<em>{x}), \text{CI}(r^{V}</em>{x,k})$</td>
<td>$[0,\infty]$</td>
<td>Collective influence of $r^{P}<em>{x}$ and $r^{V}</em>{x,k}$</td>
<td>Eq. (4.13–4.15)</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$[-1,1]$</td>
<td>Assortativity for intra-network connectivity</td>
<td>Eq. (4.17)</td>
</tr>
<tr>
<td>$\theta$</td>
<td>$[-1,1]$</td>
<td>Assortativity for inter-network connectivity</td>
<td>Eq. (4.21)</td>
</tr>
<tr>
<td>$N^{P}, N^{V}_{k}$</td>
<td>given</td>
<td>Number of P-nodes and V-nodes on VN $k$</td>
<td>–</td>
</tr>
<tr>
<td>$L^{P}, L^{V}_{k}$</td>
<td>given</td>
<td>Number of P-links and V-links on VN $k$</td>
<td>–</td>
</tr>
<tr>
<td>$W$</td>
<td>given</td>
<td>Bandwidth for P-interfaces</td>
<td>–</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>given</td>
<td>Arrival rate of packets</td>
<td>–</td>
</tr>
<tr>
<td>$\bar{R}$</td>
<td>given</td>
<td>Number of packet re-transmission</td>
<td>–</td>
</tr>
</tbody>
</table>

for each VN; the upper limit of the number of packets stored and sent out from a V-interface is divided statically beforehand. With this type, constant performance is guaranteed for each VN and no traffic interference occurs, but the efficiency of resource utilization is not optimal. In contrast to type-SD, we also assume type-UD (UnDivided), in which the physical resource for each VN is not partitioned; the resource capacity for each VN is not guaranteed, and traffic in a VN can even occupy all the buffers and network I/O on the PN, but the physical resources can be utilized completely. As the third case, we assume type-DD (Dynamically Divided), in which the physical resources are allocated dynamically depending on the changing traffic conditions; the physical resources are not partitioned under normal conditions (as with type-UD), but they are partitioned when traffic congestion occurs. Therefore, type-DD allows physical resources to be used more efficiently while guaranteeing the resources for each VN. With all three types, resource virtualization
Figure 4.3: Example of virtualized network based on network slicing.

makes the PN and VNs interdependent. Furthermore, with type-UD and type-DD, the sharing of physical resources among multiple VNs makes the latter interdependent.

<table>
<thead>
<tr>
<th></th>
<th>type-SD</th>
<th>type-UD</th>
<th>type-DD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interdependence of PN-VN</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Interdependence of VN-VN</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Utilization guarantee</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Utilization efficiency</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

4.3.2 Model of network of networks with network slicing

The PV-NoN model defines the availability state of interfaces to deal with traffic fluctuations and interdependence among a PN and VNs. Here, the word available denotes the state in which packets are transmitted at interfaces with no packet overflow. In the following sections, we describe the definitions of the input states of V-interfaces and P-interfaces and the availability states of V-interfaces calculated based on those input states.
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**Input states of interfaces**

In contrast to the existing NoN models, we introduce time in the form of the variable \( t \) because traffic conditions may change at any moment. The number of packets arriving at V-interface \( i^V_{r,s} \) at time \( t \) is denoted as \( n^V_{r,s}(t) \), which takes any positive value depending on the traffic conditions.

The state of P-interface \( i^P_{r,s} \) is expressed by the Boolean variable \( n^P_{r,s} \), whose value is nominally 0 but becomes 1 if there is a malfunction and \( i^P_{r,s} \) cannot send packets. The buffer capacity of \( i^P_{r,s} \) is denoted as \( B^P_{r,s} \).

**Availability states of interfaces**

We define \( \sigma^V_{r,s}(t) \) to express the availability state of \( i^V_{r,s} \) considering the dependence among the PN and VNs. If \( i^P_{r,s} \) has no malfunction and \( i^V_{r,s} \) has no packet overflow, then \( i^V_{r,s} \) is regarded as available and \( \sigma^V_{r,s}(t) = 1 \) holds, otherwise \( \sigma^V_{r,s}(t) = 0 \). However, the threshold for judging the presence of packet overflow differs among the three types of PV-NoN model as explained above, and details of their definitions are described below.

**Type-SD** Because type-SD allocates the divided physical resources to each VN statically, there is no interdependence among the VNs. To derive the variable \( \sigma^V_{r,s}(t) \) for \( i^V_{r,s} \), we begin by defining a variable \( R^V_{r,s}(t) \) that represents the presence of available capacity on \( i^V_{r,s} \). \( \sigma^V_{r,s}(t) \) for type-SD is then defined as follows using \( R^V_{r,s}(t) \):

\[
R^V_{r,s}(t) = \begin{cases} 
1 & \text{if } B^P_{r,s}/N_{r,s} > n^V_{r,s}(t), \\
0 & \text{otherwise}, 
\end{cases} \tag{4.8}
\]

\[
\sigma^V_{r,s}(t) = R^V_{r,s}(t)(1 - n^P_{r,s}(t)), \tag{4.9}
\]

where \( N_{r,s} \) is the number of VNs that share \( i^P_{r,s} \). \( R^V_{r,s}(t) \) is defined so that it is 1 if the number of packets arriving at \( i^V_{r,s} \) at time \( t \) does not exceed \( B^P_{r,s}/N_{r,s} \). Eq (4.9) defines the availability state of \( i^V_{r,s} \) considering just VN \( k \), which is in contrast to the other two types of PV-NoN model. By multiplying \( R^V_{r,s}(t) \) and \( (1 - n^P_{r,s}(t)) \), \( \sigma^V_{r,s}(t) \) is configured to be 1 only if the interface is available.
on both the virtual and physical levels.

**Type-UD** The resources of the P-interface are undivided in the case of type-UD, and thus there is the interdependence that a traffic increase on a VN can limit the performance of the other VNs. That is, type-UD has logical AND-like interdependence whereby the performance can be guaranteed only when all VNs that are interdependent with each other are not congested, similar to the characteristics of the C-NoN model explained in Sec. 4.2. Here, in contrast to $R^V_{r,s}(t)$, we define $R^V_{r,s}(t)$ to express the presence of available capacity considering all VNs. Using $R^V_{r,s}(t)$, the availability $\sigma_{r,s}^V(t)$ for type-UD is expressed as

$$R^V_{r,s}(t) = \begin{cases} 1 & \text{if } B^P_{r,s} > \sum_{l \in \mathcal{V}} n^V_{r,s}(t), \\ 0 & \text{otherwise}, \end{cases}$$

(4.10)

$$\sigma_{r,s}^V(t) = R^V_{r,s}(t) \left( 1 - n^P_{r,s}(t) \right),$$

(4.11)

where $\mathcal{V}$ is the set of all VNs. $R^V_{r,s}(t)$ is 1 if the number of packets arriving at $i^P_{r,s}$ at time $t$ does not exceed $B^P_{r,s}(t)$. This reflects the characteristic of type-UD that each V-interface considers the states of all interdependent V-interfaces, in contrast to type-SD. Because traffic fluctuations in one VN can influence all the other VNs, Eq (4.11) defines $\sigma_{r,s}^V(t)$ so that $i^V_{r,s}$ can be regarded as being available only if all interdependent V-interfaces have room for packets.

**Type-DD** With type-DD, the resources of P-interfaces are reallocated among the VNs in a dynamic and complementary way depending on the traffic condition. This property allows type-DD to possess logical OR-like interdependence, which is seen in the B-NoN model described in Sec. 4.2: VN $k$ can guarantee the performance if there is room in either VN $k$ or the external VNs. Combining the characteristics of type-SD and type-UD, the availability of V-interfaces for type-DD is described as

$$\sigma_{r,s}^V(t) = \left\{ 1 - \left( 1 - R^V_{r,s}(t) \right) \left( 1 - n^P_{r,s}(t) \right) \right\} \left( 1 - n^P_{r,s}(t) \right),$$

(4.12)
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The first factor is 1 if the traffic condition satisfies either $R^{V_k}_{r,s}(t) = 1$ or $R^{V_i}_{i}(t) = 1$. This behavior expresses the logical OR-like interdependence that $r^{V_k}_{r,s}$ is available when either the allocated resources on VN $k$ or the whole resources on the PN have room for packet processing.

4.3.3 Influencers in a network of networks with network slicing

In addition to modeling the availability state of an NoN with network virtualization, we aim to design NoN influencers to improve reliability. Consequently, we develop a method for detecting influencers in an NoN by applying the PV-NoN model based on the CI algorithm described in Sec. 4.2. As can be seen from the definition of the PV-NoN model described in the previous section, a failure of P-nodes occurring on the PN spreads to all interdependent VNs in any type of PV-NoN model. We therefore express the CI of P-node $i$ as $\text{CI}(r^P_i)$, and its definition is given based on Eq (4.7), corresponding to the sum of the influence on the PN centered around P-node $i$ and the influence on each VN centered around V-node $i$. We define $\text{CI}(r^P_i)$ as

$$\text{CI}(r^P_i) = (k^P_i - 1) \sum_{j \in \partial \text{Ball}(r^P_i,l)} (k^P_j - 1) + \sum_{k \in V} \left[ (k^V_k - 1) \sum_{h \in \partial \text{Ball}(r^V_k,l)} (k^V_h - 1) \right], \quad (4.13)$$

where $k^P_i$ and $k^V_k$ are the node degrees of $r^P_i$ and $r^V_k$, respectively. The definition of $\partial \text{Ball}$ is the same as that described in Fig 4.2. The first term accounts for the CI of P-node $i$ within the PN, and the second term accounts for the sum of the CIs of all the V-nodes that are interdependent with P-node $i$ because of resource virtualization.

Regarding the CIs of the V-nodes, in the case of type-SD and type-DD, a specific V-node influences neither the V-nodes on the external VN nor the P-node on the PN, and thus $\text{CI}(r^{V_k}_i)$ can be defined considering the influence on the VN to which the V-node belongs:

$$\text{CI}(r^{V_k}_i) = (k^{V_k}_i - 1) \sum_{j \in \partial \text{Ball}(r^{V_k}_i,l)} (k^{V_k}_j - 1). \quad (4.14)$$

On the other hand, in the case of type-UD, it is possible for a V-node to occupy all of the resources shared among the VNs, and eventually the interdependent P-node runs out of capacity.
Therefore, $\text{CI}(r_{i}^{V_k})$ can be defined as the sum of the CIs of all the interdependent V-nodes including the CI of the interdependent P-node as given by Eq (4.13):

$$
\text{CI}(r_{i}^{V_k}) = \text{CI}(r_{i}^{P}) = (k_{i}^{P} - 1) \sum_{j \in \partial \text{Ball}(r_{i}^{P}, l)} (k_{j}^{P} - 1) + \sum_{k \in V_{k}} \left[ (k_{i}^{V_k} - 1) \sum_{h \in \partial \text{Ball}(r_{i}^{V_k}, l)} (k_{h}^{V_k} - 1) \right].
$$

(4.15)

### 4.4 Evaluation

In this section, we conduct simulation experiments that generate traffic over the VNs to evaluate the availability of the PV-NoN model. We begin by describing the methods for the evaluation, and then we explain the evaluation results.

#### 4.4.1 Network construction

This study assumes that an NoN comprises a PN and multiple VNs. The PN contains $N_{P}$ P-nodes and $E_{P}$ P-links, and similarly VN $k$ contains $N_{V_k}$ V-nodes and $E_{V_k}$ V-links. If $N_{P} > N_{V_k}$, the VNs are mapped onto the PN so that the fewest P-nodes are shared among the VNs. The connectivity structure for the PN and VNs is determined based on a specific network model, for which we adopt the Erdős-Rényi (ER) model [102] and the Barabasi–Albert (BA) model [52], which generate node degrees following a Poisson distribution and a power-law distribution, respectively. Because it is virtually impossible to predict connectivity patterns in an IoT scenario with numerous types of services, we use the aforementioned models because they have been observed widely in actual networks and used for network evaluation to date [103–105, 126]. Other types of network model are conceivable, such as the Watts–Strogatz (WS) model [127], the Waxman model [128], and the random geometric graph (RGG) model [129]. However, the Waxman model belongs to the class of random networks; in other words, it is a special case of the ER model. The degree distributions of the WS and RGG models are close to a uniform distribution, making it difficult to evaluate how network influencers and configuration affect assortativity. Furthermore, the WS model is characterized by its small-worldness, which the BA model shows as well.
Regarding the VN topologies, demands from service providers for connectivity reconfiguration now arise more frequently because of the flexibility and cost-efficiency of virtualized networks [5, 9, 62, 63, 125]. Therefore, this paper deals with the configuration of VN connectivity from the perspective of assortativity. Assortativity is a network metric for evaluating the correlation of node centrality in a given topology [41]. For example, looking at assortativity based on degree centrality, an assortative node is one whose connected neighbors have similarly high (or low) degrees, while a disassortative node is one that has either a high degree compared to its low-degree neighbors or vice versa. In this study, we configure the assortativity of a VN (intranetwork assortativity and that among VNs (internetwork assortativity).

**Intranetwork assortativity**

When configuring topological connectivity within a network, the nodal degree is the only fixed metric that can evaluate the centrality of the nodes. Consequently, we focus on the degree assortativity $\eta$ to configure the connectivity of a VN. We begin by introducing the remaining degree distribution $q(k)$, which is defined as

$$q(k) = \frac{(k + 1)p(k + 1)}{\sum_j j p(j)}.$$

(4.16)

The remaining degree distribution is related to the degree distribution $p(k)$ that describes the probability that the degree of a randomly chosen node corresponds to $k$. The remaining degree of a node in a path corresponds to the number of links of a node excluding the link it was arriving from. For a given $q(k)$, we can introduce the joint probability distribution $e(j, k)$, which indicates the probability that the two endpoints of a randomly chosen link have remaining degrees $k$ and $j$. Consequently, the degree assortativity $\eta$ is defined as

$$\eta = \frac{1}{\sigma_q^2} \left[ \sum_{j,k} jke(j, k) - \left( \sum_j jq(j) \right)^2 \right],$$

(4.17)

where $\sigma_q$ is the standard deviation of the remaining degree distribution $q(k)$. $\eta$ can take any value in the interval $[-1, 1]$: $\eta > 0$ and $\eta < 0$ indicate an assortative network and a disassortative network, respectively, while $\eta = 0$ indicates that the nodes are connected with each other randomly.
irrespective of their degrees. The degree distribution limits the range of feasible values of $\eta$.

Having constructed an initial VN topology with a specific degree distribution, we then set a target value of $\eta'$ and rewire the links continuously [22, 130] until the assortativity $\eta$ of the current topology approximates the given $\eta_{\text{target}}$. Note that we rewire a topology so that it is not split into submodules; if the generated VN topology is separated into more than one module, the former is reconstructed so that it is fully connected.

**Internetwork assortativity**

As well as configuring the connectivity within each VN, we must also consider how to map the dependence of V-nodes because traffic fluctuation along the VNs causes interference. For example, we must investigate whether a V-node with high influence in one VN should be interdependent with a V-node of high influence in another VN. We therefore introduce the variable $\theta$ to evaluate the assortativity among VNs, and we configure the NoN structure from the perspective of mapping V-nodes on the VNs. Although we use the degree assortativity for connectivity within a VN because of its conditional limitation, we use the CI as a centrality measurement for the assortativity between networks, which is described in Sec. 4.2.

In a previous study [22], we developed a method for measuring the assortativity between networks to evaluate the interdependence of information networks. The assortativity of a set of links is represented as the sum of each link’s contribution to the assortativity of the entire network. Consequently, we begin by rewriting the definition of network assortativity described by Eq (4.17) as

$$\eta = \frac{1}{\sigma_q^2} \left( E[(J - U_q)(K - U_q)] \right) ,$$

where $U_q$ is the expected value of the remaining degree, and $J$ and $K$ are variables of the remaining degree that have the same expected value $U_q$. To expand the definition of assortativity for centrality metrics other than degree centrality, we introduce $p'(c)$ as distribution of any kind of centrality metrics $c$ on a VN. As for internetwork assortativity, the centrality of endpoint nodes of an internetwork link when the link is removed is equal to the centrality of those nodes on each VN topology. Hence,
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generalized assortativity \( \eta' \) can be defined based on degree assortativity \( \eta \) in Eq. (4.18) as follows:

\[
\eta' = \frac{1}{\sigma_{p'_j} \sigma_{p'_k}} \left( E[(C_j - U_{p'_j})(C_k - U_{p'_k})] \right),
\]

(4.19)

where \( p'_j \) denotes centrality distribution on VN \( j \). \( U_{p'_j} \) and \( \sigma_{p'_j} \) denote the expected value and the standard deviation of the centrality distribution \( p'_j \), respectively. \( C_j \) denotes variables of the node centrality on VN \( j \) that have the same expected value \( U_{p'_j} \). Based on Eq (4.19), the contribution \( \theta_l \) of link \( l \) to the assortativity \( \eta' \) of the entire network is defined as follows:

\[
\theta_l = \frac{(c_j - U_{p'_j})(c_k - U_{p'_k})}{\sigma_{p'_j} \sigma_{p'_k}},
\]

(4.20)

where \( c_j \) and \( c_k \) are the node centrality of the two endpoints of link \( l \). Finally, the internetwork assortativity \( \theta \) (i.e., the assortativity of the set of links \( L_{set} \) between two networks) is given by

\[
\theta = \sum_{l \in L_{set}} \theta_l = \sum_{l \in L_{set}} \frac{(c_j - U_{p'_j})(c_k - U_{p'_k})}{\sigma_{p'_j} \sigma_{p'_k}}.
\]

(4.21)

To map interdependent V-nodes among VNs, we begin by deploying the VNs randomly upon a PN. Then, similarly to the configuration of connectivity within a VN, we set a target value \( \theta_{target} \) and repeatedly re-map until the \( \theta \) calculated from the current VN interconnectivity approximates \( \theta_{target} \) sufficiently.

4.4.2 Traffic model

Network virtualization is expected to be used in a wide variety of situations and scales in the IoT scenario, resulting in unforeseeable traffic patterns [5–7, 131, 132]. Consequently, this study deals with a basic traffic model for performance evaluation, and the packet processing is designed on the basis of the \( M/D/1/K \) queuing model [133]. The traffic condition changes discretely every time unit. Here, the average arrival rate (i.e., the rate at which a new packet is generated on a V-node at time \( t \)) is expressed by \( \lambda \). The destination V-node of the generated packet is selected randomly from the other V-nodes on the VN to which the V-node belongs.
The routing path for a packet is determined so as to minimize the total number of P-links from the source V-node to the destination V-node. If there are multiple candidates for the shortest path, then one of them is selected randomly. For a pair of V-nodes, each path is determined statically and then left unchanged during the simulation. The total packet delay consists of the propagation delay and the queuing delay. A packet sent from a V-node at time $t$ arrives at the next V-node at time $t+1$ because of the propagation delay (i.e., the propagation delay on each P-link is 1). Packets newly generated and packets arriving from neighbors at time $t$ on a V-interface are stored on the buffer immediately. Because of the limitation of the bandwidth of P-links, the maximum number of packets that can be sent from one P-interface at time $t$ is set uniformly to $W$, resulting in the queuing delay. Every P-interface holds a packet buffer that can store $B_{r,s}$ packets, and packets waiting for their turn to be sent out are stored in the buffer. Packets are basically processed in a first in, first out (FIFO) manner, but the sending order is determined randomly when a V-interface receives multiple packets simultaneously. When a packet arrives at an intermediate full buffer (i.e., $\sigma_{r,s}^V(t) = 0$), it is re-transmitted from its source V-node at the next time step. Packets are removed from the VN after either being re-transmitted $R$ times or arriving at the destination V-node.

### 4.4.3 Evaluation results

**Comparing the availability of the three types of PV-NoN model**

First, we compare the performance regarding the availability of the type-SD, type-UD, and type-DD versions of the PV-NoN model. We set $V = 2$ as the number of VNs, $N^P = 100$ and $N^V_k = 0.9N^P$ ($k \in \mathcal{V}$) for the number of nodes, and $L^P = 3N^P$ and $L^V_k = 3N^V_k$ ($k \in \mathcal{V}$) for the number of links. The ER model is used to construct the PN topology, while both the ER and BA models are used for the VNs. In this evaluation, the inter/intranetwork connectivity is determined randomly without considering the assortativity. The packet buffer size for the P-interfaces is set to $\forall B_{r,s}^P = 20$, and the bandwidth for the P-interfaces is set to $W = 1$; that is, each P-interface can send $W$ packets from the network I/O every time unit. We simulate two types of traffic conditions based on the arrival rate $\lambda$: (i) an equal amount of traffic flows on each VN and (ii) traffic is biased toward one of the two VNs. For (i), $\lambda$ for both VNs is changed in the range $[0.1, 1.6]$, while for (ii)
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\( \lambda \) is fixed at 0.2 on VN1 and varied in the range [0.2, 3.2] on VN2.

![Graphs showing variation of giant component size (GCS) with arrival rate \( \lambda \).](image)

(a) Uniform traffic (ER model)  
(b) Biased traffic (ER model)  
(c) Uniform traffic (BA model)  
(d) Biased traffic (BA model)

Figure 4.4: Variation of giant component size (GCS) with arrival rate \( \lambda \).

We use the giant component size (GCS) and the packet delay as evaluation metrics to investigate NoN reliability from the perspectives of availability and communication performance. The GCS denotes the largest connected component on each VN consisting of available V-interfaces (i.e., \( \sigma_{V,s}^V(t) = 1 \)), which we use to evaluate the availability of the entire network for each VN. The GCS is often used as a metric for complex networks [122, 126]. The packet delay denotes the average time required for a packet to be transmitted from its source to its destination, which is a more practical performance metric in communication networks. To see the impact of packet delay, we set the number of packet retransmissions to \( R = 100 \). In a realistic TCP/IP implementation, a much
smaller number of around 10 would be used for the number of retransmissions. However, with such small values, only those packets whose source and destination are near each other can be transmitted successfully and longer routes do not work on the VN, thereby making it difficult to evaluate the impact of packet delay appropriately. Instead, we used $R = 100$ for the number of retransmissions.

To evaluate the GCS, packets are created on the VN over 100 time steps and the GCS is measured at the 100th step, which is when the availability state of the V-interfaces is assumed to have converged and the simulation is finished. Regarding the packet delay, we create packets for the first 20 time steps and then continue the simulation until all the packets are either transmitted or removed from the VN. The packet delay is then counted for all the packets that were transmitted successfully.

Figure 4.5: Variation of packet delay with arrival rate $\lambda$. 
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during the simulation. Each result shown is the mean value from 50 simulations.

The simulation results for the GCS are shown in Fig 4.4. The vertical axis represents the GCS: 1 indicates that all the nodes on a VN are connected, whereas 0 indicates that they are completely disconnected. The solid lines in (a) and (c) correspond to the average GCS of the two VNs, whereas the GCS for each VN is plotted separately in (b) and (d). The horizontal axis represents the arrival rate \( \lambda \). In (b) and (d), note that \( \lambda \) is changed on VN1 but fixed on VN2. Each subfigure shows that type-DD gives the best availability of the three types of PV-NoN model. Although with type-SD traffic on one VN does not interfere with the other VN, neither VN can use its allocated physical resources fully because of the existence of the partition. Meanwhile, with type-UD the VNs can use their resources fully, but traffic between the VNs interferes with each other. Type-DD combines the characteristics of the other two types, thereby overcoming their shortcomings and improving the availability.

Another notable characteristic is observed in the simulation with biased traffic, as shown in Figs 4.4(b) and 4.4(d). Because there is no resource partition among the VNs in type-UD, traffic congestion in one VN influences the other interdependent VNs in a cascading manner. Therefore, of the three dotted lines, only the red one drops as the arrival rate \( \lambda \) increases. The extent to which cascades occur with type-UD is expected to increase further if the overlapping area of physical resources shared among the VNs increases. Meanwhile, even though type-DD also shares the physical resources of P-interfaces, the cascading of the performance degradation is prevented by the complementary dependence inspired by the B-NoN model.

Fig 4.5 shows the simulation results for the packet delay. The vertical axis represents the packet delay, required time steps for a packet to be transmitted. Similarly to Fig 4.4, the solid lines in (a) and (c) correspond to the average packet delay of the two VNs, whereas the packet delays for each VN are plotted separately in (b) and (d). The horizontal axis represents the arrival rate \( \lambda \). In (b) and (d), note that \( \lambda \) is changed on VN1 but fixed on VN2. The performance of the packet delay can basically be explained in correspondence with the GCS results, and we confirm that the delay is lowest with type-DD. Type-DD can be said to be superior to the other two types regarding practical performance as a communication network. Another notable point is that the type-SD packet-delay performance degrades when compared with the GCS results in Fig 4.4. No matter how large the
buffer utilization (i.e., $\sum_{l \in V} n_{r,s}^{V_l}(t) / B_{r,s}^P$), the availability $\sigma_{r,s}^{V_k}(t)$, which is the basis of the GCS, is expressed as a binary state that does not take a negative value. On the other hand, the packet delay is expressed by taking any positive value reflecting the buffer utilization as it is. Based on these characteristics and results, we assume that interference among VNs with type-UD is likely to generate a number of moderately loaded V-interfaces to degrade the availability. Meanwhile, inefficient buffer allocation with type-SD is likely to generate rather few highly loaded V-interfaces to degrade the communication performance.

**Designing influencers on the PV-NoN model**

In this section, we investigate the importance of influencer deployment regarding inter/intranetwork assortativity. Because we confirmed above that type-DD prevails over the other two types, we focus on type-DD in this evaluation to investigate how to improve the performance further. The simulation settings are basically the same as those described in the previous evaluation, and we again use the GCS and packet delay to evaluate the availability and communication performance, respectively. However, to show the results concisely, we set the arrival rate for both VNs to $\lambda = 0.5$ because the evaluation above confirmed that changes in performance can be seen with that value. As for the inter/intranetwork assortativity of network influencers, we picked three cases for each assortativity: (i) assort. is the case in which the rewiring procedure described in Sec. 4.4.1 is repeated until the connectivity converges with the highest assortativity, (ii) disassort. corresponds to the analogous case with the lowest assort. value, and (iii) non-assort. is the case in which the original connectivity pattern is maintained.

Fig 4.6 shows the GCS evaluation results, and Fig 4.7 shows those for the packet delay. The results are represented as heat maps in those figures. The GCS denotes the size of the largest connected component, and thus higher values indicate high performance (bright colors) in Fig. 4.6. Whereas, higher values indicate low performance (dark colors) in Fig. 4.7 in contrast to the GCS. First, we find that the GCS is increased when the intranetwork connectivity is assortative (i.e., $\eta > 0$) and the internetwork connectivity is disassortative (i.e., $\theta < 0$). We have shown previously that an assortative single network is fragile against random failures [22]. However, it is notable that
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the results in Fig 4.7 tell us the opposite. We assume that when each VN topology is assortative, the overlapping of the shared physical resources among the VNs becomes concentrated on a local area of the entire NoN, thereby enhancing the availability when each VN is formed assortatively. By contrast, when \( \theta < 0 \), the high-influence nodes are likely to not be shared among the VNs but rather to be dedicated to each VN. Consequently, an efficient resource utilization is realized, resulting in improved availability.

The results also show that the assortativity configuration has greater influence on networks based on the BA model. Because of the biased degree distribution and the limitation in the procedure of topology construction, influencers have greater impact with the BA model. However, because the ER model (i) has a more uniform degree distribution compared to the BA model and (ii) its topological structure is generated randomly, the impact of the assortativity configuration is smaller.

By contrast, Fig 4.7 shows that the packet-delay performance is increased when the intranetwork connectivity is disassortative (i.e., \( \eta < 0 \)). When a network topology is formed assortatively, the network diameter becomes large and the communication performance degrades. It is true that assortative connectivity within each VN has a positive impact on availability, as seen in Fig 4.6. However, from the practical viewpoint of communication performance, we find that the increase of network diameter has a larger negative impact, resulting in degraded communication performance. As for the internetwork assortativity, the packet delay is decreased when it is disassortative, similar to the performance of GCS.

We ran simulations on type-UD and type-SD as well, but these merely confirmed that they show almost the same tendency in relation to the inter/intranetwork assortativity. A notable point is that the assortativity configuration had a larger influence on type-UD because the topological structure is closely related to the interference on the physical resources that is seen in type-UD.

4.4.4 Discussion and conclusion

With the growing use of network slicing to implement the IoT network environment, it has been pointed out that traffic fluctuation in a sliced network could propagate to other networks [9, 10].
Chapter 4. Reliable Interconnected Networks with Mutual Dependency

It has therefore become necessary to consider reliable design for not just single networks and interconnected networks but also interdependent networks, that is, an NoN. The existing NoN models [12, 21] describe the availability state of the NoN while considering the interdependence among the component networks, but are yet to be applied to practical systems of information networks. A contribution of the present work is that we considered layered VNs with network slicing as an NoN. We then proposed the PV-NoN model that expresses the availability state of an NoN that comprises a PN and VNs. The most notable aspect of our proposed model is that it considers traffic conditions and interdependence among the VNs. In this model, there are three types of interdependence according to the strategy used to divide the physical resources. With type-SD, the interface buffer...
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on the physical nodes is divided statically. With type-UD, the buffer is undivided and the traffic among the VNs interferes with itself in a logical AND-like way, as seen in the C-NoN model. With type-DD, the buffer is usually undivided but is divided when there is congestion, in which case interference occurs in a logical OR-like way similarly to the B-NoN model.

To investigate a reliable NoN design in the assumed network virtualization environment, in our simulation experiments we measured the GCS and packet delay on an NoN to evaluate the availability and communication performance. In the first experiment, we compared the performance of the three types of PV-NoN model, and we confirmed that in every case type-DD achieves the highest availability and communication performance. This superiority of type-DD arise from combining the guaranteed resource utilization of type-SD and the utilization efficiency of type-UD. Furthermore, we confirmed that type-DD prevents the cascading of performance degradation even though it shares physical resources on P-interfaces similarly to type-UD. In that aspect, even when dealing with interdependent network systems other than those based on network slicing, there appears to be potential for improving the availability of the system by adopting the complementary dependence inspired by the B-NoN model. Regarding the application of brain functional networks, it is also the case that type-DD appears to be highly resilient to network failures, which is one of the most notable characteristics of brain networks [16, 134].

We also conducted simulation experiments in which we configured the intra/internetwork assortativity of network influencers. The evaluation results confirmed that when the internetwork connectivity is disassortative (i.e., $\theta < 0$), both the availability and communication performance are improved because influential nodes are not shared among the VNs, thereby avoiding interference among those nodes. When the intranetwork connectivity is assortative (i.e., $\theta > 0$), the availability is improved while the communication performance is degraded. Although the internetwork connectivity affects only the interdependence among the VNs, the intranetwork connectivity also influences the structural performance of each VN in addition to the aforementioned interdependence. In detail, assortative connectivity within VNs localizes the area of physical resource sharing, thereby decreasing the interference among the VNs. At the same time, the assortative connectivity creates a long and narrow topology for each VN, thereby increasing the delay for packet communication. In a more practical scenario assuming the IoT environment, a larger-scale NoN must be
considered, wherein the number of VNs or network components increases greatly. In that sense, optimizing the NoN’s structure would take an enormous amount of time and incur a huge computational cost. Consequently, structural configuration based on the assortativity of network influencers would help in designing reliable NoNs.

Because the main purpose of this paper was to deal with traffic fluctuations and interdependence on the assumed NoN environment, we configured the traffic pattern over the VNs in the simulation evaluation, which differentiates the performance among the three types of PV-NoN model. However, it would also be valuable to investigate the influence of network failures occurring on the PN as a future task. Because of the rapid development of the IoT network environment, where a skyrocketing of network scale, traffic amount, and service variety is expected, various types of NoN systems are expected to emerge in the IoT scenario. Consequently, it is our opinion that the findings in this paper will help to solve upcoming issues related to other NoN systems in the IoT environment besides VN environments based on network slicing.
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Conclusion

With the rapid development of information networks as social infrastructure, it has been imperative to establish methods for designing an NoN that is highly reliable under unpredictable fluctuations. To cope with this issue, we draw inspiration from brain functional networks: interdependent modular networks that have obtained robustness, scalability, and communication efficiency during the process of evolution. In this thesis, we investigated methods for designing reliable NoNs inspired by human brain networks, taking the connectivity and dependence between networks into consideration.

In Chap. 2, we first investigated the NoN structural design from the topological aspect of node connectivity focusing on the application of network influencers (i.e., the most influential elements over the entire network), and on assortativity between the networks, which represents the distinctive node degree correlation. The high reliability of human brain networks is known to be obtained by the network assortativity, one of the essential topological properties of brain networks. Here, we dealt with constructing not only a single network that possesses a specific degree of assortativity, but also an interconnected network where the assortativity between the component networks is specified, and therefore introduced a definition to measure assortativity between component networks based on the existing method of measuring assortativity between nodes. With respect to a single network, the results indicated that a decrease in assortativity provides high communication efficiency and distribution of communication load. Also we found, however, that excessive assortativity leads
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to poor network performance. On the other hand, for an interconnected network assortative connections between networks improve communication efficiency, whereas disassortative connections distribute the communication load.

In Chap. 3, we then investigated the reliable design of NoN from geographical aspect and consider connectivity between network components. When recapturing the structure of NoN from a wide-area viewpoint, it is necessary to take geometrical constraints into account and to consider how to efficiently connect network components with each other. Thus, we proposed a method for assigning internetwork links based on a connectivity model observed in the cerebral cortex of the brain. Inter-modular connectivity in the cerebral cortex achieves high reliability when dealing with the trade-off of geometrical constraints and communication performance on the large-scale networks composed of many modules (i.e., regions) and nodes (i.e., neurons). Furthermore, we considered how to assign endpoint nodes of the links between each component by controlling assortativity. Simulation experiments showed that the proposed method based on the cerebral cortex model can construct an NoN topology with an optimal combination of communication efficiency, robustness, and wiring cost. For the selection of endpoint nodes for the internetwork links, the results showed that high assortativity enhances the robustness and communication efficiency due to the existence of many intramodular links attached to the high-degree endpoint nodes in either network component.

Only the structural reliability on an NoN was investigated in the studies described above, but it is also imperative to consider the dependency between network components, since there are many cases where the service availability of a network is closely tied with the other interdependent networks in the upcoming IoT scenario. In Chap. 4, to deal with a more concrete and fundamental interdependent network scenario that realizes an IoT environment, we focused on the network slicing technology. This enhances the utilization of physical networks while causing interdependence among sliced virtual networks due to traffic fluctuations from one network to the others. Among the NoN models that consider mutual dependence among networks, existing studies showed that the behavior of a NoN model based on brain functional networks reproduces the complementary internetwork dependence and elucidates the mechanisms that suppress the propagation of local fluctuations. Hence, we finally proposed an NoN model assuming a virtualized network environment
that describes the availability state of nodes to deal with traffic fluctuations and interdependence among the virtual and physical networks. We assumed three fundamental types of interdependence among the networks for this model based on the existing NoN models, and confirmed that the one applying complementary interdependence inspired by brain functional networks achieves high availability and communication performance while preventing interference among the sliced networks. Furthermore, we also investigated a method for designing a reliable network structure for the proposed model. To this end, the deployment of network influencers was configured from the perspective of intra-/internetwork assortativity. Simulation experiments confirmed that availability or communication performance is improved when each sliced network is formed assortatively or disassortatively, respectively. Regarding internetwork assortativity, both the availability and communication performance were improved when the influencers are deployed disassortatively among the sliced networks.

The emergence of interconnectivity and interdependence in the future Internet seem inevitable along with the anticipated increase of service diversity. Hence, the studies presented in this thesis capture the essential effects of the structure and interdependence of an NoN with respect to reliability, robustness, communication efficiency, construction cost, and scalability. We proposed methods for constructing interconnected network topologies and for configuring the interdependence of networks for a reliable design of NoNs. Future work entails further research in exploring a reliable design for NoN that is composed of more heterogeneous network components. In the era of smart cities, various types of communication services and infrastructure services are interconnected over the Internet. With the application of our proposed methods onto a specific scenario, it would also be required to consider the difference of network elements in each networks and their interdependencies. Another possible topic for future research is to simulate more realistic constraints that are assumed in the IoT environment. A variety of predictable and unpredictable application scenarios are expected in the IoT, and thus the simulations in our works targeted general metrics. On the basis of the proposed methods in our works, analysis based on actual constraints will help designing networks for a more specific environment, such as a hierarchical structure, which can appear when considering a more massive interconnected networks. Besides, there still exists technical limitation on analysing brain networks with the current neuroimaging techniques. The future development of
neuroscience will further reveal other characteristic mechanisms of brain networks, and it will help resolve complex issues occurring on the sophisticated information networks.
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