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Abstract
In this paper we prove two results about SLF(Ūq), the algebra of symmetric linear forms on

the restricted quantum group Ūq = Ūq (sl(2)). First, we express any trace on finite dimensional
projective Ūq-modules as a linear combination in the basis of SLF(Ūq) constructed by Gain-
utdinov - Tipunin and also by Arike. In particular, this allows us to determine the symmetric
linear form corresponding to the modified trace on projective Ūq-modules. Second, we give the
explicit multiplication rules between symmetric linear forms in this basis.

1. Introduction

1. Introduction
Let Ūq = Ūq(sl(2)) be the restricted quantum group associated to sl(2) and SLF(Ūq) its

space of symmetric linear forms, which is naturally endowed with an algebra structure. In
[9] and [1], an interesting basis of SLF(Ūq) is introduced, that will be called the GTA basis
in the sequel, and whose construction is based on the simple and the projective Ūq-modules
(see section 3). In this paper, we prove two results about this basis, namely the relation
with traces on projectives modules, and the formulas for multiplication of symmetric linear
forms.

First, we show in the general setting of a finite dimensional k-algebra A that there is a
correspondence between traces on finite dimensional projective A-modules and symmetric
linear forms on A (Theorem 4.1). In the case of A = Ūq, the natural question is to express
the image of a trace through this correspondence in the GTA basis. We answer this question
and show that this basis is relevant with regard to this correspondence in Theorem 4.2. The
modified trace computed in [3] is an interesting example of a trace on projective Ūq-modules.
We determine the symmetric linear form corresponding to the modified trace, and get that it
is μ(K p+1·), where μ is a suitably normalized right integral of Ūq (see section 4.3). This last
result has been found simultaneously in [2] in a general framework including Ūq.

With regard to the structure of algebra on SLF(Ūq), a natural and important problem is to
determine the multiplication rules of the elements in the GTA basis. In section 5, we find
the decomposition of the product of two basis elements in the GTA basis. The resulting
formulas are surprisingly simple (Theorem 5.1). Note that a similar problem (namely the
multiplication in the space of q-characters qCh(Ūq), which is isomorphic as an algebra to
SLF(Ūq)) has been solved in [9], but I was not aware of the existence of this paper when
preparing this work. It turns out that our proofs are different. In [9], they use the fact that the
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multiplication in the canonical basis of (Ūq) is very simple. They first express the image of
their basis of qCh(Ūq) through the Radford mapping in the canonical basis of (Ūq). This
gives a basis of (Ūq) called the Radford basis. Then they use the -transformation of the
SL2(Z) representation on (Ūq) to express the Drinfeld basis (which is the image of their
basis of qCh(Ūq) by the Drinfeld map) in the Radford basis. This gives the multiplication
rules in the Drinfeld basis. Since the Drinfeld map is an isomorphism of algebras between
qCh(Ūq) and (Ūq), this gives also the multiplication rules in the GTA basis. Here we
directly work in SLF(Ūq). We first prove an elementary lemma which shows that there are
not many coefficients to determine, and then we compute these coefficients by using the
evaluation on suitable elements of Ūq.

To make the paper self-contained and fix notations, we recall some facts about the struc-
ture of Ūq and its representation theory in section 2. In section 3, we introduce SLF(Ūq) and
the GTA basis. We then state some properties that are needed to prove our results.

In [5], the GTA basis and its multiplication rules are extensively used to describe in detail
the projective representation of SL2(Z) (the mapping class group of the torus) on SLF(Ūq)
provided by the graph algebra of the torus with the gauge algebra Ūq (which is a quantum
analogue of the algebra of functions associated to lattice gauge theory on the torus).

Notations. If A is a k-algebra (with k a field), V is a finite dimensional A-module and

x ∈ A, we denote by
V
x ∈ End(V) the representation of x on the module V . We will work only

with finite dimensional modules and mainly with left modules, thus often we simply write
“module” instead of “finite dimensional left module”. The socle of V , denoted by Soc(V)
is the largest semi-simple submodule of V . The top of V , denoted by Top(V), is V/Rad(V),
where Rad(V) is the Jacobson radical of V . See [4, Chap. IV and VIII] for background
material about representation theory.

For q ∈ C \ {−1, 0, 1}, we define the q-integer [n] (with n ∈ Z) and the q-factorial [m]!
(with m ∈ N) by:

[n] =
qn − q−n

q − q−1 , [0]! = 1, [m]! = [1][2] . . . [m] for m ≥ 1.

In what follows q is a primitive 2p-root of unity (where p is a fixed integer ≥ 2), say q =
eiπ/p. Observe that in this case [n] = sin(nπ/p)

sin(π/p) , [p] = 0 and [p − n] = [n].
As usual, δi, j will denote the Kronecker symbol and In the identity matrix of size n.

2. Preliminaries

2. Preliminaries2.1. The restricted quantum group Ūq(sl(2)).
2.1. The restricted quantum group Ūq(sl(2)). As mentioned above, q is a primitive

root of unity of order 2p, with p ≥ 2. Recall that Ūq(sl(2)), the restricted quantum group
associated to sl(2), is the C-algebra generated by E, F,K together with the relations

Ep = F p = 0, K2p = 1, KE = q2EK, KF = q−2FK, EF = FE +
K − K−1

q − q−1 .

It will be simply denoted by Ūq in the sequel. It is a 2p3-dimensional Hopf algebra, with
comultiplication Δ, counit ε and antipode S given by the following formulas:



Symmetric Linear Forms and Traces on Ūq(sl(2)) 577

Δ(E) = 1 ⊗ E + E ⊗ K, Δ(F) = F ⊗ 1 + K−1 ⊗ F, Δ(K) = K ⊗ K,
ε(E) = 0, ε(F) = 0, ε(K) = 1,
S (E) = −EK−1, S (F) = −KF, S (K) = K−1.

The monomials EmFnKl with 0 ≤ m, n ≤ p − 1, 0 ≤ l ≤ 2p − 1, form a basis of Ūq,
usually referred as the PBW-basis. Recall the formula (see [11, Prop. VII.1.3]):

(1) Δ(EmFnKl) =
m∑

i=0

n∑
j=0

qi(m−i)+ j(n− j)−2(m−i)(n− j)
[
m
i

][
n
j

]
Em−iF jKl+ j−n ⊗ EiFn− jKl+m−i.

Recall that the q-binomial coefficients are defined by
[
a
b

]
= [a]!

[b]![a−b]! for a ≥ b.
Since K is annihilated by the polynomial X2p − 1, which has simple roots over C, the

action of K is diagonalizable on each Ūq-module, and the eigenvalues are 2p-roots of unity.
Due to the Hopf algebra structure on Ūq, its category of modules is a monoidal category

with duals. It is not braided (see [12]).

2.2. Simple and projective Ūq-modules.
2.2. Simple and projective Ūq-modules. The finite dimensional representations of Ūq

are classified ([15] and [7]). Two types of modules are important for our purposes: the sim-
ple and the projective modules. As in [6] (see also [10]), we denote the simple modules by
α(s), with α ∈ {±}, 1 ≤ s ≤ p. The modules ±(p) are simple and projective simultane-
ously. The other indecomposable projective modules are not simple. We denote them by
α(s) with α ∈ {±}, 1 ≤ s ≤ p − 1.

The module α(s) admits a canonical basis (vi)0≤i≤s−1 such that

(2) Kvi = αqs−1−2ivi, Ev0 = 0, Evi = α[i][s − i]vi−1, Fvi = vi+1, Fvs−1 = 0.

The module α(s) admits a standard basis
(
bi, x j, yk, al

)
0≤i,l≤s−1

0≤ j,k≤p−s−1
such that

(3)

Kbi = αqs−1−2ibi, Ebi = α[i][s − i]bi−1 + ai−1, Fbi = bi+1,

Eb0 = xp−s−1, Fbs−1 = y0,

Kxj = −αqp−s−1−2 jx j, Exj = −α[ j][p − s − j]x j−1, Fxj = x j+1,

Ex0 = 0, Fxp−s−1 = a0,

Kyk = −αqp−s−1−2kyk, Eyk = −α[k][p − s − k]yk−1, Fyk = yk+1,

Ey0 = as−1, Fyp−s−1 = 0,
Kal = αqs−1−2lal, Eal = α[l][s − l]al−1, Fal = al+1,

Ea0 = 0, Fas−1 = 0.

Note that such a basis is not unique up to scalar since we can replace bi by bi + λai (with
λ ∈ C) without changing the action.

In terms of composition factors, the structure of α(s) can be schematically represented
as follows (with the basis vectors corresponding to each factor and the action of E and F):
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(4)
Top (α(s)) � α(s), (bi)0≤i≤s−1

E��������������������
F

��������������������

E

��

(x j)0≤ j≤p−s−1,
−α(p − s)

F

��������������������
−α(p − s), (yk)0≤k≤p−s−1

E��������������������

Soc (α(s)) � α(s), (al)0≤l≤s−1

If we need to emphasize the module in which we are working, we will use the following
notations: vαi (s) for the canonical basis of α(s) and bαi (s), xαj (s), yαk (s), aαl (s) for a standard
basis of α(s) (these are the notations used in [1]).

Let us recall the Ūq-morphisms between these modules. Observe that α(s) is Ūq-
generated by vα0 (s) and α(s) is Ūq-generated by bα0 (s), so the images of these vectors suffice
to define Ūq-morphisms. α(s) is simple, so by Schur’s lemma EndŪq

(α(s)) = CId. Since


α(s) � Top (α(s)) � Soc (α(s))

there exist injection and projection maps defined by:

α(s) ↪→ α(s)
vα0 (s) �→ aα0 (s)

and
α(s) � α(s)
bα0 (s) �→ vα0 (s).

We have EndŪq
(α(s)) = CId ⊕ Cpαs and HomŪq

(α(s),−α(p − s)) = CPα
s ⊕ CP

α

s , where:

(5) pαs
(
bα0 (s)

)
= aα0 (s), Pα

s

(
bα0 (s)

)
= x−α0 (p − s), P

α

s

(
bα0 (s)

)
= y−α0 (p − s).

The other Hom-spaces involving only simple modules and indecomposable projective mod-
ules are null.

2.3. Structure of the bimodule Ūq

(
Ūq

)
Ūq

and the center of Ūq.
2.3. Structure of the bimodule Ūq

(
Ūq

)
Ūq

and the center of Ūq. Recall that if M is a left
module (over any k-algebra A), then M∗ = HomC(M, k) is endowed with a right A-module
structure, given by:

∀ a ∈ A, ∀ϕ ∈ M∗, ϕa = ϕ(a·)
where · is the place of the variable. We denote by R∗(M) the so-defined right module. Note
that if we define R∗( f ) as the transpose of f , then R∗ becomes a contravariant functor. If A
is a Hopf algebra, one must be aware not to confuse R∗(M) with the categorical dual M∗,
which is a left module on which A acts by:

∀ a ∈ A, ∀ϕ ∈ M∗, aϕ = ϕ(S (a)·).
Lemma 2.1. The right Ūq-module R∗(α(s)) admits a basis (v̄i)0≤i≤s−1 such that

v̄iK = αq1−s+2iv̄i, v̄iE = α[i][s − i]v̄i−1, v̄0E = 0, viF = v̄i+1, v̄s−1F = 0.

The right Ūq-module R∗(α(s)) admits a basis
(
b̄i, x̄ j, ȳk, āl

)
0≤i,l≤s−1

0≤ j,k≤p−s−1
such that
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b̄iK = αq1−s+2ib̄i, b̄iE = āi−1 + α[i][s − i]b̄i−1, b̄iF = b̄i+1,

b̄0E = x̄p−s−1, b̄s−1F = ȳ0,

x̄ jK = −αq−p+s+1+2 j x̄ j, x̄ jE = −α[ j][p − s − j]x̄ j−1, x̄ jF = x̄ j+1,

x̄0E = 0, x̄p−s−1F = ā0,

ȳkK = −αq−p+s+1+2kȳk, ȳkE = −α[k][p − s − k]ȳk−1, ȳkF = ȳk+1,

ȳ0E = ās−1, ȳp−s−1F = 0,
ālK = αq1−s+2lāl, ālE = α[l][s − l]āl−1, ālF = āl+1,

ā0E = 0, ās−1F = 0.

Such basis will be termed respectively a canonical basis and a standard basis in the sequel.

Proof. Let (vi)0≤i≤s−1 be the basis dual to the canonical basis given in (2). Then v̄i = v
s−1−i

gives the desired result. Similarly, let
(
bi, x j, yk, al

)
0≤i,l≤s−1

0≤ j,k≤p−s−1
be the basis dual to a standard

basis given in (3). Then

b̄i = as−1−i, x̄ j = y
p−s−1− j, ȳk = xp−s−1−k, āl = bs−1−l

gives the desired result. �

We denote by Ūq

(
Ūq

)
Ūq

the regular bimodule, where the left and right actions are respec-

tively the left and right multiplication of Ūq on itself. Recall that a block of Ūq

(
Ūq

)
Ūq

is just

an indecomposable two-sided ideal (see [4, Section 55]). The block decomposition of Ūq is
(see [6])

Ūq

(
Ūq

)
Ūq
=

p⊕
s=0

Q(s)

where the structure of each block Q(s) as a left Ūq-module is:

(6)
Q(0) � p−(p), Q(p) � p+(p),
Q(s) � s+(s) ⊕ (p − s)−(p − s) for 1 ≤ s ≤ p − 1

and the structure of each block as a right Ūq-module is:

Q(0) � pR∗(−(p)) , Q(p) � pR∗(+(p)) ,
Q(s) � sR∗(+(s)) ⊕ (p − s)R∗(−(p − s)) for 1 ≤ s ≤ p − 1.

The following proposition is a reformulation of [6, Prop. 4.4.2] (see also [10, Th. II.1.4]).
It will be used for the proof of Theorem 4.2.

Proposition 2.1. For 1 ≤ s ≤ p − 1, the block Q(s) admits a basis(
B++ab (s), X−+cd (s), Y−+e f (s), A++gh (s), B−−i j (s), X+−kl (s), Y+−mn (s), A−−or (s)

)
with 0 ≤ a, b, d, f , g, h, k,m ≤ s − 1, 0 ≤ c, e, i, j, l, n, o, r ≤ p − s − 1, such that

1. ∀ 0 ≤ j ≤ s − 1,
(
B++i j (s), X−+k j (s), Y−+l j (s), A++m j (s)

)
0≤i,m≤s−1

0≤k,l≤p−s−1
is a standard basis of

+(s) for the left action.

2. ∀ 0 ≤ j ≤ p − s − 1,
(
B−−i j (s), X+−k j (s), Y+−l j (s), A−−m j (s)

)
0≤k,l≤s−1

0≤i,m≤p−s−1
is a standard basis

of −(p − s) for the left action.
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3. ∀ 0 ≤ i ≤ s − 1,
(
B++i j (s), X+−ik (s), Y+−il (s), A++im (s)

)
0≤ j,m≤s−1

0≤k,l≤p−s−1
is a standard basis of

R∗ (+(s)) for the right action.

4. ∀ 0 ≤ i ≤ p − s − 1,
(
B−−i j (s), X−+ik (s), Y−+il (s), A−−im (s)

)
0≤k,l≤s−1

0≤ j,m≤p−s−1
is a standard basis

of R∗ (−(p − s)) for the right action.

The block Q(0) admits a basis
(
A−−i j (0)

)
0≤i, j≤p−1

such that

1. ∀ 0 ≤ j ≤ p − 1,
(
A−−i j (0)

)
0≤i≤p−1

is a standard basis of −(p) for the left action.

2. ∀ 0 ≤ i ≤ p − 1,
(
A−−i j (0)

)
0≤ j≤p−1

is a standard basis of R∗ (−(p)) for the right
action.

The block Q(p) admits a basis
(
A++i j (p)

)
0≤i, j≤p−1

such that

1. ∀ 0 ≤ j ≤ p − 1,
(
A++i j (p)

)
0≤i≤p−1

is a standard basis of +(p) for the left action.

2. ∀ 0 ≤ i ≤ p − 1,
(
A++i j (p)

)
0≤ j≤p−1

is a standard basis of R∗ (+(p)) for the right
action.

As in [6], the structure of Q(s) in terms of composition factors can be schematically repre-
sented as follows (each vertex represents a composition factor and is labelled by the basis
vectors of this factor):

(
B++ab (s)

)

E�����
��

��
��

F

�����������

E

��

(
B−−i j (s)

)

E�����
��

��
��

F

�����������

E

��

(
X−+cd (s)

)
F

�����������
(Y−+e f (s))

E
�����������

(
X+−cd (s)

)
F

�����������

(
Y+−mn (s)

)

E
������������

(A++gh (s)) (
A−−or (s)

)

for the left action, and
(
B++ab (s)

)
E

��������������������
F

��																																										

E

��

(
B−−i j (s)

)

E

		











































F


������������������

E

��

(
X−+cd (s)

)
F

��																																										 (Y−+e f (s))

E

��������������������
(
X+−cd (s)

)

F


������������������

(
Y+−mn (s)

)

E

		











































(A++gh (s)) (
A−−or (s)

)

for the right action.
The knowledge of the structure of the bimodule Ūq

(
Ūq

)
Ūq

allows us to determine the center

of Ūq. Indeed, each central element determines a bimodule endomorphism and conversely.
Recall from [6] that (Ūq) is a (3p − 1)-dimensional algebra with basis elements es (0 ≤
s ≤ p) and w±t (1 ≤ t ≤ p − 1). The element es is just the unit of the block Q(s), thus by (6)
and (4) the action of es on the simple and the projective modules is given by
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(7)

For s = 0, e0v
+
0 (t) = 0, e0v

−
0 (t) = δt,pv

−
0 (p), e0b±0 (t) = 0,

For 1 ≤ s ≤ p − 1, esv
+
0 (t) = δs,tv

+
0 (s), esv

−
0 (t) = δp−s,tv

−
0 (p − s),

esb+0 (t) = δs,tb+0 (s), esb−0 (t) = δt,p−sb−0 (p − s),
For s = p, epv

+
0 (t) = δt,pv

+
0 (p), epv

−
0 (t) = 0, epb±0 (t) = 0

while for the elements w±s :

(8)
w+s v

±
0 (t) = 0, w+s b+0 (t) = δs,ta+0 (s), w+s b−0 (t) = 0,

w−s v±0 (t) = 0, w−s b+0 (t) = 0, w−s b−0 (t) = δt,p−sa−0 (p − s).

Observe that
+(s)
w+s = p+s ,

−(p−s)
w−s = p−p−s.

The action of the central elements on α(s) is enough to recover their action on every mod-
ule, using projective covers. From these formulas, we deduce the multiplication rules of
these elements:

(9) eset = δs,tes, esw
±
t = δs,tw

±
s , w±sw

±
t = 0.

Let us mention that the idempotents es are not primitive: there exists primitive orthogonal
idempotents es,i such that es =

∑
i es,i, see [1].

3. Symmetric linear forms and the GTA basis

3. Symmetric linear forms and the GTA basis
Let A be a k-algebra, and let SLF(A) be the space of symmetric linear forms on A:

SLF(A) = {ϕ ∈ A∗ | ∀ x, y ∈ A, ϕ(xy) = ϕ(yx)} .
If A is a bialgebra, then A∗ is an algebra whose product is defined by:

ϕψ(x) =
∑
(x)

ϕ(x′)ψ(x′′)

with Δ(x) =
∑

(x) x′ ⊗ x′′ (Sweedler’s notation, see e.g. [11, Chap. 3]). Then SLF(A) is a
subalgebra of A∗. Indeed, if ϕ, ψ ∈ SLF(A), we have:

ϕψ(xy) =
∑

(x),(y)

ϕ(x′y′)ψ(x′′y′′) =
∑

(x),(y)

ϕ(y′x′)ψ(y′′x′′) = ϕψ(yx)

which shows that ϕψ ∈ SLF(A). If moreover A is finite dimensional, then A∗ is a bialgebra
whose coproduct is defined by Δ(ϕ)(x ⊗ y) = ϕ(xy), but SLF(A) is not in general a sub-
coalgebra of A∗, see Remark 1 below.

Recall (see [6]) that there is a universal R-matrix R belonging to the extension of Ūq by
a square root of K. It satisfies RR′ ∈ Ū⊗2

q , where R′ = τ(R), with τ the flip map defined by
τ(x⊗y) = y⊗ x. Moreover Ūq is factorizable (in a generalized sense since it does not contain
the R-matrix) and K p+1 is a pivotal element, thus it is known from general theory that the
Drinfeld morphism which we denote  provides an isomorphism of algebras

(10)
 : SLF(Ūq)

∼→ (Ūq)
ϕ �→ (ϕ ⊗ Id)

(
(K p+1 ⊗ 1) · RR′

)
Let A be a k-algebra, and V an n-dimensional A-module. If we choose a basis on V , we
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get a matrix
V
T ∈ Matn(A∗), simply defined by

(11)
V
T (x) =

V
x

where
V
x is the representation of x ∈ A in End(V) expressed in the choosen basis. In our case,

we will always choose the canonical bases of the simple modules and standard bases of the
projective modules.

An interesting basis of SLF(Ūq) was found by Gainutdinov and Tipunin in [9] and by
Arike in [1]. To be precise, a basis of the space qCh(Ūq) of q-characters is constructed in
[9], but the shift by the pivotal element g = K p+1 provides an isomorphism

qCh(Ūq)
∼→ SLF(Ūq), ψ �→ ψ(g ·).

This basis is built from the simple and the projective modules. First, define 2p linear
forms1 χαs , α ∈ {±}, 1 ≤ s ≤ p, by:

(12) χαs = tr (
α(s)
T ).

They are obviously symmetric. Observe that χ+1 = ε is the unit for the algebra structure on
SLF(Ūq) described above. To construct the p−1 missing linear forms, observe with the help
of (4) that the matrix of the action on α(s) has the following block form in a standard basis:

α(s)
T =

(bi) (x j) (yk) (al)⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

α(s)
T 0 0 0 (bi)

Aα
s

−α(p−s)
T 0 0 (x j)

Bαs 0
−α(p−s)

T 0 (yk)

Hα
s Dα

s Cα
s

α(s)
T (al).

It is not difficult to see that these matrices satisfy the following symmetries:

A−p−s = C+s , B−p−s = D+s , D−p−s = B+s , C−p−s = A+s .

By computing the matrices
+(s)
(xy) =

+(s)
x

+(s)
y and

−(p−s)
(xy) =

−(p−s)
x

−(p−s)
y , these symmetries

allow us to see that the linear form Gs (1 ≤ s ≤ p − 1) defined by

(13) Gs = tr (H+s ) + tr (H−p−s)

is a symmetric linear form.
It is instructive for our purposes to see a proof that these symmetric linear forms are

linearly independent. Let us begin by introducing important elements for 0 ≤ n ≤ p − 1
(they are discrete Fourier transforms of (Kl)0≤l≤2p−1):

1The correspondence of notations with [1] is: T+s = χ+s , T−s = χ−p−s. The letter T is here reserved for the

matrices
V
T described above.
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Φαn =
1

2p

2p−1∑
l=0

(
αq−n)l Kl.

The following easy lemma shows that these elements allow one to select vectors which have
a given weight, and this turns out to be very useful.

Lemma 3.1. 1) Let M be a left Ūq-module, and let m+i (s) be a vector of weight qs−1−2i,
m−i (p− s) be a vector of weight −q(p−s)−1−2i = q−s−1−2i, m−i (s) be a vector of weight −qs−1−2i,
m+i (p − s) be a vector of weight q(p−s)−1−2i = −q−s−1−2i. Then:

Φ+s−1m+i (s) = δi,0m+0 (s), Φ+s−1m−i (p − s) = 0,

Φ−s−1m−i (s) = δi,0m−0 (s), Φ−s−1m+i (p − s) = 0.

2) Let N be a right Ūq-module, and let n+i (s) be a vector of weight q1−s+2i, n−i (p − s) be a
vector of weight −q1−(p−s)+2i = q1+s+2i, n−i (s) be a vector of weight −q1−s+2i, n+i (p − s) be a
vector of weight q1−(p−s)+2i = −q1+s+2i. Then:

n+i (s)Φ+s−1 = δi,s−1n+s−1(s), n−i (p − s)Φ+s−1 = 0,

n−i (s)Φ−s−1 = δi,s−1n−s−1(s), n+i (p − s)Φ−s−1 = 0.

Proof. It follows from easy computations with sums of roots of unity. �

We can now state the key observation.

Proposition 3.1. Let

ϕ =

p∑
s=1

(
λ+s χ

+
s + λ

−
s χ
−
s
)
+

p−1∑
s′=1

μs′Gs′ ∈ SLF
(
Ūq

)
.

Then:

λ+s = ϕ
(
Φ+s−1es

)
, λ−s = ϕ

(
Φ−s−1ep−s

)
, μs′ =

ϕ
(
w+s′

)
s′

=
ϕ(w−s′)
p − s′

.

Proof. It is a corollary of (7) and (8). Indeed, we have:

+(s)
T (et) = δs,t Is,

+(s)
T (w±t ) = 0,

−(s)
T (et) = δs,p−t Is,

−(s)
T (w±t ) = 0, H±s (et) = 0, H+s (w+s ) = δs,t Is,

H+s (w−t ) = 0, H−p−s(w
+
t ) = 0, H−p−s(w

−
t ) = δs,t Ip−s.

This gives the formula for μs. The formulas for λ±s follow from this and Lemma 3.1. �

If we have
∑p

s=1
(
λ+s χ

+
s + λ

−
s χ
−
s
)
+

∑p−1
s′=1 μs′Gs′ = 0, we can evaluate the left-hand side on the

elements appearing in Proposition 3.1 to get that all the coefficients are equal to 0. Thus we
have a free family of cardinal 3p−1, hence a basis of SLF(Ūq), since dim(SLF(Ūq)) = 3p−1
by (10).

Theorem 3.1. The symmetric linear forms χ±s (1 ≤ s ≤ p) and Gs′ (1 ≤ s′ ≤ p − 1) form
a basis of SLF(Ūq).
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Definition 3.1. The basis of Theorem 3.1 will be called the GTA basis (for Gainutdinov,
Tipunin, Arike).

Remark 1. Let ϕ ∈ SLF(Ūq). It is easy to see that ϕ(K jEnFm) = 0 if n � m. From this
we deduce that SLF(Ūq) is not a sub-coalgebra of Ū∗q. Indeed, write Δ(χ+2 ) =

∑
i ϕi ⊗ψi, and

assume that ϕi, ψi ∈ SLF(Ūq). Then 1 = χ+2 (EF) =
∑

i ϕi(E)ψi(F) = 0, a contradiction.

Remark 2. If we choose a basis of (Ūq), then its dual basis can not be entirely contained
in SLF(Ūq). Indeed, let ϕ =

∑p
s=0 λ

±
s χ
±
s +

∑p−1
s=1 μsGs ∈ SLF(Ūq). Then ϕ(w+s ) = sμs, ϕ(w−s ) =

(p− s)μs, and we see that there does not exist ϕ ∈ SLF(Ūq) such that ϕ(w+s ) = 1, ϕ(w−s ) = 0.
Hence, SLF(Ūq) ⊂ Ū∗q is not the dual of (Ūq) ⊂ Ūq.

4. Traces on projective Ūq-modules and the GTA basis

4. Traces on projective Ūq-modules and the GTA basis4.1. Correspondence between traces and symmetric linear forms.
4.1. Correspondence between traces and symmetric linear forms. Let A be a finite

dimensional k-algebra. We have an anti-isomorphism of algebras:

A→ EndA(A), a �→ ρa defined by ρa(x) = xa.

Observe that the right action of A naturally appears. Let t be a trace on A, that is, an element
of SLF(EndA(A)). Then:

t(ρab) = t(ρb ◦ ρa) = t(ρa ◦ ρb) = t(ρba).

So we get an isomorphism of vector spaces

{Traces on EndA(A)} = SLF (EndA(A)) → SLF(A)
t �→ ϕt defined by ϕt(a) = t(ρa).

whose inverse is:

SLF(A) → {Traces on EndA(A)} = SLF (EndA(A))
ϕ �→ tϕ defined by tϕ(ρa) = ϕ(a).

In the case of A = Ūq, we can express ϕt in the GTA basis, which will be the object of the
next section.

Let ProjA be the full subcategory of the category of finite dimensional A-modules whose
objects are the projective A-modules.

Definition 4.1. A trace on ProjA is a family of linear maps t = (tU : EndA(U)→ k)U∈ProjA

such that

∀ f ∈ HomA(U,V), ∀ g ∈ HomA(V,U), tV(g ◦ f ) = tU( f ◦ g).

We denote by ProjA
the vector space of traces on ProjA.

This cyclic property of traces on ProjA is one of the axioms of the so-called modified
traces, defined for instance in [8]. Note that this definition could be restated in the following
way (and could be generalized to other abelian full subcategories than ProjA).

Lemma 4.1. Let t = (tU : EndA(U) → k)U∈ProjA
be a family of linear maps. Then t is a

trace on ProjA if and only if:
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• ∀ f , g ∈ EndA(U), tU(g ◦ f ) = tU( f ◦ g),
• tU⊕V( f ) = tU(pU ◦ f ◦ iU)+ tV(pV ◦ f ◦ iV), where pU , pV are the canonical projection

maps and iU , iV are the canonical injection maps.

Proof. If t is a trace and f ∈ EndA(U ⊕ V), we have:

tU⊕V( f ) = tU⊕V((iU pU + iV pV) f ) = tU(pU f iU) + tV(pV f iV).

Conversely, let f : U → V , g : V → U. Define F = iV f pU ,G = iUgpV . Then FG = iV fgpV

and GF = iUg f pU . We have pUGFiU = g f , pVGFiV = 0, pU FGiU = 0, pV FGiV = fg,
thus:

tV( fg) = tU⊕V(FG) = tU⊕V(GF) = tU(g f ).

This shows the equivalence. �

Now, consider:

ΠA : ProjA
→ SLF(EndA(A))

∼→ SLF(A)
t = (tU)U∈Ob(ProjA) �→ tA �→ ϕt defined by ϕt(a) = tA(ρa).

Theorem 4.1. The map ΠA is an isomorphism. In other words, tA entirely characterizes
t = (tU).

Proof. For all the facts concerning PIMs (Principal Indecomposable Modules) and idem-
potents in finite dimensional k-algebras, we refer to [4, Chap. VIII]. We first show that ΠA

is surjective. Let:

1 = e1 + . . . + en

be a decomposition of the unit into primitive orthogonal idempotents (eie j = δi, jei). Then
the PIMs of A are isomorphic to the left ideals Aei (possibly with multiplicity). We have
isomorphisms of vector spaces:

HomA(Aei, Aej)
∼−→ eiAe j, f �→ f (ei).

For every ϕ ∈ SLF(A), define tϕAei
by:

tϕAei
( f ) = ϕ( f (ei)).

Let f : Aei → Aej, g : Aej → Aei, and put f (ei) = eia f e j, g(e j) = e jagei. Then using the
idempotence of the ei’s and the symmetry of ϕ we get:

tϕAei
(g◦ f ) = ϕ(g◦ f (ei)) = ϕ

(
(eia f e j)(e jagei)

)
= ϕ

(
(e jagei)(eia f e j)

)
= ϕ( f◦g(e j)) = tϕAej

( f◦g).

We know that every projective module is isomorphic to a direct sum of PIMs, so we
extend tϕ to ProjA by the following formula:

t⊕
l Al

( f ) =
∑

l

tAel(il ◦ f ◦ pl)

where pl and il are the canonical injection and projection maps. By Lemma 4.1, this defines
a trace on ProjA. We then show that ΠA(tϕ) = ϕ, proving surjectivity:
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ΠA(tϕ)(a) = tϕA(ρa) =
n∑

j=1

tϕAej

(
p j ◦ ρa ◦ i j

)
=

n∑
j=1

ϕ
(
p j ◦ ρa(e j)

)
=

n∑
j=1

ϕ
(
pAej(e ja)

)

=

n∑
j,k=1

ϕ
(
pAej(e jaek)

)
=

n∑
j=1

ϕ
(
e jae j

)
=

n∑
j=1

ϕ
(
ae j

)
= ϕ(a).

Note that we used that the e j’s are idempotents and that a =
∑n

j=1 ae j. We now show
injectivity. Assume that ΠA(t) = 0. Then:

∀ a ∈ A, tA(ρa) =
n∑

j=1

tAe j(p j ◦ ρa ◦ i j) = 0.

Let f : Aej → Aej, with f (e j) = e ja f e j. Since ρ f (e j)(el) = δ j,le ja f e j, we have p j ◦ρ f (e j) ◦ i j =

f and pl ◦ ρ f (e j) ◦ il = 0 if l � j. Hence:

tAe j( f ) = tA(ρ f (e j)) = 0.

Then tAe j = 0 for each j, so that t = 0. �

4.2. Link with the GTA basis.
4.2. Link with the GTA basis. We leave the general case and focus on A = Ūq. The

following theorem expresses ΠŪq
in the GTA basis.

Theorem 4.2. Let t = (tU)U∈ProjŪq
be a trace on ProjŪq

. Then:

ΠŪq
(t) = t+(p)(Id)χ+p + t−(p)(Id)χ−p +

p−1∑
s=1

(
t+(s)(Id)χ+s + t−(s)(Id)χ−s + t+(s)(p+s )Gs

)
.

Proof. First of all, we write the decomposition of the left regular representation of Ūq,
assigning an index to the multiple factors:

Ūq =

p−1⊕
s=1

⎛⎜⎜⎜⎜⎜⎜⎝
s−1⊕
j=0


+
j (s) ⊕ −j (s)

⎞⎟⎟⎟⎟⎟⎟⎠ ⊕
p−1⊕
j=0


+
j (p) ⊕ −j (p).

Thus, since t is a trace:

tŪq
(ρa) =

p−1∑
s=1

⎛⎜⎜⎜⎜⎜⎜⎝
s−1∑
j=0

t+j (s)

(
p+j (s) ◦ ρa ◦ i+j (s)

)
+ t−j (s)

(
p−j (s) ◦ ρa ◦ i−j (s)

)⎞⎟⎟⎟⎟⎟⎟⎠

+

p−1∑
j=0

t+j (p)

(
p+j (p) ◦ ρa ◦ i+j (p)

)
+ t−j (p)

(
p−j (p) ◦ ρa ◦ i−j (p)

)
.

Consider the following composite maps for 1 ≤ s ≤ p − 1 (note that the blocks appear
because ρa is the right multiplication by a):

h+s, j,a : +(s)
I+s, j−→ 

+
j (s)

i+j (s)

−→ Q(s)
ρa−→ Q(s)

p+j (s)

−→ 
+
j (s)

(
I+s, j

)−1

−→ 
+(s),

h−s, j,a : −(s)
I−s, j−→ 

−
j (s)

i−j (s)

−→ Q(p − s)
ρa−→ Q(p − s)

p−j (s)

−→ 
−
j (s)

(
I−s, j

)−1

−→ 
−(s),

where I+s, j and I−s, j are the isomorphisms defined by (see Proposition 2.1):
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I+s, j(b
+
i (s)) = B++i j (s), I+s, j(x+i (s)) = X−+i j (s), I+s, j(y

+
i (s)) = Y−+i j (s), I+s, j(a

+
i (s)) = A++i j (s),

I−s, j(b
−
i (s)) = B−−i j (p − s), I−s, j(x−i (s)) = X+−i j (p − s), I−s, j(y

−
i (s)) = Y+−i j (p − s),

I−s, j(a
−
i (s)) = A−−i j (p − s).

For s = p, consider:

h+p, j,a : +(p)
I+p, j−→ 

+
j (p)

i+j (p)

−→ Q(p)
ρa−→ Q(p)

p+j (p)

−→ 
+
j (p)

(
I+p, j

)−1

−→ 
+(p),

h−p, j,a : −(p)
I−p, j−→ 

−
j (p)

i−j (p)

−→ Q(0)
ρa−→ Q(0)

p−j (p)

−→ 
−
j (p)

(
I−p, j

)−1

−→ 
−(p)

where I+p, j and I−p, j are the isomorphisms defined by (see Proposition 2.1):

I+p, j(v
+
i (p)) = A++i j (p) and I−p, j(v

−
i (p)) = A−−i j (0).

Then for 1 ≤ s ≤ p − 1:

tα
j (s)

(
pα

j (s) ◦ ρa ◦ iα
j (s)

)
= tα(s)

(
hαs, j,a

)
and for s = p:

tα
j (p)

(
pα

j (p) ◦ ρa ◦ iα
j (p)

)
= tα(p)

(
hαp, j,a

)
.

We must determine the endomorphism hαs, j,a when a is replaced by the elements given in
Proposition 3.1. Using (8), we get:

∀ s′ � s, ∀ j, h±s′, j,w+s = 0 and h−s, j,w+s = 0

and:

∀ j, h+s, j,w+s = p+s .

Since this does not depend on j and since the block Q(s) contains s copies of +(s), we find
that tŪq

(ρw+s ) = st+(s)(p+s ). So by Proposition 3.1, the coefficient of Gs is t+(s)(p+s ).
Next, assume that 1 ≤ s ≤ p − 1, and let us compute hαs′, j,Φ+s−1es

. By (7), we see that

∀ s′ � {s, p − s}, ∀ j, h±s′, j,Φ+s−1es
= 0 and ∀ j, h−s, j,Φ+s−1es

= 0, h+p−s, j,Φ+s−1es
= 0.

Then, Proposition 2.1 together with Lemma 3.1 gives:

∀ j, h−p−s, j,Φ+s−1es
= 0 and ∀ 0 ≤ j ≤ s − 2, h+s, j,Φ+s−1es

= 0 and h+s,s−1,Φ+s−1es
= Id.

It follows that tŪq

(
ρΦ+s−1es

)
= t+(s)(Id). So by Proposition 3.1, the coefficient of χ+s is

t+(s)(Id).

We now consider h±s′, j,Φ−s−1ep−s
. This time, (7) shows that

∀ s′ � {s, p − s}, ∀ j, h±s′, j,Φ−s−1ep−s
= 0 and ∀ j, h−p−s, j,Φ−s−1ep−s

= 0, h+s, j,Φ−s−1ep−s
= 0.

Then, Proposition 2.1 together with Lemma 3.1 gives:

∀ j, h+p−s, j,Φ−s−1ep−s
= 0 and ∀ 0 ≤ j ≤ s − 2, h−s, j,Φ−s−1ep−s

= 0 and h−s,s−1,Φ−s−1ep−s
= Id.

It follows that tŪq

(
ρΦ−s−1ep−s

)
= t−(s)(Id). So by Proposition 3.1, the coefficient of χ−s is
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t−(s)(Id).
Finally, in the case where s = p:

∀ s′ � p, ∀ j, h±s′, j,Φ+p−1ep
= 0 and h−p, j,Φ+p−1ep

= 0.

Then, Proposition 2.1 together with Lemma 3.1 gives:

∀ 0 ≤ j ≤ p − 2, h+p, j,Φ+p−1ep
= 0 and h+p,p−1,Φ+p−1ep

= Id.

It follows that tŪq

(
ρΦ+p−1ep

)
= t+(p)(Id). So by Proposition 3.1, the coefficient of χ+p is

t+(p)(Id) One similarly gets the coefficient of χ−p . �

By Proposition 3.1, the coefficient of Gs is also given by: 1
p−s tŪq

(ρw−s ). Taking back the
notations of the proof above, we see using (8) that

∀ s′ � p − s, ∀ j, h±s′, j,w−s = 0 and h+p−s, j,w−s = 0

and:

∀ j, h−p−s, j,w−s = p−p−s.

Since this does not depend on j and since the block Q(s) contains p− s copies of −(p− s),
we find that tŪq

(ρw−s ) = (p − s)t−(p−s)(p−p−s). So by Proposition 3.1, the coefficient of Gs is
t−(p−s)(p−p−s). We thus have:

(14) t−(p−s)(p−p−s) = t+(s)(p+s ).

Note that there is an elementary way to see this. Indeed, the morphisms P+s and P̄−p−s defined
in (5) satisfy:

P̄−p−s ◦ P+s = p+s , P+s ◦ P̄−p−s = p−p−s.

Hence, we recover (14) by property of the traces. From this, we deduce the following
corollary.

Corollary 4.1. Let

ϕ =

p∑
s=1

(
λ+s χ

+
s + λ

−
s χ
−
s
)
+

p−1∑
s′=1

μs′Gs′ ∈ SLF
(
Ūq

)
.

Then the trace tϕ = Π−1
Ūq

(ϕ) associated to ϕ is given by:

tϕ
±(p)(Id) = λ±p , tϕ

±(s)(Id) = λ±s , tϕ
+(s′)(p+s′) = tϕ

−(p−s′)(p−p−s′) = μs′ .

4.3. Symmetric linear form corresponding to the modified trace on ProjŪq
.

4.3. Symmetric linear form corresponding to the modified trace on ProjŪq
. Let H be

a finite dimensional Hopf algebra. Let us recall that a modified trace t on ProjH is a trace
which satisfies the additional property that for U ∈ ProjH , for each H-module V and for
f ∈ EndH(U ⊗ V) we have:

tU⊗V( f ) = tU(trR( f ))

where trR = Id⊗ trq is the right partial quantum trace (see [8, (3.2.2)]). These modified traces
are actively studied, having for motivation the construction of invariants in low dimensional
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topology. We refer to [8] for the general theory in a categorical framework which encapsu-
lates the case of ProjH .

In [3], it is shown that there exists a unique up to scalar modified trace t = (tU) on ProjŪq
.

Uniqueness comes from the fact that +(p) is both a simple and a projective module. The
values of this trace are given by:

t+(p)(Id) = (−1)p−1, t−(p)(Id) = 1, t+(s)(Id) = (−1)s(qs + q−s),
t−(s)(Id) = (−1)p−s−1(qs + q−s), t+(s)(p+s ) = (−1)s[s]2 t−(s)(p−s ) = t+(p−s)(p+p−s).

Let H be a finite dimensional unimodular pivotal Hopf algebra with pivotal element g and
let μ ∈ H∗ be a right co-integral on H, which means that

∀ x ∈ H, (μ ⊗ Id)(Δ(x)) = μ(x)1.

From [14], we know that μ(g·) is a symmetric linear form. In the recent paper [2], it is
shown that modified traces on ProjH are unique up to scalar, and that the corresponding
symmetric linear forms are scalar multiples of μ(g·). Here, we show how Theorem 4.2 and
computations made in [9] (see also [1]) and [6] quickly allow us to recover this result in the
case of H = Ūq. First, recall that right integrals μζ of Ūq are given by:

μζ(FmEnK j) = ζδm,p−1δn,p−1δ j,p+1,

where ζ is an arbitrary scalar. Hence:

μζ(K p+1FmEnK j) = ζδm,p−1δn,p−1δ j,0.

Using formulas given in [9] (see also [1]2), we have (1 ≤ s ≤ p − 1):

e0 =
(−1)p−1

2p[p − 1]!2

p−1∑
t=0

2p−1∑
l=0

q−(−2t−1)lF p−1Ep−1Kl + (terms of lower degree in E and F),

es = αs

p−1∑
t=0

2p−1∑
l=0

q−(s−2t−1)lF p−1Ep−1Kl + (terms of lower degree in E and F),

ep =
1

2p[p − 1]!2

p−1∑
t=0

2p−1∑
l=0

q−(p−2t−1)lF p−1Ep−1Kl + (terms of lower degree in E and F),

where αs is given in the last page of [1] as:

αs = − (−1)p−s−1

2p[p − s − 1]!2[s − 1]!2

⎛⎜⎜⎜⎜⎜⎜⎝
s−1∑
l=1

1
[l][s − l]

−
p−s−1∑

l=1

1
[l][p − s − l]

⎞⎟⎟⎟⎟⎟⎟⎠ .
In order to simplify this, it is observed in [13, Proof of Proposition 2], that

s−1∑
l=1

1
[l][s − l]

−
p−s−1∑

l=1

1
[l][p − s − l]

=
−(qs + q−s)

[s]2 .

So, since:

[p − s − 1]!2[s − 1]!2 =
[p − 1]!2

[s]2 ,

2In notations of [1], we have es =
∑s

t=1 e+(s, t) +
∑p−s

u=1 e−(p − s, u).
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we get:

αs =
(−1)p−s−1

2p[p − 1]!2 (qs + q−s).

Using formulas given in [6] (see also [10, Prop. II.3.19]), we have:

w+s =
(−1)p−s−1

2p[p − 1]!2 [s]2sF p−1Ep−1 + (other monomials),

w−s =
(−1)p−s−1

2p[p − 1]!2 [s]2(p − s)F p−1Ep−1 + (other monomials).

We now use Proposition 3.1 to get the coefficients of μζ(K p+1·) in the GTA basis. For
instance:

μζ(K p+1w+s )
s

= ζ
(−1)p−s−1

2p[p − 1]!2 [s]2,

μζ(K p+1Φ+s−1es) =
αs

2p
μζ

⎛⎜⎜⎜⎜⎜⎜⎝K p+1F p−1Ep−1
p−1∑
t=0

2p−1∑
l, j=0

q−(s−1)(l+ j)+2tlKl+ j

⎞⎟⎟⎟⎟⎟⎟⎠

= ζ
αs

2p

p−1∑
t=0

2p−1∑
l=0

q2tl = ζαs.

Choose the normalization factor to be ζ = (−1)p−12p[p−1]!2, and let μ be the so-normalized
integral. Then:

μ(K p+1·) = (−1)p−1χ+p + χ
−
p +

p−1∑
s=1

(
(−1)s(qs + q−s)χ+s + (−1)p−s−1(qs + q−s)χ−s

+ (−1)s[s]2Gs

)
.

By Theorem 4.2, we recover ΠŪq
(t) = μ(K p+1·).

5. Multiplication rules in the GTA basis

5. Multiplication rules in the GTA basis
We mentioned in section 3 that SLF(Ūq) is a commutative algebra. In this section, we

address the problem of the decomposition in the GTA basis of the product of two elements
in this basis. The resulting formulas are surprisingly simple.

Let us start by recalling some facts. For every Ūq-module V , we define the character of V
as (see (11) for the definition of T ):

χV = tr(
V
T ).

This splits on extensions:

0→ V → M → W → 0 =⇒ χM = χV + χW .

Due to the fact that Ūq is finite dimensional, every finite dimensional Ūq-module has a
composition series (i.e. is constructed by successive extensions by simple modules). It
follows that every χV can be written as a linear combination of the χαs = χ

α(s). Moreover,
we see by definition of the product on Ū∗q that
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(15)
V⊗W
T =

V
T 1

W
T 2

where
V
T 1 =

V
T ⊗ Idim(W) and

W
T 2 = Idim(V) ⊗

W
T . Thus χV⊗W = χVχW . Hence multiplying

two χ’s is equivalent to tensoring two simples modules and finding the decomposition into
simple factors. This means that

vect(χαs )α∈{±},1≤s≤p
∼→ G(Ūq) ⊗Z C, χI �→ [I]

whereG(Ūq) is the Grothendieck ring of Ūq. By [6], we know the structure ofG(Ūq). Recall
the decomposition formulas (with 2 ≤ s ≤ p − 1):


−(1)⊗α(s) � 

−α(s), +(2)⊗α(s) � 
α(s−1)⊕α(s+1), +(2)⊗α(p) � 

α(p−1)

so that

(16) χ−1χ
α
s = χ

−α
s , χ+2χ

α
s = χ

α
s−1 + χ

α
s+1, χ+2χ

α
p = 2χαp−1 + 2χ−α1 .

We see in particular that χ+2 generates the subalgebra vect(χαs )α∈{±},1≤s≤p. The χαs are ex-
pressed as Chebyschev polynomials of χ+2 , see [6, section 3.3] for details.

Theorem 5.1. The multiplication rules in the GTA basis are entirely determined by (16)
and by the following formulas:

χ+2 G1 = [2]G2,(17)

χ+2 Gs =
[s − 1]

[s]
Gs−1 +

[s + 1]
[s]

Gs+1 for 2 ≤ s ≤ p − 2,(18)

χ+2 Gp−1 = [2]Gp−2,(19)

χ−1 Gs = −Gp−s for all s,(20)

GsGt = 0 for all s, t.(21)

Before giving the proof, let us deduce a few consequences.

Corollary 5.1. For all 1 ≤ s ≤ p − 1 we have:

Gs =
1

[s]
χ+s G1, χ+pG1 = 0.

It follows that (χ+s + χ
−
p−s)Gt = 0, and that  = vect(χ+s + χ

−
p−s, χ

+
p , χ

−
p)1≤s≤p−1 is an ideal of

SLF(Ūq).

Proof of Corollary 5.1. The formulas for χ+s G1 are proved by induction using χ+s+1 =

χ+s χ
+
2 − χ+s−1 together with formula (18). We deduce:

(χ+s + χ
−
p−s)Gt =

χ+t
[t]

(χ+s G1 + χ
−
p−sG1) =

χ+t
[t]

([s]Gs + [s]χ−1 Gp−s) = 0.

It is straightforward that  is stable by multiplication by χ+2 , so it is an ideal. �

Remark 3. We have χ
α(s) = 2

(
χαs + χ

−α
p−s

)
for 1 ≤ s ≤ p − 1. Thus  is generated by

characters of the projective modules. It is well-known that if H is a finite dimensional Hopf
algebra, then the full subcategory of finite dimensional projective H-modules is a tensor
ideal. Thus we can deduce without any computation that  is stable under the multiplication
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by every χI .

We now proceed with the proof of the theorem. Observe that we cannot apply Proposition
3.1 to show it since we do not know expressions of Δ(es) and Δ(w±s ) which are easy to
evaluate in the GTA basis. Recall ([12], see also [10]) the following fusion rules:


−(1) ⊗ α(s) � 

−α(s) for all s,(22)


+(2) ⊗ α(1) � 2−α(p) ⊕ α(2),(23)


+(2) ⊗ α(s) � 

α(s − 1) ⊕ α(s + 1) for 2 ≤ s ≤ p − 1,(24)


+(2) ⊗ α(p − 1) � 2α(p) ⊕ α(p − 2).(25)

They imply the following key lemma.

Lemma 5.1. There exist scalars γs, βs, λs, ηs, δs such that

χ+2 Gs = βsGs−1 + γsGs+1 + λs

(
χ+s−1 + χ

−
p−s+1 − χ+s+1 − χ−p−s−1

)
(for 2 ≤ s ≤ p − 2),

χ+2 G1 = γ1G2 + λ1

(
χ−p − χ+2 − χ−p−2

)
, χ+2 Gp−1 = βp−1Gp−2 + λp−1

(
χ+p−2 + χ

−
2 − χ+p

)
,

χ−1 Gs = ηsGp−s + δs

(
χ+p−s + χ

−
s

)
.

Proof. Let us fix 2 ≤ s ≤ p − 2; by (12), (13), (15) and (24) we have:

χ+2 Gs ∈ vect
(
+(2)
Ti j ·

+(s)
Tkl ,

+(2)
Ti j ·

−(p−s)
Tkl

)
i jkl
= vect

(
+(2)⊗+(s)

Ti jkl ,
+(2)⊗−(p−s)

Ti jkl

)
i jkl

= vect
(
+(s−1)

Ti j ,
+(s+1)

Ti j ,
−(p−s+1)

Ti j ,
−(p−s−1)

Ti j

)
i j

where
V
Ti j is the matrix element at the i-th row and j-th column of the representation matrix

V
T and

V⊗W
Ti jkl is the matrix element at the (i, j)-th row and (k, l)-th column of the representation

matrix
V⊗W
T . Hence, since χ+2 Gs is symmetric, it is necessarily of the form

χ+2 Gs = βsGs−1 + γsGs+1 + z1χ
+
s−1 + z2χ

+
s+1 + z3χ

−
p−s+1 + z4χ

−
p−s−1.

Evaluating this equality on K and K2, we find (since Gt(Kl) = 0 for all t and l):

[s − 1](z1 − z3) + [s + 1](z2 − z4) = 0, [s − 1]q2 (z1 − z3) + [s + 1]q2 (z2 − z4) = 0,

with [n]q2 =
q2n−q−2n

q2−q−2 . The determinant of this linear system with unknowns z1 − z3, z2 − z4

is 2 sin((s−1)π/p) sin((s+1)π/p)
sin(π/p) sin(2π/p) (cos((s + 1)π/p) − cos((s − 1)π/p)) � 0. Hence z1 = z3, z2 = z4.

Moreover, evaluating the above equality on 1, we find p(z1 + z2) = 0. Letting λs = z1, the
result follows. The other formulas are obtained in a similar way using (22), (23) and (25).

�

We will use the Casimir element C of Ūq to make computations easier. It is defined by:

C = FE +
qK + q−1K−1

(q − q−1)2 =

p∑
j=0

c je j +

p−1∑
k=1

(w+k + w
−
k ) ∈ (Ūq)
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where c j =
q j+q− j

(q−q−1)2 . The second equality is obtained by considering the action of C on the
PIMs α(s). Observe that

(26) ∀ x ∈ Ūq, χαs (Cx) = αcsχ
α
s (x), Gs(Cx) = csGs(x) + (χ+s + χ

−
p−s)(x).

Then by induction we get Gs(Cn) = npcn−1
s for n ≥ 1. We will also denote cK =

qK+q−1K−1

(q−q−1)2 .

Proof of Theorem 5.1. • Formula (18). We first evaluate the corresponding formula of
Lemma 5.1 on FE. It holds Gt(FE) = Gt(C) = p, (χ+t + χ

−
p−t)(FE) = (χ+t + χ

−
p−t)(C) = pct

for all t and χ+2 Gs(FE) = χ+2 (K−1)Gs(FE) = [2]p. Thus we get:

(27) βs + γs + (cs−1 − cs+1)λs = βs + γs − [s]λs = [2].

Next, we evaluate the formula of Lemma 5.1 on (FE)2. On the one hand,

(χ+2 Gs)
(
(FE)2

)
= χ+2 (K−2)Gs

(
(FE)2

)
= χ+2 (K−2)Gs

(
C2 − 2CcK + c2

K

)
= χ+2 (K−2)Gs(C2) = 2p(q2 + q−2)cs.

For the first equality, we used that ϕ(EiF jKl) = δi, jϕ(EiFiKl) for all ϕ ∈ SLF(Ūq), that
Gs(Kl) = 0 and that Gs(FEKl) = 0 for 1 ≤ l ≤ p − 1. The third equality is due to (26) and
to the fact that (χ+s + χ

−
p−s)(K

l) = 0 for 1 ≤ l ≤ p − 1. On the other hand, using again the
Casimir element,

βsGs−1

(
(FE)2

)
+ γsGs+1

(
(FE)2

)
+ λs

(
χ+s−1 + χ

−
p−s+1 − χ+s+1 − χ−p−s−1

)(
(FE)2

)
= βsGs−1

(
C2

)
+ γsGs+1

(
C2

)
+ λs

(
χ+s−1 + χ

−
p−s+1 − χ+s+1 − χ−p−s−1

)(
C2

)
= 2pcs−1βs + 2pcs+1γs + p(c2

s−1 − c2
s+1)λs.

Since c2
s−1 − c2

s+1 = −(q + q−1)cs[s], we get

(28) 2cs−1βs + 2cs+1γs − (q + q−1)cs[s]λs = 2(q2 + q−2)cs.

In order to get a third linear equation between βs, γs and λs, we use evaluation on Ep−1F p−1.
This has the advantage to annihilate all the χαt appearing in the formula of Lemma 5.1. First:

Ep−1F p−1bα0 (s) = Ep−1yαp−s−1(s) = (−α)p−s−1[p − s − 1]!2Esyα0 (s)

= (−α)p−s−1αs−1[p − s − 1]!2[s − 1]!2aα0 (s)

= (−α)p−s−1αs−1 [p − 1]!2

[s]2 aα0 (s)

(29)

and Ep−1F p−1 annihilates all the other basis vectors. Hence:

Gs(Ep−1F p−1) = 2(−1)p−s−1 [p − 1]!2

[s]2 .

Next by (1), we have:

χ+2 ⊗ Id
(
Δ(Ep−1F p−1)

)
= −[2]Ep−1F p−1 − q2Ep−2F p−2K.

As in (29), we find:

Ep−2F p−2Kbα0 (s) = (−α)p−sαsqs−1 [p − 1]!2

[s + 1][s]2 aα0 (s),
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Ep−2F p−2Kbα1 (s) = (−α)p−s−1αs−1qs−3 [p − 1]!2

[s − 1][s]2 aα1 (s)

and all the others basis vectors are annihilated. Hence:

Gs(Ep−2F p−2K) = 2(−1)p−s−1 [p − 1]!2

[s]2

q−2[2]
[s − 1][s + 1]

.

We obtain:

χ+2 ⊗Gs

(
Δ(Ep−1F p−1)

)
= 2(−1)p−s[p − 1]!2 [2]

[s − 1][s + 1]

and thus:

(30)
βs

[s − 1]2 +
γs

[s + 1]2 =
[2]

[s − 1][s + 1]
.

As a result, we have a linear system (27)–(28)–(30) between βs, γs and λs. It is easy to check
that βs =

[s−1]
[s] , γs =

[s+1]
[s] , λs = 0 is a solution. Moreover this solution is unique. Indeed, a

straightforward computation reveals that

det

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 −[s]

2cs−1 2cs+1 −(q + q−1)cs[s]
1

[s−1]2
1

[s+1]2 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ =
[s]2

[s − 1]2 +
[s]2

[s + 1]2 > 0.

• Formulas (17) and (20). Evaluating as above the corresponding formulas of Lemma
5.1 on FE and (FE)2, one gets linear systems with non-zero determinants. It is then easy to
see that β1 = [2], λ1 = 0 and ηs = −1, δs = 0 are the unique solutions of each of these two
systems.

• Formula (19). It can be deduced from the formulas already shown:

χ+2 Gp−1 = −χ+2χ−1 G1 = −χ−1 [2]G2 = [2]Gp−2.

• Formula (21). Recall the isomorphism of algebras  defined in (10). Taking into ac-
count that ϕ(KiFmEn) = 0 if n � m for any ϕ ∈ SLF(Ūq) and that Gs(Ki) = 0 for all i, and
making use of the expression of RR′ given in [6], we get:

(Gs) =
p−1∑
n=0

2p−1∑
j=0

⎛⎜⎜⎜⎜⎜⎜⎝
2p−1∑
i=0

(q − q−1)n

[n]!2 qn( j−i−1)−i jGs(K p+i+1EnFn)

⎞⎟⎟⎟⎟⎟⎟⎠ K jFnEn

=

p−1∑
n=1

2p−1∑
j=0

λ j,nK jFnEn

for some coefficients λ j,n (observe that n ≥ 1). From this it follows that for all α ∈ {±} and
1 ≤ r ≤ p − 1: (Gs)bα0 (r) ∈ Caα0 (r). By (7), we deduce that (Gs) ∈ vect(w±r )1≤r≤p−1 for
all s. Thus (GsGt) = 0, thanks to (9). �
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[15] R. Suter: Modules over Ūq(sl(2)), Commu. Math. Phys. 163 (1994), 359–393.

IMAG, Univ Montpellier
CNRS, Montpellier
France
e-mail: matthieu.faitg@umontpellier.fr



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.53333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 150
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


