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Abstract
Common head-mounted displays (HMDs) often require users to hold a con-
troller and perform noticeable movements for interaction. In some practical
use cases, however, it is difficult to perform such interaction, for example in a
crowded public space, when the hands are in use or for physically handicapped
users. Though some methods exist for supporting hands-free interaction, e.g.
performing gestures or making sound, they usually require noticeable activ-
ities, and thus is not completely hands-free or lack social acceptability. To
tackle this issue, this work focuses on the development and application of
eye-based user interfaces to HMDs for hands-free usability and improved user
experience. The focus can be distinguished into two aspects: a) pure hands-
free object manipulation of 6 degrees of freedom (DoF), and b) using eye data
to improve the functionality of HMDs.

In virtual reality (VR) and augmented reality (AR), gaze-based meth-
ods have been explored for decades as effective user interfaces for hands-free
interaction. While many methods use eye gaze to assist with hand-based ma-
nipulations, interfaces cannot yet provide completely gaze-based 6 degrees-of-
freedom (DoF) manipulations in an efficient manner. In this work, a novel
user interface, referred to as OrthoGaze, is introduced. OrthoGaze allows
the user to intuitively manipulate the three-dimensional position of a virtual
object using only eye or head gaze. This approach makes use of three se-
lectable, orthogonal planes, where each plane not only helps guide the user’s
gaze in an arbitrary virtual space, but also allows for 2-DoF manipulations
of object position. To evaluate the method, two user studies were conducted
involving aiming and docking tasks in VR to evaluate the fundamental char-
acteristics of sustained gaze aiming and to determine which type of gaze-based
control performs best when combined with OrthoGaze. Results showed that
eye gaze was significantly more accurate than head gaze for sustained aiming.
Additionally, eye and head gaze-based control for 3D manipulations achieved
78% and 96% performance, respectively, in comparison with a hand-held con-
troller. Subjective results also suggest that pure eye gaze-based manipulation
can comprehensively cause more fatigue than head gaze-based one. From the
experimental results, OrthoGaze is expected to become an effective method
for pure hands-free object manipulation in head-mounted displays.

Additionally, three methods are implemented and tested to handle rota-
tions of virtual objects using gaze, including RotBar: a method that maps
line-of-sight eye gaze onto per-axis rotations, RotPlane: a method that makes
use of orthogonal planes to achieve per-axis angular rotations, and RotBall:
a method that combines a traditional arcball with an external ring to handle
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user-perspective roll manipulations. The efficiency of each method is evalu-
ated by conducting a user study involving a series of orientation tasks along
different axes with each method. Experimental results showed that users
could accomplish single-axis orientation tasks with RotBar and RotPlane sig-
nificantly faster and more accurate than RotBall. On the other hand for
multi-axis orientation tasks, RotBall significantly outperformed RotBar and
RotPlane in terms of speed and accuracy. In addition, all three methods effec-
tively achieved over 70% matching with the misalignment less than 3 degrees
for single-axis tasks, and 70% matching of misalignments less than 6 degrees
for multi-axis tasks.

In practical use of optical see-through head-mounted displays (OST-HMDs),
users often have to manually adjust the brightness of virtual content to en-
sure that it is at the optimal level. Automatic adjustment is still a challenge,
largely due to the complexity of real world lighting and user perception. As a
step towards overcoming this issue, a novel method, referrd to as IntelliPupil,
is introduced. IntelliPupil uses eye tracking to properly modulate augmenta-
tion lighting for a variety of lighting conditions and real scenes. The system
first takes data from a small form factor light sensor and changes in the pupil
diameter from an eye tracking camera as passive inputs. The data is cou-
pled with user-controlled brightness selections, allowing the algorithm to fit a
brightness model to the user preference using a feed-forward neural network.
Using a small amount of training data, both the scene luminance and the pupil
size are used as inputs into the neural network, which can then automatically
adjust to a user’s personal brightness preference in real time. Experiments in
a high dynamic range AR scenario with varied lighting show that pupil size
is just as important as environment light for optimizing brightness and that
the system outperforms linear models.

The results of this work give implication and insights on the design and
applications of eye-based user interfaces for HMDs. The author believes that
the application of eye tracking technology can lead to great improvement of
human-HMD interaction.
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Chapter 1

Introduction

Virtual reality (VR) and augmented reality (AR) technologies have been re-
searched for decades and are now booming in popularity. With the rapid
improvement of processors and cameras, users can now easily reach VR and
AR applications even through portable equipment such as smart phones with
Google Cardboard. As the investment in VR and AR continues to rise,
more and more applications have been released to attract consumers in var-
ious fields. For example, Sephora Virtual Artist allows users to try virtual
makeovers from various real brands on their own photographs. Wayfair, an
online furniture shop, is providing an AR-based shopping experience where
customers can check the looking of the furniture in their own houses through
the camera of the smart phones. As the predicted market size of VR and
AR for different use cases can reach a value of $80 billion a year by 2025
(Bellini et al. (2016)), it is promising that the VR and AR have the potential
to become the next large computing platform in the future.

VR once showed a similar but temporary boom back in the 1990s when 3D
video games, such as Nintendo Virtual Boy and Virtuality, were introduced
by gaming companies. The boom eventually faded out because of the poor
graphics at the time and expensive prices. Nowadays, as consumer-oriented
computers are powerful enough to render virtual content of highly realistic
graphics, it seems that the VR and AR don’t suffer from the graphic quality
and prices that much as in the past. However, when it comes to the spread
of VR and AR, there still exist huge obstacles to overcome, among which the
user experience is considered as the biggest obstacle to mass adoption of both
VR and AR technologies (Karl et al. (2019)). Thus, it is essential to develop
novel approaches leading to the improvement of user experience.

The unsatisfying user experience of VR and AR can result from various
perspectives such as heavy and bulky hardware, complicated initialization and
calibration, and unfriendly interfaces etc. In many situations, excessive user
effort is considered as a huge load that needs to be reduced. As such, this
work contributes to the improvement of user experience of both VR and AR
by developing hands-free interaction methods that are compatible for modern
VR and AR devices.



2 Chapter 1. Introduction

1.1 Background

This section gives a brief introduction on head-mounted displays (HMDs)
with the interaction methods, as well as the eye tracking technology, followed
up with a discussion on the advantages of utilize eye tracking as a tool for
human-computer interaction (HCI) in VR and AR.

1.1.1 Head-mounted Displays

Back in 1935, a short science fiction story titled Pygmalion’s Spectacles was
presented by Stanley G. Weinbaum, where a professor invented a pair of gog-
gles which enables a movie that provides sight, sound, taste, smell and touch.
This story describes a comprehensive concept of VR, coupled with the goggle-
like display. In 1960, Morton Heilig presented Telesphere Mask which is con-
sidered as the world’s first HMD. Telesphere Mask provided stereoscopic im-
ages along with wide vision and stereo sound, but without any tracking and
sensing. Through decades of improvement and evolution, today more and
more HMDs with wider field of views and various sensors have been released
targeting VR and AR.

Categories. Based on its visual system, an HMD can be generally categorized
as an immersive HMD or an optical see-through HMD (OST-HMD), of which
the sample is shown in Fig. 1.1. An immersive HMD usually covers the whole
view of the user in order to provide a fully immersive VR experience. Thus,
the user can only see the generated virtual content and will not be able to view
the real world directly. On the other hand, an OST-HMD often uses optical
combiners, such as half mirrors, to optically combine the virtual content with
the real world directly in the user’s view. As a result, the display quality
is highly dependent on its optical system. Usually OST-HMDs would have
smaller field of views in comparison with the immersive HMDs due to the
technological limitations. Table 1.1 shows some main specifications of several
latest HMDs.

Interaction Methods. The way of interacting with a device is a determinate
factor on its user experience. For basic adjustments of the hardware such
as power-on or audio modulation, the most popular way is to use physical
buttons, e.g. buttons (Microsoft HoloLens, HTC Vive etc.) or touchpads
(Google Glass) on the HMD. At the same time, the essence of interacting with
the virtual environment in an HMD relies more on exploiting users’ natural
abilities rather than learned skills. While interacting with a conventional
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Figure 1.1: Sample images of immersive HMDs and OST-HMDs. Left: A user
wearing an immersive HMD which provides the user with a fully-immersive
VR experience and hence prevents the user from directly viewing the real
world. Right: A user wearing an OST-HMD which renders digital content
directly in the user’s field of view overlying the real world.

computer system requires a set of learned skills, e.g. typing with a keyboard
or clicking with a mouse, navigating through a virtual environment exploits
users’ intuitive activities, e.g. walking with feet or reaching out one’s hands
to grab something. Accordingly, common interaction methods for HMDs rely
upon users’ body movements.

Motion Controllers. As listed in Table 1.1, motion controllers have be-
come a major interaction tool for the immersive HMDs. Controllers work as an
extension of users’ arms for directly interacting with virtual objects nearby,
and can be coupled with other methods, e.g. spotlights (Liang and Green
(1994)) , raycasting (Mine (1996)), or scaling of the virtual world (Mine et al.
(1997)), for interaction out of reach. For controller-based interaction, users

Table 1.1: Specifications of various HMDs.

Device Resolution FoV [◦] Wireless Interaction Eye Tracking

a. Immersive
HTC Vive Cosmos 1440× 1700× 2 110 no motion controller no
HP Reverb 2160× 2160× 2 114 no motion controller no
HTC Vive Pro Eye 1440× 1600× 2 110 no motion controller yes
Oculus Rift S 1280× 1440× 2 115 no motion controller no
Oculus Quest 1440× 1600× 2 110 yes motion controller no

b. Optical see-through
Microsoft HoloLens 2 2K −− yes hand gesture, voice yes
Magic Leap One 1280× 960 40 yes hand-held pad no
MOVERIO BT-300 1280× 720 23 no hand-held pad no
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Figure 1.2: Images showing various interaction methods commonly used for
HMDs. Left: Hand-held controllers used for immersive HMDs. Center: Spe-
cific hand gestures utilized for interacting with Microsoft HoloLens. Right:
Talking with the voice interface (Cortana) on Microsoft HoloLens. All of the
three methods are noticeable from an observer’s perspective.

will often have to handhold one physical controller or a pair of controllers.
The controllers usually have integrated motion sensors such as gyroscopes
and accelerometers to track their basic movements. Additionally, to achieve
spatial tracking, controller-based interaction often requires other tracking de-
vices such as mounted cameras (inside-out methods) or fixed base stations
(Lighthouse). In general, the controller-based interaction has good capability
of interacting with VR content intuitively and accurately since it can reach a
6-degrees-of-freedom (6-DoF) manipulation in a relatively easy way comparing
with other methods.

Body Gestures. Besides motion controllers, body gestures, especially
hand gestures, have also become a basic interaction method. At the present
day, it is possible to track users’ hand motion as well as the fingertip move-
ments without the requirement for tracking visually distinct markers (Lee and
Hollerer (2007)), which has already been applied in industrial products. For
instance for Microsoft HoloLens, users can perform two basic hand gestures,
the Air Tap and the Bloom, to manipulate the digital content. In comparison
with controllers, gesture-based interaction frees users’ hands as it is not phys-
ically occupying hands, which is more user-friendly in case of OST-HMDs.
Also using one’s sense of position and orientation of his/her body and its
several parts, which is known as the proprioception (Boff et al. (1986)), can
helps with improving the intuitiveness of the interaction as well (Mine et al.
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(1997)).

Voice. While controllers and gestures can effectively help with the human-
HMD interaction, the requirements of excessive hardware and extensive body
movements still stand as huge obstacles causing highly fatiguing user expe-
rience. One approach to reducing the physical fatigue is to use voice as an
interaction tool. Voice user interfaces (VUIs) have been widely embedded into
our everyday life through smartphones and some assistant devices, e.g. Siri
and Cortana. A common advantage of a VUI is that it is simple and efficient
for users to make specified orders to the device, such as launching software
and searching for targets.

1.1.2 Problem Definition

In the world of science fiction literature, HMDs are often depicted as light,
easy-to-wear and intelligent devices, such as glasses or goggles that can sup-
port the user with necessary information, in arbitrary occasions and with
minimal interaction. This can be considered as one of the ultimate goals for
future HMDs. At the present day, however, HMDs are still far away from such
goal. HMDs are usually massive and requires extensive effort for interaction.
While the mass can be reduced along with the evolution of manufacture, the
improvement in interaction asks for more of inspiration in its methods.

One primary limitation for the popular controller-based interaction is that
the specified controllers occupy users’ hands and thus limit the hands’ funda-
mental functions, e.g. users cannot hold the controllers and a cup of coffee at
the same time. Besides, in some practical cases it is difficult to use controllers,
e.g. in a crowded train or for physically handicapped users. Gesture-based
interaction also suffers from such limitations. Thus hands-free interaction
methods requiring lower physical effort are needed.

Though VUIs exist as a straightforward method for hands-free HCI, it is
difficult to perform motion-based movements through VUIs, such as position-
ing objects. Besides, a VUI usually requires users to make sound (voice),
which has the same issue as gestures as it could become socially embarrassing
in some use cases. Thus, other hands-free methods of higher social accept-
ability need to be developed.

To tackle this issue, this work proposes eye-based interaction for improved
usability and user experience of HMDs.
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1.1.3 Eye Tracking

Eyes are one of the most salient features on the human face. As part of the
sensory nervous system, eyes provide the brain with optical information for
visual cognition of the outside world. Compared with other organs such as the
nose or ears, the action of eyes themselves are very active and noticeable. For
instance daily eye activities such as gaze movements or blinks can be easily
recognized from a third person’s perspective. There also exist some activities
that are subtle but still can be captured, e.g. changes in pupil size affected
by incoming light or undulating emotions.

Eye tracking can be facilitated by different methods that either use the
iris contour (Wu et al. (2007)), the pupil contour (Kassner et al. (2014)), or a
combination of iris/pupil contours with reflections of the environment in the
eye (Plopski et al. (2015); Guestrin and Eizenman (2006)). Krafka et al. (2016)
also proposed a eye tracking model trained by a convolutional neural network
fed with a large-scale dataset which can provide accurate eye tracking for
modern mobile devices. Through eye tracking, various information is available
regarding the features of the eye and its activities, e.g. eye gaze, eye pose,
pupil response, iris patterns and corneal reflections etc. (Fuhl et al. (2016);
Nakazawa and Nitschke (2012)). Additionally, information provided by eye
tracking also plays an essential role in understanding and interpretation of
adaptation, attention and cognition states.

As researchers’ interests in eye activities rose in the early 1900s, initial
eye tracking technologies were developed to track eye movements in reading
(Huey (1908)). Throughout years of research and development, the use of
eye tracking has expanded to numerous fields, providing tremendous insights
to various domains such as human vision and perception, education, medical
science and neuroscience (Duchowski (2002)). Recently, thanks to the rise in
the performance of computers and cameras, eye tracking has also been applied
to the development of novel user interfaces in the domain of HCI.

Eye Gaze-based User Interfaces. When users are interested in an object
they tend to look at that object. This tendency means that eye gaze can be a
natural modality for interaction with virtual content. Using the eye as an in-
teraction tool has several advantages. Firstly, the eye gaze can work as a fast
on-screen pointing cursor. Ware and Mikaelian (1986) observed that the eye
is faster than a mouse for performing pointing movements. Secondly, the eye-
tracking-based operation itself is easy to perform. Though sometimes it takes
time to get accustomed to a certain system, an eye-tracking-based user inter-
face can usually be actuated by basic eye activities such as gaze movements
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and dwelling. Therefore, unlike gesture-based user interfaces, less training
is needed for eye-based ones. Moreover, eye tracking is suitable for develop-
ing hands-free user interfaces. Hands-free interaction is rather important for
HMDs considering practical use cases. It not only helps with improving the
usability when hands are occupied by other tasks, but also has the potential
to raise the social acceptability of HMDs, as eye activities are much less no-
ticeable from a third perspective compared to other interaction methods such
as gestures or voice.

Midas Touch Problem. Although gaze is a natural modality, it suffers from
several issues such as poor stability and unintentional selections, also referred
to as the Midas Touch problem (Jacob (1995)). The Midas Touch problem can
result from a naive implementation that is without any form of triggering to
confirm the further interaction. For example, an interface of simply showing
detailed information of the item that the user’s eye gaze engages can cause a
circumstance that the information is displayed for everything the user looks
at despite whether he/she wants or not.

As the eye gaze is an extremely natural activity in daily life, for most
of the time users are not expecting a simple "look at" to actually "mean"
something. This makes the Midas Touch problem a critical issue for eye-
based user interface design, as a system with the Midas Touch problem can
annoy the user with unwanted responses and as a result prevent the user
from performing further engagements. Thus a friendly-designed eye-based
user interface should process the passive eye tracking inputs carefully in order
to avoid the Midas Touch problem.

Over the years researchers have developed different methods to overcome
the Midas Touch problem. A common solution to this problem is to utilize a
dwell timer that requires users to focus on the target object for a given time
period to differentiate between intentional focus and exploring gaze (Jacob
(1990)). Alternatively, users can confirm the selection through button clicks
(Jalaliniya et al. (2015)), speech (Beach et al. (1998)), and gaze gestures
(Istance et al. (2008); Kytö et al. (2018); Vidal et al. (2013a); Khamis et al.
(2018)).

1.1.4 Advantages of Eye Gaze-based Interaction

For human-HMD interaction, the eye gaze-based methods are considered to
be able to improve the user experience primarily from two perspectives.
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Low Manual Interaction Requirements. By using eye movements,
it is expected to effectively reduce the effort for interaction from the user’s
perspective. In comparison with traditional methods such as hand-held con-
trollers or gestures that require extensive body movements, making eye move-
ments requires less muscle effort, and hence can reduce the fatigue through
long-term use. Moreover, eye-based interaction can reduce, or completely cut
down the requirement of using hands. Freeing the hands enables users to
work with the HMD in a more efficient way, which meets the requirement of
developing HMDs that are without necessity of extensive hardware and can
be used in arbitrary occasions.

High Social Acceptability. You may not feel comfortable to use the
HMD in the street if other passengers are looking at you as if they are looking
at a weird person. That is to say, the social acceptability is also an impor-
tant factor to the user experience of HMDs. Compared to gestures or VUIs,
eye-based interaction is much less noticeable from a third perspective, which
contributes to the improvement of social acceptability of HMDs, since it is
observed that for human-HMD interaction, inputs that are less noticeable
are more socially acceptable from perspectives of both users and observers
(Alallah et al. (2018)).

The next section identifies particular issues this work is tackling regarding
human-HMD interaction, and summarizes the approaches to those issues along
with the main contributions.

1.2 Contributions

This work proposes eye-based methods to human-HMD interaction for im-
proving the user experience of HMDs. In this work, applying eye tracking
is subsequently composed of two subordinate aspects: 1) to provide pure
hands-free manipulation of high degrees of freedom and 2) to automating
functionality and reduce manual effort for using HMDs.

Gaze-based Three-dimensional Object Positioning. In VR and AR,
gaze-based methods have been explored for decades as effective user inter-
faces for hands-free interaction. Though several well-known gaze-based meth-
ods exist for simple interactions such as selection, no solutions exist for 3D
manipulation tasks requiring higher degrees of freedom (DoF). This work in-
troduces a novel user interface, referred to as OrthoGaze, that allows the user
to intuitively manipulate the three-dimensional position of a virtual object
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using only the eye or head gaze. This approach makes use of three selectable,
orthogonal planes, where each plane not only helps guide the user’s gaze in
an arbitrary virtual space, but also allows for 2-DoF manipulations of object
position.

To evaluate the method, this work conducted two user studies involving
aiming and docking tasks in virtual reality to evaluate the fundamental char-
acteristics of sustained gaze aiming and to determine which type of gaze-based
control performs best when combined with OrthoGaze. Results showed that
eye gaze was more accurate than head gaze for sustained aiming. Addition-
ally, eye and head gaze-based control for 3D manipulations achieved 78% and
96% performance, respectively, in comparison with a hand-held controller.
Subjective results also suggest that pure eye gaze-based manipulation can
comprehensively cause more fatigue than head gaze-based one. From the ex-
perimental results, OrthoGaze is expected to become an effective method for
pure hands-free object manipulation in head-mounted displays. In summary,
the contributions of this work are:

• This work presents a novel approach that enables hands-free adjustment
of virtual object position in HMDs.

• An experiment is conducted that evaluates sustained eye-gaze and head-
gaze aiming in a painting task. The results show that eye-gaze outper-
forms head-gaze in terms of accuracy. Furthermore, in some cases larger
areas can be covered with eye-gaze than head-gaze.

• The experimental results show that for 3D docking tasks, eye and head
gaze-based control with OrthoGaze can achieve 78% and 96% success
rates, respectively, when compared to a hand-held controller.

Gaze-based Three-dimensional Object Rotation. Hands-free manipu-
lation of 3D objects has long been a challenge for VR and AR. While many
methods use eye gaze to assist with hand-based manipulations, interfaces can-
not yet provide completely gaze-based 6-DoF manipulations in an efficient
manner.

To address this problem, this work explored three methods to handle ro-
tations of virtual objects using gaze, including RotBar: a method that maps
line-of-sight eye gaze onto per-axis rotations, RotPlane: a method that makes
use of orthogonal planes to achieve per-axis angular rotations, and RotBall:
a method that combines a traditional arcball with an external ring to han-
dle user-perspective roll manipulations. This work validated the efficiency of
each method by conducting a user study involving a series of orientation tasks
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along different axes with each method. Experimental results showed that users
could accomplish single-axis orientation tasks with RotBar and RotPlane sig-
nificantly faster and more accurate than RotBall. On the other hand for
multi-axis orientation tasks, RotBall significantly outperformed RotBar and
RotPlane in terms of speed and accuracy. In addition, all three methods effec-
tively achieved over 70% matching with the misalignment less than 3 degrees
for single-axis tasks, and 70% matching of misalignments less than 6 degrees
for multi-axis tasks. In summary, the contributions of this work are:

• Three different methods are implemented that improve upon existing
work and redesigned them to specifically address the needs of those who
need eye-only control to rotate virtual objects.

• A user study is conducted that compares these methods in different
situations to determine their suitability for simple and complex object
manipulations. The results show that RotBar and RotPlane are more
suitable for simple rotations and RotBall is more suitable for compli-
cated manipulations.

• Results of the user study revealed several observations that need to be
considered by future interfaces for gaze-based manipulation.

Automated Light Modulation for OST-HMDs. This work is mainly
dedicated to reducing the manual adjustment requirements for using OST-
HMDs. In practical use of OST-HMDs, users often have to adjust the bright-
ness of virtual content to ensure that it is at the optimal level. Automatic
adjustment is still a challenging problem, largely due to the bidirectional na-
ture of the structure of the human eye, complexity of real world lighting, and
user perception. Allowing the right amount of light to pass through to the
retina requires a constant balance of incoming light from the real world, ad-
ditional light from the virtual image, pupil contraction, and feedback from
the user. While some automatic light adjustment methods exist, none have
completely tackled this complex input-output system.

As a step towards overcoming this issue, this work introduces IntelliPupil,
an approach that uses eye tracking to properly modulate augmentation light-
ing for a variety of lighting conditions and real scenes. The system first takes
data from a small form factor light sensor and changes in the pupil diame-
ter from an eye tracking camera as passive inputs. The data is coupled with
user-controlled brightness selections, allowing the algorithm to fit a bright-
ness model to the user preference using a feed-forward neural network. Using
a small amount of training data, both the scene luminance and the pupil size
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are used as inputs into the neural network, which can then automatically ad-
just to a user’s personal brightness preference in real time. Experiments in a
high dynamic range AR scenario with varied lighting show that pupil size is
just as important as environment light for optimizing brightness and that the
system outperforms linear models. The primary contributions of this work
include:

• This work proposes a novel algorithm for OST-HMDs that accounts
for user preference, pupil size, and environment light to automatically
manage display brightness of OST-HMDs.

• The experimental results reveal that pupil size is just as important as
environment light for optimizing brightness and that IntelliPupil out-
performs linear adjustment methods in matching the user preference of
the display brightness.

1.3 Dissertation Overview

The remainder of this dissertation is composed as follows:
In Chapter 2, a survey is provided relating to the historical attempts on

exploring eye gaze-based user interfaces. The review of existing work is also
presented for better understanding and judgement of this dissertation. The
necessity and challenges regarding achieving hands-free interaction for HMDs
is subsequently introduced as the initial motivation of this work.

Chapter 3 introduces a novel method for achieving hands-free object ma-
nipulation for HMDs. An orthogonal-plane design is used to allow for pure
hands-free gaze-based manipulation. A comprehensive set of experiments is
conducted to verify the efficiency of this method in comparison with controller-
based manipulation. A summary discusses the experimental results along with
the implications.

Chapter 4 introduces a work that explores the efficiency and usability
of different gaze-based object rotation methods for HMDs. Three different
methods are presented and implemented, with a user experiment conducted
to reveal the quantitative performance and the qualitative user experience of
each method. A summary then discusses the experimental results along with
the implications.

Chapter 5 introduces a novel method for achieving hands-free light mod-
ulation of OST-HMDs. This method accounts for user’s pupil response and
uses it as an input to train a customized neural network in order to get a
user-calibrated model. A user experiment in a real scene is conducted to con-
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firm the effectiveness and the efficiency of the light modulation. A summary
discusses the experimental results along with the implications.

Chapter 6 summarizes and concludes this dissertation with a detailed
overview of the contributions and findings of this work, and discusses the
remaining challenges regarding the future development of hands-free human-
HMD interaction.



Chapter 2

Related Work

This chapter gives an introduction on related studies in the domain of eye
gaze-based HCI and systems enhanced with eye-based techniques, as well
as the further motivation for this work. Since highly related studies will
be also introduced in the chapter of each specific work, this chapter mainly
summarizes related studies in a broad sense.

2.1 Eye Gaze-based Interaction

Eye gaze has been proposed as an input paradigm for a number of applica-
tions. For example, Majaranta and Räihä (2007) proposed that text input
via eye gaze is possible. Their experimental results also show that small im-
provements in the interface design, e.g. adding a simple "click" that confirms
the selection by gaze, can lead to significant improvements in user experience
and satisfaction. Smith et al. (2005) explored the usage of eye gaze dwell as
a interaction means towards ubiquitous computers embedded in real objects.
Gaze has also been utilized for control of physical tools and robotics. For
example, Ktena et al. (2015) used sequential eye movements as an input for
hands-free wheelchair control and training. Theofilis et al. (2016) used gaze
for the remote teleoperation and viewing of an surrogate robot.

Eye gaze is also useful for supporting a number of object selection and
manipulation tasks (Johansson et al. (2001)). In most cases however, eye gaze
is used in combination with other input modalities. For example, Pouke et al.
(2012) introduced a system using gaze and hand gestures targeting object
manipulation on tablet devices. Stellmach and Dachselt (2013) proposed a
system that allows users to seamlessly manipulate 2D objects on smartphones
using a combination of head/eye gaze and screen touch.

While all these eye interactions are available, eye gaze has also been widely
explored as a means of interaction in the domain of VR and AR.
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2.1.1 Applications in VR and AR

In VR and AR, eye gaze can also be used as a means for automating certain
functions and for supporting object manipulation and selections.

Content Arrangement. It has been found that eye tracking can help with
content arrangement in VR and AR for improved user experience. Toyama
et al. (2015) introduced that gaze and vergence can be used for automated
control of dimming and brightening the screen to assist users with switching
from screen content to scene content (Fig. 2.1 Left). The system automat-
ically judges whether a user is engaged with virtual content in the display
or focusing on the real environment and then determines his or her cognitive
state. Based on these analytic capacities, several proactive system functions
are implemented including adaptive brightness, scrolling, messaging, notifica-
tion, and highlighting, which would otherwise require manual interaction. The
experimental results show robustness of the attention engagement and cogni-
tive state analysis methods. A majority of the participants (8/12) stated the
proactive system functions are beneficial.

Similarly, McNamara et al. (2018) proposed the use of gaze as a passive
input for annotation activation. Experimental results show that integrating
eye tracking into VR environments to dictate where and when textual infor-
mation is presented can improve performance when searching for contextual
information.

Object Selection and Manipulation. Eye gaze has been promoted as
a means for object selection in VR and AR. Tanriverdi and Jacob (2000)
proposed a system that uses eye gaze as a tool for selection in VR environ-
ments. They found through experiments that selection with eye gaze was
significantly faster than with hand pointing, especially for selecting distant
objects. As such, it is expected that the eye gaze could serve as a means to
perform fast interaction with interfaces in VR.

More recently, eye gaze has also been explored as a collaborative tool for
supporting object manipulation. For example, Song et al. (2014) proposed
GaFinC, a multi-modal method using finger and gaze for 3D manipulation
targeting computer-aided design (CAD). In GaFinC, the eye gaze is used as
the point of interest and has no function on actual manipulation. Pfeuffer
et al. (2017) introduced a comprehensive system where eye gaze is combined
with finger pinch gestures to achieve 3D manipulation in an immersive space.
In these systems, the user could firstly utilize eye gaze to select virtual objects
and then has to grab or manipulate them with hand gestures.
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Figure 2.1: Images showing gaze-based content arrangement method for OST-
HMDs (Toyama et al. (2015)). The entire interaction is driven by attention
engagement analysis and cognitive state analysis, and is implemented with
various proactive assist functions such as automatic dim, automatic text scroll
and attentive notification.

By including eye gaze, eye-hand collaborative systems benefit to a large
extent from the advantage of quick pointing afforded by eye selection. How-
ever, while many systems managed to use eye gaze to assist with hand-based
manipulations, interfaces cannot yet provide completely hands-free 6-DoF ma-
nipulation in an efficient manner. Achieving completely gaze-based manipu-
lations asks for large-scaled prototyping and user studies, which still remains
unexplored in the domain.

2.1.2 Addressing the Midas Touch Problem

As introduced in Sec. 1.1.3, simply implemented eye gaze-based user interfaces
can lead to unintended triggering by users, which is known as the Midas Touch
Problem. Since it can severely impact the user experience, the Midas Touch
Problem is a critical factor for researchers and developers to pay attention to
while designing eye gaze-based user interfaces. Over decades various methods
have been explored to tackle the issue.

Pursuit-based Approaches. Drewes and Schmidt (2007) suggested that
using complex eye gestures as an input modality can effectively avoid the Mi-
das Touch problem. Following the same concept, Vidal et al. (2013a) proposed
Pursuits, where the system makes a response only when it judges that the user
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Figure 2.2: Images showing gaze-supported object manipulation in VR and
AR. Left: A user can use eye gaze to target virtual objects and use finger
gestures for further manipulation (Pfeuffer et al. (2017)). Right: A gaze-
supported CAD system where eye gaze is used as the point of interest, coupled
with finger-based manipulation (Song et al. (2014)).

is pursuing a specific moving trajectory displayed on the monitor (Fig. 2.3
Left). Given the difference between gaze movements and moving trajectories,
the Pursuits algorithm is able to detect specific eye movements and allows
for gaze-based selections. The experimental results showed that the Midas
Touch Problem can be effectively avoided, and that users can interact with
pursuit-based interfaces without prior knowledge or preparation phase.

Follow-up research by Khamis et al. (2018) showed that pursuit-based
interfaces are compatible of HCI in the VR environment. Mattusch et al.
(2018) also found that users can still select targets quickly via Pursuits even
if their trajectory is up to 50% hidden, and at the expense of longer selection
times when the hidden portion is larger.

Dual-gaze-based Approaches. Mohan et al. (2018) proposed DualGaze
to avoid the Midas Touch Problem when selecting objects by applying a dis-
tinctive two-step confirmation. Once users gaze upon a selectable object, a
confirmation flag pops up next to the object at a location where the users’
gaze just passed through. This trajectory-adaptive flag placement strategy re-
duces the chance of unintended triggering by requiring a returning gaze back
to the flag. The experimental results showed that the gual-gaze-based inter-
face works efficiently enough for selection tasks in VR environments and can
help reduce the unintended selection made by users.

Piumsomboon et al. (2017) also proposed novel dual-gaze-based, pursuit-
based and head gaze-based user interfaces in VR environments. The interfaces
are evaluated compared with the gaze-dwell-based method. Their experimen-
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Figure 2.3: Images showing the Pursuits and DualGaze methods. Left: Pur-
suits matches user’s smooth eye pursuits with on-screen moving objects (Vidal
et al. (2013a)). Right: The stages of the DualGaze method, with the red eye
denoting the user’s gaze point, involving a user’s gaze travelling through but-
tons 1 and 2 to confirm the user’s desired choice, button 3. The confirmation
flag is positioned inconsistently from the gaze trajectory and thus forces the
user to gaze back to confirm (Mohan et al. (2018)).

tal results showed that the three methods above have similar performance as
the gaze-dwell-based method but have superior user experience.

While both pursuit-based and dual-gaze-based methods can effectively
help with avoiding the Midas Touch Problem, however, they are designed
for selection tasks and none of them has achieved interaction of higher DoF.

2.2 Systems Enhanced with Eye-based Techniques

Eye movements have the ability to provide insights into visual, cognitive and
attentional aspects of human performance that are essential to the study of
human factors. As such, the analysis of eye movements can also serve as
a powerful additional mechanism for measuring human factors to improve
system functionality in particular.

For example, eye tracking has been used for decades as an analytical tool of
human factors in simulators. Anders (2001) introduced a sophisticated flight
simulator certified for airline training. In their simulator, eye movements
contributed by providing the analysis of pilot attention allocation, where they
could specify the areas of interest within the primary flight display (which is
a main information source to the aircraft pilot in the cockpit). Graeber and
Andre (1999) examined pilots’ eye movements to understand visual attention
while using electronic moving maps in different visibility conditions. Ho et al.
(2001) measured drivers’ eye movements and fixations for analyzing visual
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search of traffic signs in high-clutter driving scenes.
While analysis of eye movements can provide important human factor in-

formation for using particular systems, it can consequently also be included
to enhance the system. Liu (1998) explored the possibility of analyzing eye
movements for understanding drivers’ mental processes to improve driving
comfort and safety. They showed that precise eye movement analysis is able
to enhance the system’s performance by enabling recognition of driver inten-
tions. Vertegaal (1999) introduced a gaze-aided multiparty communication
system. The system benefits from visualized eye gaze direction of each at-
tendee indicating "who is talking to whom, and who is talking about what."
More recently, eye trackers have become available for displaying the eye gaze
position of the online live streamers, usually when they are gaming 1. As
such, the audience can clearly understand in real-time what exact area on the
monitor the streamer is focusing on.

Although eye movements have been found useful for improving the func-
tionality of some systems, it is difficult to directly apply those insights to the
case of HMDs due to the different modalities. In addition to eye movements,
it is also expected that there exist other potential information accessible from
eye tracking that can enhance the functionality of HMDs. As eye trackers are
becoming more viable for HMDs, it is worthwhile to dig deeper in this unex-
plored domain for novel insights on eye-based factors that could particularly
benefit the performance and usability of HMDs.

2.3 Motivation

The work of this dissertation focuses on applying eye gaze-based approaches
specifically to human-HMD interaction. The focus falls into two aspects: 1)
to achieve pure hands-free human-HMD interaction of a high DoF, and 2)
to use eye-based factors to reduce manual adjustment requirements and thus
improve the functionality of the HMD.

2.3.1 Pure Hands-free Interaction of High DoF

While the existing gaze-hand collaborative approach can handle the manip-
ulation tasks, most of them use the eye gaze as a supportive tool for target
selection followed with the hand gestures for manipulation. Although some
2D interfaces use only eye gaze to select and perform actions (Hornof et al.
(2004)), there still lacks thorough work on pure eye gaze-based methods for

1https://gaming.tobii.com/software/ghost/
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object manipulation of high DoF (e.g. 3-DoF positioning and 3-DoF rota-
tion). Since object manipulation is the basic interaction with virtual objects,
it is necessary to explore methods that actually enables pure eye gaze-based
3D manipulation with high performance. In this dissertation, Chapter 3 and
Chapter 4 contributes to this topic.

2.3.2 Improving Functionality of HMDs

In practical use cases of HMDs, manual effort is often required for achieving
better user experience. For instance, users will need to adjust the bright-
ness of an OST-HMD in order to adapt to the lighting condition of the real
scene background. As the real scene condition changes from time to time,
the requirement of manual adjustments can become frequent. Such extensive
manual adjustment requirement can potentially damage the user experience
to a certain extent and thus needs to be reduced. While a real, scene-based
method is often used to enable automatic light adjustment, it is not efficient
since matching the user’s preference to a world sensor’s limited dynamic range
and the different field of view from the user’s actual perception can be diffi-
cult. To tackle this issue, Chapter 5 introduces an approach that uses real-time
pupil response data for automatic brightness adjustment of OST-HMDs.





Chapter 3

Gaze-based Three-dimensional
Object Positioning

3.1 Introduction

In recent years, head-mounted displays (HMDs) have enabled the use of virtual
and augmented reality (VR and AR). One persisting issue with content in
these devices is lack of the ability to author or manipulate content in a hands-
free manner.

Over the years, many different manipulation techniques have been devel-
oped that enable direct authoring (Bowman et al. (2004)), such as gesture-
based selection and manipulation (Van den Bergh and Van Gool (2011)), the
Go-Go technique (Poupyrev et al. (1996)), or avatar representation (Slater
et al. (2008); Argelaguet et al. (2016)) to name a few. Although these have
been shown to be efficient, they often require additional hardware and tracking
capabilities that may not always be available.

Furthermore, practical use cases exist, e.g. in a crowded public space or
small room, where the use of body gestures and peripheral objects could dis-
turb others or occlude surroundings. Research also suggests that performing
noticeable movements for interacting with a device may reduce its social ac-
ceptability (Alallah et al. (2018)). As such, interaction methods that do not
attract extensive attention and allow for discrete manipulation of content are
essential.

Handheld devices such as joysticks, mobile phones and tablets can help
address this problem (Mohr et al. (2019)). Nevertheless, the requirement
for peripheral devices makes interaction difficult when the user’s hands are
preoccupied or when using an additional device is not an option. Very recently,
commercial HMDs such as the Microsoft HoloLens 2, MagicLeap One and
HTC Vive Pro Eye, have begun to include integrated eye tracking, which has
great potential for enabling hands-free interaction.

The interest in eye-based interaction is partly due to the tendency to direct
our gaze towards objects we are interested in, which makes it a good indicator
of the user’s intention and focus (Langton et al. (2000)). Gaze techniques have



22 Chapter 3. Gaze-based Three-dimensional Object Positioning

been widely studied for use in 2D interfaces as a means of estimating the effects
of different interfaces on user focus (Takagi et al. (2001)), selection of items
(Colombo and Del Bimbo (1997)), or to design attentive interfaces that react
to the user’s gaze (Kumar et al. (2007)). While similar applications have
emerged on HMDs as well (Toyama et al. (2015)), it is difficult to directly
transfer interaction methods from a 2D to a 3D interface due to the higher
degrees of freedom.

Furthermore, although one can determine the user’s gaze point on the
screen, it is much more difficult to measure the depth at which the user is
focusing or for users to manipulate the focal depth voluntarily without a
reference object (Lee et al. (2017)).

The goals of this work are to address the need for a hands-free manipulation
method that is both discrete and can handle higher DoF operations. This work
presents OrthoGaze, a novel interface that allows users to manipulate the 3D
position of virtual objects using only eye or head gaze. As shown in Fig. 3.1,
users are presented with three semi-transparent orthogonal planes that define
three different interactive dimensions. Users can choose a plane on which they
want to move the object on and subsequently manipulate the position of the
object on that plane using gaze-plane intersection, i.e., the intersection of the
user’s gaze on the active plane. While OrthoGaze is in some ways similar
to INSPECT, which allows for 6-DoF control on mobile phones (Katzakis
et al. (2015)), it has the advantage of being hands-free, and does not require
external hardware.

In the past, some studies have found that head gaze outperforms eye
gaze (Qian and Teather (2017)), and others have found contrasting results
(Blattgerste et al. (2018)). Furthermore, these papers focused on selection in
2D tasks and have yet to consider manipulation in 3D. However, it is expected
that using head gaze for 3D manipulation requires more extensive and accu-
rate head movements than for 2D tasks. Performance can also be affected
by constraints of the head’s angular motion due to the limitations of neck
rotation (Kuo et al. (2018)). As OrthoGaze supports both eye and head gaze,
it is necessary to test how well each type of gaze-based control would perform
for 3D aiming and manipulation tasks. As such, the first step to evaluate Or-
thoGaze was to test a user’s ability to target different areas on the presented
planes to compare how accurately and easily users can adjust the targeting
location. The results show that depending on the targeted plane eye gaze can
outperform head gaze and in general was more accurate than head gaze.

A second experiment was then conducted to evaluate how well users could
reposition a virtual object to a target location at different depths. For this
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activate xy plane

activate yz plane

activate xz plane

stand-by

move on xz plane

move on yz plane

move on xy plane

Figure 3.1: OrthoGaze enables gaze-based position manipulation of virtual
objects in 3D. (left) The user can move the object on the three orthogonal
planes displayed around the object. (middle) When the user wants to select
a plane, it is highlighted, the other planes are dimmed out, and a dwell timer
indicates the selection. (right) After activating a plane, the user can move the
object around to adjust its 2-DoF position by looking at the target location
and confirming placement through a gaze dwell.

purpose, this work tested OrthoGaze with eye gaze, head gaze, and raycast-
ing controller for docking tasks as a comprehensive comparison. Though a
controller is not hands-free, a controller was chosen with raycast and trigger
selection as the baseline to determine how well head and eye gaze-based ma-
nipulation could match hand-based performance. As expected a controller
with raycast performed the best in both qualitative and quantitative mea-
sures, but OrthoGaze still enables efficient 3D manipulation for head and eye
gaze as well. At the same time, results were found contrasting from those of
experiment one. Participants rated eye gaze-based control lower than head
gaze-based control, and were more successful with head gaze than eye gaze.

In summary, contributions of this work are:

• This work presents OrthoGaze, a novel approach that enables hands-free
adjustment of virtual object position in HMDs.

• An experiment is conducted that evaluates sustained eye gaze and head
gaze aiming on planes. The results show that eye gaze outperforms head
gaze in terms of accuracy. Furthermore, in some cases larger areas can
be covered with eye gaze than head gaze.

• Results show that for 3D docking tasks, eye and head gaze-based control
with OrthoGaze can achieve 78% and 96% success rates, respectively,



24 Chapter 3. Gaze-based Three-dimensional Object Positioning

when compared to a hand-held controller.

3.2 Related Work

Most of the work related to this research primarily falls into two domains: (a)
methods for object position manipulation, and (b) gaze-supported interaction.

3.2.1 Object Position Manipulation

As described by Bowman et al. (2004) selection and manipulation is a basic el-
ement of 3D interaction with a large variety of hardware and software solutions
to facilitate it. The most natural interaction method is direct manipulation
of virtual objects by picking them up with our hands and manipulating their
location. The main limitation of this interaction technique is that it is only
applicable within our immediate vicinity. One way to address this limita-
tion is the world-in-miniature technique that presents a miniaturized version
of the world in front of the user that replicates any adjustments to virtual
objects to their counterpart (Stoakley et al. (1995)). Chae et al. (2018) ap-
plied the same idea in an AR context where they use a wall for supporting
the manipulation of distant virtual objects. Another common technique is
to use raycasting methods with a depth-manipulation technique, e.g., Go-Go
technique (Poupyrev et al. (1996)).

While these techniques require potentially large hand movements, minia-
ture mice (Nanayakkara et al. (2013)) and handheld devices (Katzakis et al.
(2015)) can provide discrete manipulation with virtual content. The most
basic form is the use of buttons that adjust the location of the virtual ob-
ject whenever they are activated or entry fields where the user can adjust the
position of the object (Castle and Murray (2009)). While this provides the
most control, it is time consuming. Instead of buttons, a virtual object can
be moved along displacement vectors of a joystick handle (Simon and Doulis
(2004)). INSPECT (Katzakis et al. (2015)) extends this idea to mobile de-
vices by combining the orientation tracking and touch-sensitive 2D surface
of a handheld device. The orientation of the device defines a virtual plane
centered at the object’s location, while translation of the user’s fingers on the
2D surface is interpreted as displacement of the virtual object on the pre-
defined plane. INSPECT facilitates different control modes where the pivot
mode fixes the plane at the original position of the object thus any further
rotation results in a displacement of the object, while the free-plane casting
mode always places the pivot of the plane at the location of the virtual ob-
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ject, thus any displacement must be initiated through swipe gestures on the
handheld device. Piekarski and Thomas (2004) also introduced a plane-based
system on mobile devices, enabling 3D modeling and manipulation of distant
AR content.

Though existing methods enable high-DoF positioning in the virtual envi-
ronment, most of them require extensive hardware, e.g. mice or touch panels,
which are difficult to apply to hands-free interactions.

3.2.2 Gaze-supported Interaction

When users are interested in an object, they tend to look at that object. This
tendency suggests that eye gaze can be a natural modality for interaction
with virtual content. It has commonly been used for selection in 2D and
3D environments (Johansson et al. (2001); Stellmach and Dachselt (2013)).
Advancement in eye tracking technology has led to a series of studies that
compare the performance of these targeting techniques with each other in
terms of accuracy and speed. Kytö et al. (2018) showed that using only eye-
gaze to target and select targets generally performs slower and less accurately
than head gaze or a combination of eye gaze with other modalities. These
results confirm previous findings by Qian and Teather (2017), who found that
head-gaze was more reliable than eye-gaze. At the same time, Blattgerste
et al. (2018) found that eye gaze outperformed head gaze in terms of accuracy,
speed, and task load. They also found that this advantage was more dominant
in HMDs with a larger field of view. They attributed this conclusion to more
reliable eye tracking in their evaluation. It is thus still unclear which method
will perform better in the long run.

After a target is selected with either eye gaze or head gaze, other methods
allow for manipulation of the object through hand gestures (Stellmach and
Dachselt (2013); Pfeuffer et al. (2017); Song et al. (2014)) or other controllers.
While few 2D interfaces use eye gaze for selection and manipulation (Hornof
et al. (2004)), no technique appears to be available that allows object ma-
nipulation in 3D using only eye gaze. This can be traced back to a variety
of reasons. Compared to interaction with 2D interfaces, AR and VR present
additional challenges for object selection and manipulation, for example han-
dling occluded objects or those in the same line of sight. The focus depth can
be derived either from the vergence of the user’s gaze (Lee et al. (2017)), by
selecting the object of interest from a list (Piumsomboon et al. (2017)), or
combining gaze with other modalities (Mardanbegi et al. (2019)). Although
the above methods can disambiguate between objects at different depths, the
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estimation is too coarse to accurately manipulate the object depth. Further-
more, it is difficult to manipulate the depth of an object after it was selected.

3.2.3 Further Motivation

Unlike other studies that use gaze either as a confirmation method or to sup-
port hand interactions, this work is dedicated to provide an tool that could be
carried out in an entirely hands-free manner. The goal for this work is to test
the designed interface to see how well it could help users intuitively manipu-
late a virtual object. Though OrthoGaze can also potentially be adapted for
rotation and scaling, this work thoroughly examines the fundamental proper-
ties of the method and its usability for translation tasks. Furthermore, since
previous studies found contradicting results on the efficiency of eye and head
gaze while focusing on 2D selection scenarios such as menus, it is also neces-
sary to study how these techniques perform in 3D scenarios where users have
to interact with objects at different depths.

3.3 Methodology

This section firstly discusses the process behind the development of a gaze-
only manipulation method. Because of constraints of the human visual sys-
tem, the design of OrthoGaze is fundamentally different from typical 2D or
touch-interface methods. This section then describes the design and use of Or-
thoGaze and why this works well for manipulating virtual objects. In general,
all units discussed in the following sections are relative to the world coordinate
system.

3.3.1 Constraints for Gaze-based Object Manipulation

When testing and brainstorming different methods for gaze-based object ma-
nipulation, two primary constraints were identified that needed to be ac-
counted for. The first is related to one of the inherent characteristics of gaze
fixations. Johansson et al. (2001) showed that gaze plays an important role
in leading movement during manipulation tasks. While a user is performing a
sustained manipulation of an object, as a natural response, his/her gaze will
tend to be fixated on the object as it travels to ensure that the manipulation
is carried out correctly. Thus, an interface should cause the smallest possible
eye gaze offset from the target object during the manipulation process. In
other words, the method benefits greatly from synchronously carrying out the
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manipulation with the user’s gaze, rather than with a clutch or secondary
mechanism.

Another main constraint is that although it is possible to estimate the
approximate gaze depth through eye tracking (Lee et al. (2017); Mardanbegi
et al. (2019)), consciously and precisely adjusting one’s gaze to an arbitrary
depth without guidance is very difficult. This highlights the necessity of pro-
viding a clear method to guide the user’s eyes, especially to a particular depth
in 3D space.

3.3.2 Orthogonal Plane Design

OrthoGaze is composed of three orthogonally intersecting square planes, as
shown in Fig. 3.2. Each plane indicates a 2-DoF space for manipulation in
virtual world coordinate space. For instance, the yellow plane in Fig. 3.2
denotes the world xy plane. This is a per-object design, where the three
planes are attached to each object at its geometric center.

The planes fulfill two roles during the manipulation. First, as noted in
Section 3.3.1, it is hard for an individual to focus his or her gaze at a particular
point in 3D space without a salient feature or object to focus on. As such, the
planes provide a surface onto which the user can focus to adjust the position
of an object. Second, the plane constrains the object movement to within
the plane even if other objects are in the user’s view. The three orthogonally
intersecting planes allow users to manipulate all 3 positional DoF where each
DoF can be manipulated by two planes. This design also ensures that users
always have access to at least one plane even at a poor viewing angle, mainly
when it is perpendicular to the user’s gaze. Additionally, to maintain general
visibility and accessibility, the size of all planes spln is scaled linearly based on
the distance to the object dobj as:

spln = sbsc × (1 + p× dobj) (3.1)

where sbsc denotes the size when dobj = 0 and p is a constant scaling factor.

3.3.3 Manipulation Mechanisms

OrthoGaze assists object manipulation through two main functions:
Plane activation In the default state all planes appear semi-transparent,

indicating that the user can trigger an interaction by looking at them. When
the gaze ray intersects with a plane, that plane is highlighted to indicate to the
user the detected selection. If the user’s gaze remains on the plane throughout
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Figure 3.2: Images showing an example of the baseline design of OrthoGaze.
(a) Three orthogonal planes with different colors intersecting at the geometric
center of the object, waiting for activation. (b) Highlighted X-Y plane by
user’s gaze dwelling. (c) Activated X-Y plane where user can position the
object at a 2-DoF level.

the dwell period, the system switches into object manipulation on this plane.
This trigger is based on whether or not the gaze ray is intersecting with a
given plane. Therefore, as long as the gaze point stays on that plane, the
user can still activate the manipulation even if the gaze is jittering or if the
estimation is slightly inaccurate.

2-DoF ManipulationOnce a plane is activated, its size expands to better
represent the positionable area, and the remaining planes temporarily become
transparent to allow seamless manipulation with the selected plane. The
object will then follow the intersection point of the user’s gaze ray and the
plane. This ensures that the object will always be at the location the gaze is
focused on.

Placement Finally, placement at the destination is triggered by another
gaze dwell. After this placement is completed, the system switches back into
its default state that shows all planes as semi-transparent.

To trigger the activation and selection, gaze dwell is detected as follows.
In eye gaze mode, gaze dwell at time t0 is calculated as an angular deviation
of eye gaze OE over a time period n:

OEt0 =
1

n

t0∑
t=t0−n

‖ arccos( ˆeyet · ˆheadt)− arccos( ˆeyet−1 · ˆheadt−1)‖ (3.2)

where ˆeye is a unit vector of eye gaze, ˆhead is a unit vector of head gaze and ·
is an operator of the inner product between vectors. The eye gaze is assumed
to be fixated at a location if OE is less than a threshold ts. Through initial
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tests, it is found to be more robust to detect natural eye gaze dwell using such
angular deviation rather than the exact gaze point.

In the head gaze mode, a dwell is detected if the head gaze deviation
OH ≤ ts, where

OHt0 =
1

n

t0∑
t=t0−n

‖ arccos( ˆheadt · ˆheadt−1)‖. (3.3)

Though a number of different selection methods are compatible with Or-
thoGaze, gaze dwell was chosen to avoid the Midas Touch problem (Jacob
(1995)) because it is easy to understand and prevalent in research. This de-
cision was also made as a trade off with accuracy to reduce necessary eye
movements and maintain intuitiveness.

3.4 User Study

The user study was aimed to investigate the efficiency and the effectiveness of
OrthoGaze. In addition, it is also necessary to test how head, eye, and con-
troller based manipulations would perform using this interaction paradigm.
To test this, two different tasks, painting (A) and docking (B) for simplicity,
were implemented to evaluate OrthoGaze both fundamentally and practically.
When participants entered the experiment room they first received an intro-
duction into the experiment tasks and an explanation of the different control
modes of OrthoGaze. After signing a consent they first completed task A
followed by task B. During the experiment participants remained seated on a
swivel chair and were asked not to stand up or move around. However, local
body movements were not physically restricted, and participants could rotate
their chair if necessary, which is natural when performing interactions in VR.
Participants could take a break between each trial if needed. Participants had
a training session before each task where they could practice all of the desig-
nated methods. After all trials, participants completed a custom survey (A.1)
related to the task and their experiences. Overall, the experiment took about
1 hour. The procedure of the experiment was approved by the institutional
review board of Osaka University Review Board.

3.4.1 Hardware and Participants

For the evaluation, an HTC Vive Pro Eye was used as the HMD, which has
integrated eye tracking cameras and provides relatively stable eye gaze data.
A virtual environment with the experiment tasks was set up using Unity
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(a) (b) (c) (d)

Figure 3.3: Images showing the content of task A. (a) The chessboard plane
used in the experiment. Participants were asked to paint the purple blocks
as fully as possible and avoid spilling onto the white blocks. Sample frames
of a participants’ views during the task are shown and represent the (b) Y-Z
plane, (c) X-Y plane, and (d) X-Z plane.

2018.3.2f1. The whole system was run on a desktop computer with an Intel
Xeon E5-2690 CPU and an NVIDIA GeForce GTX 970 GPU, at an average
frame rate of 60 frames per second. R 3.6.2 1 and coin 1.3-1 2 were used for
the statistical evaluation.

18 students and researchers were recruited from the local university, 15
male and 3 female, ranging in age from 21 to 38 (avg. 25.56, stdev. 4.22). 9
of them wore prescription glasses during the experiment. 10 of them had no
experience in eye-based human-computer interaction, while the remaining 8
had some experience (less than 5 times in total) before this experiment. All
participants received a gift card worth approximately 5 USD as remuneration.

For all eye gaze methods, the participant’s neck was not restricted, which
means the participants were allowed to perform natural eye movements sup-
ported by head movements.

3.4.2 Task A: Gaze-based Painting

As described in Sec. 3.3, OrthoGaze presents multiple planes in the world
coordinate system and allows users to translate objects within each plane for
a continuous period of time. In other words, the accuracy and speed with
which users can sustain gaze action can significantly affect performance. As
such a task was designed to compare aiming with head versus eye gaze.

1https://www.r-project.org/
2http://coin.r-forge.r-project.org/
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3.4.2.1 Hypotheses

Some evidence supports the hypothesis that head gaze has better performance
than eye gaze for discrete selection tasks in VR environments (Qian and
Teather (2017); Kytö et al. (2018)). In contrast to discrete tasks, OrthoGaze
requires continuous gaze movements in a large, dynamic range of distances,
i.e. 3D manipulations. Therefore task A was aimed to compare eye and head
gaze under continuous targeting. Following the insights from previous work
that examined gaze performance for discrete tasks and the expected higher
stability of head gaze compared to eye gaze, it was hypothesized that:

Ha1 Head gaze will allow for faster performance than eye gaze for distant,
continuous aiming tasks.

Ha2 Head gaze will be more accurate than eye gaze for distant, continuous
aiming tasks.

3.4.2.2 Task

The experiment was conducted in a virtual environment with a solid black
background. To evaluate the accuracy and the speed of sustained eye gaze
and head gaze behaviours, participants had to aim at indicated areas of a
target plane while avoiding other areas of the target. A 4 × 4 chessboard
pattern with 2 colors was used as as the target plane as shown in Fig. 3.3(a).
The checkerboard appeared at 3 different positions in the world coordinate
system for each gaze method, and each position represented a different 2-
DoF plane. Detailed specifications of the environmental setup are shown in
Table. 3.1. Note that the setup of the planes was selected empirically to cover
the specific fields of view of the HMD. This avoided severe view point shifts
caused by view point changes. For instance if the left plane were placed on
the participant’s left flank, it might appear the same as the front plane if he
or she turned left.

For a single trial, participants were required to use their head gaze or eye
gaze to aim at and cover as much as possible of the purple region on the plane

Table 3.1: Environment specifications of task A.

brush size plane size position (x, y, z) rotation (x, y, z)

left (−100, 1, 170) left (−90, 0, 0)

4× 4 120× 120 front (0, 1, 170) front (0, 0,−90)

ground (0,−21, 60) ground (0, 0, 0)

* Each plane is pivoted on its geometric center.
* Participants’ viewing point (head position) is located at (0, 1, 0).
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Figure 3.4: (top) Sample gaze points from a participant, projected onto 2D
planes. (middle and bottom) Images showing heat maps of gaze point cov-
erage results of task A over all participants. Note: to represent frequency of
gaze among all participants, each segment containing gaze points is counted
only once for each participant regardless of the total gaze points for that
participant. The brighter a region, the higher the gaze frequency.

within 60 [s], while avoiding aiming at the white region. The intersection
point of the gaze and the plane functioned as a square painting brush in blue.
Participants could not deactivate the painting during the trial, which means
participants would be painting whenever their eye gaze or head gaze intersects
with the plane. The experiment was conducted as a 2×3 within-subject study
with 2 gaze methods (eye and head gaze) and 3 plane orientations (left, front,
and ground) which resulted in 6 trials for each participant. The order of the
trials between participants was randomized. Before each trial participants
saw an outline of the plane location in the next trial and were informed which
gaze technique will be used. The experimenter toggled the next trial at which
point the plane became visible and users could paint the plane.

3.4.2.3 Results

Participants’ eye gaze point as well as the head gaze point were collected for
each frame when the gaze intersected with the target plane. From the collected
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data, trajectories were computed consisting of both eye gaze and head gaze
points, as shown in the top row of Fig. 3.4. For quantitative evaluations, each
plane was segmented into 24×24 regions, and evaluated the speed and the ac-
curacy of each gaze method by calculating the cover rate and the ratio of gaze
points falling onto target areas versus non-target areas. An Anderson-Darling
test showed that the data was not normally distributed, thus the Friedman’s
test was used to analyze variance when necessary, and the Wilcoxon signed
rank test was used for post-hoc tests. A threshold of p = 0.05 was used to
determine statistical significance. r = Z/

√
N is reported as the effect size for

all (post-hoc) test results, where Z is the statistical value and N is the total
sample size (Rosenthal (1994)).

For each participant, the cover rate is given by the ratio of covered correct
area compared to the overall target area. In other words, this represents how
much of the purple area participants painted blue. As all participants had
the same amount of time to cover as much of the target area as possible, the
cover ratio represents the speed with which participants can aim and adjust
their gaze in a continuous task.

As described above, the plane was segmented into 24 × 24 regions. If at
least one gaze point fell into a region, it would be counted as covered for this
participant. The middle and bottom rows in Fig. 3.4 show results of cover rates
of each plane condition for all participants visualized as frequency heat maps.
More detailed results of the gaze cover rate are shown in Fig. 3.5(a). Although
no statistically significant difference was found for cover rate when participants
aimed on left (Z = 0.762, r = 0.13, p > 0.05) and front plane (Z = 0.305, r =

0.05, p > 0.05), participants covered significantly less area with head gaze than
eye gaze for the ground plane (Z = 2.308, r = 0.38, p < 0.05). In general, no
significant difference was found when comparing the cover rate of both gaze
methods, regardless of the aimed plane (Z = 1.270, r = 0.12, p > 0.05).

The accuracy of the gazing was defined as the ratio of gaze samples that
fall into the correct areas over all gaze samples for a participant (Fig. 3.5(b)).
There were significant differences between eye gaze and head gaze for the left
(Z = 2.722, r = 0.45, p < 0.01), front (Z = 2.896, r = 0.48, p < 0.01) and
ground (Z = 3.070, r = 0.51, p < 0.01) plane. In all cases participants were
more accurate when using eye gaze than head gaze, which is also supported
by the data aggregated by method (Z = 4.886, r = 0.47, p < 0.001).
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For the results regardless of the gaze method (Fig. 3.5(c) and (d)), a
Friedman’s test showed a significant difference between each plane both in
the cover rate (χ2(2) = 20.72, p < 0.001) and the correct rate (χ2(2) =

8.39, p < 0.05). For the cover rate, a post-hoc Wilcoxon signed rank test
with Bonferroni correction showed a significant difference between left and
ground plane (Z = 3.456, r = 0.41, p < 0.001), and between front and ground
plane (Z = 4.313, r = 0.51, p < 0.001). For the correct rate, significant differ-
ence was found between left and front plane (Z = 2.671, r = 0.31, p < 0.05),
and between front and ground plane (Z = 2.765, r = 0.33, p < 0.05).

Participants were also asked to rate helpfulness, ease of use, and fatigue
for each method, but no statistically significant results was found for each
item.

3.4.2.4 Section Discussion

The results reject hypotheses Ha1 and Ha2. This result is different from pre-
vious findings that showed that head gaze outperforms eye gaze for selecting
near-field targets (Qian and Teather (2017)). One potential reason for this
is that the longer distance between the target and the user could have led to
higher difficulty of head gaze aiming compared to eye gaze, as users had to
utilize more muscles. When aiming on targets that are far away, finer control
is needed for head gaze since even small angular movement of the head can
cause a huge offset projected in the distance, while eye gaze can remain robust
in aiming accuracy since users aim with their eye gaze by directly looking at
the target position. Additionally, aiming was significantly less accurate on the
left and ground planes, as indicated by Fig. 3.5(d), which could have resulted
from the reduced perspective since the front plane was parallel to participants’
view and thus had better visibility compared to the other two. It was also
observed that participants had more difficulty aiming on the ground plane
than the other planes, as highlighted by the middle and lower right of Fig. 3.4
and Fig. 3.5(c) and (d). It is believed that this is because it was hard to rotate
the neck to cover all areas of the plane, as the ground plane was set to occupy
the area right at the participant’s feet.

3.4.3 Task B: Three-dimensional Docking

While task A evaluates the very basic performance of gaze-based methods
interacting with orthogonal planes, task B evaluates the actual usability of
OrthoGaze for manipulating the 3D position of virtual objects. As OrthoGaze
is intended for gaze-based interaction, it generally has good compatibility for
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raycast-based interaction. Thus task B was designed to compare the perfor-
mance of OrthoGaze with eye gaze, head gaze and a controller. While dwell
timing was used to trigger the different modes for eye gaze and head gaze, ray-
cast aiming coupled with button clicks was used in the controller condition.
In that sense, the controller condition serves as a best-case benchmark.

3.4.3.1 Hypotheses

From observations in Task A, it was expected that participants could utilize
OrthoGaze better with eye gaze than head gaze as it was more accurate and
faster. Furthermore, as the controller condition did not suffer from the con-
straint of the dwell time and possible unintentional activation, it was expected
to outperform other control conditions. Overall the following hypotheses were
set for task B:

Hb1 Participants will successfully complete the docking task more often and
more quickly when using the hand-held controller than head and eye
gaze.

Hb2 Participants will perform the docking task faster with eye gaze than
head gaze.

3.4.3.2 Task

For task B, participants were located at (0[m], 1[m], 0[m]) and had to move
a white cube, sized 0.5[m] × 0.5[m] × 0.5[m], from a fixed start position
(−1[m], 0.5[m], 5.5[m]) to several target positions using all three control meth-
ods described above with OrthoGaze. During each trial, a green cube with the
same size as the white cube appeared at one of the target locations and par-
ticipants had to align the white and the green cubes (Fig. 3.6(b)). The target
positions were corners of an imaginary cube with a side size of 2N [m] whose
center coincided with the center of the white cube as shown in Fig. 3.6(a). 8
imaginary cube sizes with N ∈ {0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4} were used. To keep
the number of alignments reasonable each offset direction was selected twice
and was paired with a different distance in each appearance thus ensuring
that each offset distance and direction appeared twice during the experiment,
resulting in overall 16 different target positions.

Since it is difficult to perfectly align the white and green cubes, a successful
alignment is confirmed if the two cubes are less than 0.2m apart when the user
confirms the placement. As an additional cue the target cube will turn from
semitransparent green to red when the two cubes are within the threshold



3.4. User Study 37

Target Position

Manipulated ObjectStart Position

Moving on YZ Plane

Target Close 
Enough

Gaze Dwelling 
Countdown

Default State

(a) (b) (c)

2N
Target Position

Figure 3.6: Images showing the content of the docking task. (a) 8 target po-
sitions distributed from the start position equally in world x, y and z axes.
Note that 16 target positions were used in total, paired with 8 different dis-
tances from the start position. (b) A sample of a start condition of task B. (c)
Moving the cube close enough causes a change in the target cube from green
to red. Not only moving the cube to the target position but also placing it
successfully within 30 [s] counts as a successful trial.

distance of each other (Fig. 3.6(c)). Note that to succeed in a trial, the
participant not only had to move the cube to the target position, but also
had to perform the placement successfully. If the trial was a success, the
participant received a sound effect as confirmation.

Before starting the experiment, participants had 10 trials for practicing
with each control method. During the experiment, participants initially saw
an empty room. Each trial started when the white cube and the target location
appeared in front of the participant and finished after successful alignment.
If participants did not align the cubes within 30 [s] the trial was counted as
failed.

For utilizing OrthoGaze with gaze-based methods, the dwell time n was
set to 1.3 [s] and the constant threshold ts for the angular gaze offset to
0.005 [rads] for both plane activation and object placement. When using the
controller, participants used a raycast to aim on planes and pressed the trigger
button for activation and placement. This sets the controller as the standard
of utilizing OrthoGaze with least time loss, to which the performance of gaze-
based methods could also be compared. This experiment was conducted as
a 3 × 1 within-subjects experiment with the control method as independent
variable. The order of the conditions was counter-balanced for all participants
using a Latin square.
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For evaluating the experimental results quantitatively, the following met-
rics were recorded and calculated:

• Success rate: The success rate is calculated for each participant as
the rate of successful trials out of all trials. This evaluates the general
efficiency of manipulating objects with OrthoGaze, since both accuracy
and speed are comprehensively required to successfully complete a trial.

• Completion time: Completion time is recorded for each successful
trial, and is ignored for failed trials. Note that for gaze-based methods,
the completion time was recorded with the time of performing gaze dwell
both included and excluded.

• Final distance: Final distance is recorded only if the participant fails
a trial, normalized as the final distance divided by the initial distance.
This normalization stands for how close/far the participant managed to
move the object to the target with regards to its initial position.

3.4.3.3 Results

For the success rate (Fig. 3.7(a)), both the head gaze mode (avg. 0.934,
stdev. 0.067) and the controller mode (avg. 0.969, stdev. 0.052) reached
over 0.9 average success rate, while the eye gaze mode (avg. 0.757, stdev.
0.224) reached over 0.7 with a relatively high deviation. An Anderson-Darling
test showed that the success rate was not normally distributed, thus it was
evaluated with a Friedman’s test that showed statistical significance between
the different modes (χ2(2) = 21.73, p < 0.001). A post-hoc Wilcoxon signed
rank test with Bonferroni correction showed significant differences between
head gaze and eye gaze mode (Z = 3.271, r = 0.55, p < 0.001), and between
eye gaze and controller mode (Z = 3.424, r = 0.57, p < 0.001). This result
shows that the controller significantly outperforms eye gaze, which partially
supports hypothesis Hb1, and head gaze also significantly outperforms eye
gaze, which rejects hypothesis Hb2.

For the completion time including dwell time (Fig. 3.7(b)), eye gaze mode
took the longest (avg. 16.368 [s], stdev. 5.816) over head gaze mode (avg. 13.351
[s], stdev. 5.097) and controller mode (avg. 9.526 [s], stdev. 4.829). Anderson-
Darling test showed that the success time was not normally distributed. Since
the data include different sample sizes, a Kruskal-Wallis test was applied
and showed statistical significance between the different modes (χ2(2) =

193.47, p < 0.001).
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Figure 3.8: A 7-point Likert scale chart showing the subjective results regard-
ing the user experience of each control method in task B. (***: p < 0.001, **:
p < 0.01)

A post-hoc Mann-Whitney U test with Bonferroni correction showed sig-
nificant differences between head gaze and eye gaze mode (Z = 6.065, r =

0.27, p < 0.001), head gaze and controller mode (Z = 9.678, r = 0.41, p <

0.001), and eye gaze and controller mode (Z = 12.689, r = 0.60, p < 0.001).
The reciprocal of completion time was also computed as an evaluation of com-
pletion speed. On average, head gaze achieved a 71% and eye gaze achieved
58% performance of completion speed in comparison to the controller mode.
Interestingly, with the dwell time excluded (χ2(2) = 91.91, p < 0.001), sig-
nificant difference was only found between head gaze and eye gaze mode
(Z = 8.929, r = 0.40, p < 0.001), and eye gaze and controller mode (Z =

7.855, r = 0.35, p < 0.001). In this case, head gaze achieved a 107% and eye
gaze achieved 74% performance of completion speed compared to the con-
troller.

Fig. 3.7(c) shows the final distance between the moved position and the
target object of the last frame for all failed trials of each method. A Kruskal-
Wallis test showed statistical significance between the different modes (χ2(2) =

11.37, p < 0.01). A post-hoc Mann-Whitney U test with Bonferroni correction
showed significant differences only between the eye gaze and the controller
modes (Z = 2.816, r = 0.23, p < 0.05).

The results of the subjective questionnaire were shown in Fig. 3.8. A Fried-
man’s test revealed significant differences in helpfulness (χ2(2) = 21.34, p <

0.001), easiness (χ2(2) = 20.38, p < 0.001), and fatigue (χ2(2) = 22.53, p <

0.001). A post-hoc Wilcoxon signed rank test with Bonferroni correction
showed that for helpfulness significant differences were found between head
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Figure 3.9: A 7-point Likert scale chart of the subjective evaluation regarding
the usability of OrthoGaze.

gaze and eye gaze (Z = 2.887, r = 0.48, p < 0.01), eye gaze and controller
(Z = 3.517, r = 0.59, p < 0.001), and head gaze and controller modes (Z =

2.962, r = 0.49, p < 0.01). For the easiness, significant differences were found
between head gaze and eye gaze (Z = 3.315, r = 0.55, p < 0.01), eye gaze
and controller (Z = 3.521, r = 0.59, p < 0.001), and head gaze and controller
modes (Z = 3.358, r = 0.56, p < 0.01). In regards to fatigue, significant dif-
ferences were found between eye gaze and controller (Z = 3.422, r = 0.57, p <

0.001), and head gaze and controller modes (Z = 3.316, r = 0.55, p < 0.001).
As a general result for each item of the survey, the controller mode was

significantly considered of highest subjective scores, which also supports hy-
pothesis Hb1, followed by the head gaze mode, while the eye gaze mode had
the lowest.

Lastly, participants were asked to answer two questions about their ex-
perience with OrthoGaze, in particular if it was helpful and if it’s visually
distracting, along with freeform feedback. Fig. 3.9 shows the answers. 16 out
of 18 participants thought that OrthoGaze helped them complete the task
and 17 participants did not think that OrthoGaze was distracting.

3.4.3.4 Section Discussion

The results of task B support hypothesisHb1. It is believed that this could be
in part due to the different confirmation mode utilized in controller mode as
participants noted that it was more difficult to keep their gaze fixated on the
target for a long time. Note that the threshold selected to confirm a selection
was a very conservative value since it was intended to avoid unintentional
triggering and a shorter threshold could make dwell timing more comfort-
able. The overall positive rating of OrthoGaze being helpful suggests that the
improvement in its confirmation mode could potentially further improve the
performance with both gaze-based methods.

Interestingly, the results rejected hypothesis Hb2. From the participants’



42 Chapter 3. Gaze-based Three-dimensional Object Positioning

comments and the feedback of the questionnaire, it is believed that the main
limitation in confirming a selection was the gaze dwell. Another explana-
tion could be that each task was rather quick and did not require continuous
movement within the plane, but short movements to a new location before
confirming the selection. From Fig. 3.7(c), for the failed trials, eye gaze-based
control had the closest average distance from target. This result reflects the
situations in which the participant could correctly move the cube to the tar-
get position but could not manage to place it, which was also reported as
oral feedback. This supports some previous results that eye gaze is less stable
for short-term actions such as selections compared to other methods (Qian
and Teather (2017)). One conceivable approach to solve this issue is to use a
combination of eye and head gaze, e.g. using eye gaze assisted by head gaze
for moving and pure head gaze dwelling for placement.

The subjective results shown in Fig. 3.8 suggest that using gaze-based
control for accomplishing manipulation tasks over a sustained period of time
can cause higher fatigue than controller-based control. Subjective feedback
indicated that this higher fatigue of using gaze for long-term tasks likely comes
from the requirement for higher concentration when consciously controlling
the gaze. In addition, there were verbal comments regarding usability such as
"It was difficult to perform the eye gaze dwell", "The eye gaze was difficult to
fixate, but it’s convenient for moving the object", "The gaze dwell time was
long/short", and "The unconscious attempt for the next action sometimes
caused an eye movement and thus reset the gaze dwell timer". It is necessary
to further investigate the tasks for which head and eye gaze perform best and
how to best combine these gaze techniques to achieve better performance.

3.5 Discussion

This section discusses the findings, challenges and limitations regarding Or-
thoGaze and the experimental designs, conceivable future improvements, and
directions in detail for further research.

3.5.1 Implication

The results of task A suggest that although participants can cover areas far
away from the user using head gaze, it comes at the cost of lower accuracy
as the gaze is more susceptible to minute head movements. At the same time
targeting areas at the user’s feet could result in lower speed due to a restriction
of the neck’s movement range. Similarly to head gaze, a decrease was observed
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in the performance of the eye gaze on the ground plane compared to the other
planes, although this decrease was less prominent than for the head gaze. For
the ground plane the larger movement range of the eyes in combination with
head movement allowed users to cover more of the target plane. These results
suggest that it is necessary to pay careful attention to the area users will
interact in with the virtual content and the required accuracy.

For task B, it was observed that some participants could move the cube
to the target position, but still failed the trial because they had difficulty
gaze dwelling for the final placement. There were also some oral comments
from the participants saying that the dwell time was too long or short, which
indicates the existence of individual differences on the preference of gaze dwell
time that can potentially affect the user experience. The placement method
is essential to the performance of manipulation tasks, and the use of gaze
dwell likely reduced overall performance and subjective user experience such
as fatigue. The completion time excluding gaze dwell time also indicates that
the performance of OrthoGaze may have appeared sub-optimal in experiment
results and could likely benefit from fine tuning with the method of selection.
As a next step, one would test the usability and the efficiency of different
windows of gaze dwell time for both activation and placement through user
study for developing a method that can achieve more stable placement through
eye gaze and suit individual preference for gaze dwell time. It is also valuable
to explore other selection methods that can specifically improve the usability
of manipulation using eye gaze.

The results of task B showed that OrthoGaze was able to facilitate eye and
head gaze-based manipulations with 78% and 96% success rates in compar-
ison to a hand-held controller, respectively, though there still existed latent
improvement in its baseline design. As participants of the experiment were
relatively unfamiliar with eye gaze-based user interface, it is also expected that
OrthoGaze has the potential to perform better if users are more practiced.

In short, from the results of the user study, OrthoGaze is expected to
become an effective method to handle pure hands-free object manipulations.
For individuals with handicaps or for users whose hands are constantly occu-
pied with other work, OrthoGaze can provide an effective way to conduct 3D
manipulations moving forward.

3.5.2 Limitations

One critical factor that can affect the performance of OrthoGaze is the viewing
angle of the planes. In the docking task, participants were asked to stay seated
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to exclude the effects of large body movements. However, this constraint
sometimes reduced the performance of the gaze-based methods compared to
the controller in an unfair way. In situations where the participants had small
viewing angles, a few participants managed to finish such trials skillfully by
first adjusting on another plane to acquire larger viewing angle, while most
participants attempted to move their body to physically change the viewpoint
but still failed the trails since they had to stay seated. However, they could
still manage the aiming using the controller by reaching out their arms to
extend the incident angle of the raycasting. Thus it is hypothesized that
OrthoGaze can achieve higher usability if the user is able to change his/her
viewpoint, or if the viewing angles of the planes are adjustable based on the
user perspective, which needs to be validated through further user study.

In addition, in the docking task OrthoGaze was simply visualized as a set
of semi-transparent planes. This was set in order to test OrthoGaze’s naive
design. However, the different texturing of the planes in the two tasks could
also have affected performance. For example, the grid-textured planes could
potentially help with guiding the user’s eyes via certain distance cues and
hence improve the aiming accuracy of eye gaze. It was also observed that in
some cases participants had difficulty in activating the plane. This was due to
the fact that the complete visualization of all planes might occlude each other
and thus prevent the user from properly interacting with the planes. This
would also make it difficult to start the manipulation at the original position,
and thus make it hard to perform slight refinements of the position. Such
limitations can also be prevented by optimizing the visualization, for example
by adaptively visualizing the optimal interactive area based on the user’s view
point or projecting a shadow copy of the moved object for reference. Moreover,
a two-step confirmation could also help address this issue, for example defining
an area on the plane further away from the object in which the user needs
to focus his or her gaze and then adjusting the gaze back to the object for
completing an activation. As a next step, it is planned to refine these designs
and test the effects of different plane visualizations on performance.

The design of the user study for OrthoGaze also has several potential im-
provements. Since task B was mainly intended for testing the usability of
OrthoGaze, the evaluation was emphasized in a task-based manner, i.e., the
success rate was evaluted and a threshold of within 0.2 [m] was set as success-
ful docking. Though the normalized final distance was also evaluated, this
evaluation is difficult to make completely fair as it only counts for failed trials
and it is based on the assumption that the difficulty of all trials are equiva-
lent. Therefore, the study lacks evaluation of precise accuracy. In addition,
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the docking task was conducted in a widely open VR environment where lit-
tle visual occlusions could occur. Considering the visualization of OrthoGaze,
the complexity of the environment also could impact the performance, as the
planes of OrthoGaze could occlude other objects in the environment and thus
affect the user experience. A complex background could affect the visibility
of the planes as well. In short, further study needs to be done regarding the
accuracy control of OrthoGaze, as well as visual effects in more complex and
practical environments.

3.5.3 Future Work

OrthoGaze can be potentially extended to hands-free manipulation of even
higher DoF, including but not limited to continuous rotation and scaling,
which will be meaningful to achieving hands-free object modeling for large VR
and AR environments. However, such functions could also be accompanied
with the issue of lost gaze focus. As stated in Section 3.3.1, if the feedback of
the manipulation is not appropriately synchronized with gaze movement, it
may result in confusion with the correct recognition of the manipulation result.
This is a big challenge for the visualization, proper function, and intuitiveness
of manipulations such as rotations.

Additionally, OrthoGaze can also be applied to optical see-through HMDs
to achieve hands-free manipulation in AR. In some outdoor AR use cases,
such as on a crowded train or in a theatre, it is usually not preferred to use
gestures or voices as interaction tools, which meets the requirement for hands-
free interaction. To apply OrthoGaze to optical see-through AR, visualization
of the planes will likely need to be redesigned in comparison with the VR use
cases since it is important to preserve the visibility of the real world.

3.6 Chapter Conclusion

This work introduces OrthoGaze, a novel approach that allows users to manip-
ulate the 3D position of virtual objects in a virtual environment using eye or
head gaze alone. The method is composed of three orthogonal planes, which
are affixed to the geometric center of a target object during manipulation.
Users can activate each plane using their eye or head gaze, and then move
the object on the activated plane by matching the intersection of their gaze
with the destination location on that plane. OrthoGaze can be applied not
only with eye gaze and head gaze, but also with joysticks and other gesture
raycasting methods.
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Results of a user study showed that for aiming tasks in VR over a sustained
period of time, eye gaze can outperform head gaze for accuracy, especially for
distant targets. Results also suggest that OrthoGaze works well for hands-free
3D manipulation. Compared to manipulation with a hand-held controller, eye
gaze-based control was able to achieve approximately 78% performance and
head gaze-based control achieved 96%. Additionally, subjective results sug-
gest that using both head and eye gaze for sustained 3D manipulation tasks
can comprehensively cause more fatigue than a controller. It is expected that
this method will promote new research on eye gaze manipulation, the devel-
opment of efficient rotation and scaling functions, and extensions to optical
see-through HMDs.



Chapter 4

Gaze-based Rotation

4.1 Introduction

In recent years, head-mounted displays (HMDs) have made an increasing ap-
pearance as a consumer product. While various interaction methods are avail-
able such as controllers, gestures, and voice control, users still lack a private,
hands-free method for manipulating virtual objects in 3D space. Tasks such as
annotation placement, 3D modeling, and CAD simulation often require trans-
lations, rotations, and scaling operations. While hand or controller gestures
are the gold standard for these manipulations, users may have their hands
occupied by other tasks, feel embarrassed when performing these actions in
public, or have handicaps that prevent the use of controllers or certain ges-
tures. As such, many users need access to completely hands-free methods
for performing these tasks in AR, VR, and other virtual object manipulation
tasks.

To assist with certain actions, eye and head gaze have been seen as an un-
obtrusive alternative means of selecting objects in 2D and 3D user interfaces
(Piumsomboon et al. (2017); Pfeuffer et al. (2017); Vidal et al. (2013a)). As
eye gaze can serve as a quick on-screen pointing cursor (Ware and Mikaelian
(1986)), it has often been coupled with other means of manipulation to im-
prove accuracy and efficacy. For example, users can use the eye gaze to quickly
point at target objects, and then perform a further manipulation through hand
gestures (Stellmach and Dachselt (2013); Song et al. (2014); Pfeuffer et al.
(2017)). However, manipulations using gaze have traditionally been very dif-
ficult due to issues like the Midas Touch problem (Jacob (1995)) since gaze is
coupled to a target of interest during the action. Controllers can help solve
this problem since the hands and subsequent pointing are decoupled from gaze
during interaction, and consequently almost all gaze-based research uses gaze
as a support mechanism rather than primary interaction. Moreover, methods
that can exclusively use gaze for manipulations are scarce. One example of
some progress in this direction is the OrthoGaze (Liu et al. (2020)), which
explored the use of eye and head gaze for object translations. However, the
method focused on position adjustment, and could not handle more complex
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tasks like rotating or scaling an object. Chen et al. (1988) compared a sphere-
mapping rotation method with bar-based rotation methods using a mouse on
a 2D monitor. While their study gives thorough insights on the design of
rotation interfaces with 2D input modalities, it is difficult to directly apply
their results to eye-based interaction in a 3D scenario due to the difference in
the control methods.

This work takes a step towards completely hands-free manipulation and ex-
plore three different techniques for gaze-based object rotations. The first two
techniques, RotBar and RotPlane, allow the user to select rotations around
one world axis at a time, and they include two unique visualizations. A third
technique, RotBall, is also designed that draws inspiration from the tradi-
tional arcball manipulation scheme (Shoemake (1992)), though this design is
significantly adapted to work with eye gaze. All three methods for rotations
went through several iterations of testing and redesign since the nature of gaze
interactions are much more confined than hand-eye coupled interactions like
controllers or gestures.

A user experiment was conducted to compare the three methods in terms
of speed, accuracy, and usability. The experiment included orientation tasks
requiring both single-axis and multi-axis alignments. Quantitative results
showed that users could perform single-axis orientation with RotBar and Rot-
Plane significantly faster and more accurate than RotBall. On the other hand
for multi-axis orientation tasks, RotBall significantly outperformed RotBar
and RotPlane in speed and accuracy. Results also revealed that all three
methods allowed users to effectively align the object with a mismatched angle
less than 6 degrees for both single-axis and multi-axis rotations, and there
was no significant difference in terms of the alignment accuracy between the
three methods. Results of subjective evaluation suggested that there was no
specific tendency in the preference among the three methods.

The contributions of this work are summarized as:

• Three different methods are implemented that improve upon existing
work and redesigned them to specifically address the needs of those who
need eye-only control to rotate virtual objects.

• A user study is conducted to compare these methods in different sit-
uations to determine their suitability for simple and complex object
manipulations. The results show that RotBar and RotPlane are more
suitable for simple rotations and RotBall is more suitable for compli-
cated manipulations.

• From the results of the user study, several observations were obtained
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that need to be considered by future interfaces for gaze-based manipu-
lation.

4.2 Related Work

The research mostly related to this work includes user interfaces that have
been designed for manipulating the rotation of virtual objects.

4.2.1 Object Orientation

The function of rotating a virtual object is a fundamental element in virtual
environment design, as inspecting an object from an appropriate view point
is usually a precursor to further manipulation. Over decades, various devices
and methods have been explored that target interactive 3-DoF orientation
of virtual objects. Traditionally, 3D rotation in AR and VR have taken ad-
vantage of additional devices or hand gestures to give users a more intuitive
means of controlling virtual objects. In 2D interfaces, different viewpoints of
the object and control bars where users can control 2 DoF at a time have been
widely used (LaViola Jr et al. (2017)).

In another example, Chen et al. (1988) compared bar based rotation inter-
faces with a Virtual Sphere visualization that encapsulates the target object
into a sphere and maps mouse strokes to "rolling" of the sphere. They also con-
sidered a second sphere rotation technique called XY+Z that allowed users to
continuously control the rotation around the X and Y axes as the user swipes
across the sphere, and the rotation around the Z axis by pressing and moving
the mouse around the sphere. They found that the slider controls performed
faster for simple rotations around a single axis but were slower for more com-
plex manipulations. They also found that most participants preferred using
the Virtual Sphere metaphor over the sliders. The Arcball is a method simi-
lar to the Virtual Sphere, except that the implementation of rotation is based
on quaternion curves (Shoemake (1985, 1992)). Katzakis et al. (2013) evalu-
ated the effects of drawing a sphere around the manipulated object, a method
called Arcball-3D, and selection of the rotation point directly through ray-
casting, called Meshgrab, for ray-based object manipulation. The rotation
was calculated similar to Chen et al. (1988)’s XY+Z technique. They found
that users could rotate objects faster with Arcball-3D and generally preferred
it over Meshgrab.

While the exploration of this work bears some similarity to the work of
Chen et al. (1988), their work presented the information to users at a single
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location and the rotation controls were aligned with the user’s view. While this
may be an option on a monitor, on HMDs users can move their voluntarily or
involuntarily thus shifting the controls. Thus in this work the rotation of per-
axis methods is aligned with axes of the world coordinate system to allow users
to consistently control the rotation of the object. Utilizing gaze also presents
several additional challenges over a desktop mouse, gaze results in more noisy
movements due to jittering and tracking errors. Furthermore, while bars would
allow users to rotate the object around 360◦ Virtual Sphere limits this rotation
to at most 180◦. While triggering the rotation multiple times may not pose a
problem with a mouse, when utilizing eye gaze the selection mechanism may
create significant problems. Fixations over a given time period have been
widely used to avoid the Midas Touch problem of unintended activations.
This could significantly increase the time required to rotate the object when
using Virtual Sphere. Finally, visual confirmation of the intended rotation
with the object’s current rotation may cause unintentional rotations. This
work thus introduces a modification of the bar controls used by Chen et al.
(1988) that would allow users more freedom of positioning their gaze while
performing the rotation.

4.2.2 Eye Tracking and Control

One primary advantage of eye-based interaction is that using eye movements
requires less muscle compared to performing body movements, which con-
tributes to quick pointing and reducing physical fatigue from long-term usage
of the device. For example, Räihä and Špakov (2009) showed that gaze can be
used to more quickly select between cursors distributed over multiple screens
to increase performance. Additionally, the angular speed of travel of conscious
eye movements much faster compared to the hand or body. This is beneficial
in terms of performance, but can also be a challenge when trying to achieve
eye-based interaction that allows for high degrees of freedom, e.g. moving and
rotating virtual objects in a three-dimensional space.

Though less related to object manipulation, Piumsomboon et al. (2017)
designed several methods to disambiguate between 3D object selection. These
methods, Duo-reticles, Nod-and-Roll, and Radial Pursuit, provide additional
methods for selection outside of the traditional gaze-dwell mechanism. More-
over, these methods have a closer relationship with objects in the environment
that might be selected for the purposes of augmented or mixed reality. A "Pur-
suit", the concept originally developed by Vidal et al. (2013b) also make use
of a similar mechanism for making selections by tracking the eye’s smooth
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pursuit of an object and detecting its corresponding trajectory. This allows
for a more expressive mode of interaction and location independence since
pursuits can have different shapes.

The previous chapter investigated the usability of gaze-only positioning for
translations, and found that plane-based interfaces could assist with three-
dimensional positioning via eye gaze. One of the methods for performing
rotations in this work draws from ideas presented in that plane-based interac-
tion. However, the work is limited to object positioning and the plane-based
design is not directly applicable to object orientation due to several limita-
tions in its functionality and interface design. For example, it is difficult for
the user to secure a good intersection with the active planes, assuming the
user is not moving the object. Thus, further investigation is needed regarding
gaze-only object orientation.

4.2.3 Further Motivation

It is not hard to imagine that there exist practical use cases of HMDs where
controller-based devices or extensive body movements are not available, e.g.
in a crowded public space or for disabled users. Thus options are necessary
that allow for completely hands-free interaction with HMDs.

As a step towards this goal, this work is dedicated to handling hands-
free object orientation. While large number of methods exist that effectively
supports orientation of virtual objects, there is few that works in a hands-free
manner. To tackle this issue, this work implemented several prototypes of
gaze-based user interfaces intended for manipulating the rotation of virtual
objects on HMDs, and investigates the usability of such interfaces through
thorough user studies.

4.3 Interaction Methods

This work presents and tests three methods suitable for gaze-based rotation,
denoted as RotBar, RotPlane, and RotBall. Each takes advantage of a differ-
ent mechanism and visualization for performing rotations. This section also
describes the adaptations that were necessary to ensure these were usable with
eye gaze.
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4.3.1 Initial Axis Selection

The first two rotation methods are preceded by an axis selection phase, as
shown on the leftmost image in Fig. 4.1. The visualization for this selection
includes a set of typical coordinate system axes included in programs like
Unity1 or Blender2, but the ends of these axes are capped with a circular arrow
icon. This 3D visualization helps the user understand the axis of rotation more
effectively since he or she has a perspective view of these arrows. Through
initial tests where only the axes lines were included, several initial testers
mentioned that this was unclear since the lines were essentially 2D. These
axes can be selected by any eye based method such as dwell or blink based
selections. Upon selecting one of the three axes, the user can then utilize
RotBar or RotPlane to complete the rotation. Note that these axes disappear
once the user has engaged any of the three rotation methods.

1https://unity.com/
2https://www.blender.org/
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4.3.2 RotBar

The first method was RotBar, which is a method that enables per-axis rota-
tion. It is designed to minimize the amount of movement users must do to
manipulate the object. It makes use of three "bars" that travel along and cor-
respond to the selected axis of rotation. These essentially function as a visual
gauge to determine the degree of rotation, as shown in Fig. 4.1. Rotations are
mapped so that the one side of the bar corresponds to a 180-degree rotation
in one direction and the other side corresponds to 180 degrees in the opposite
direction.The centers of the three bars shown in the top left row of Fig. 4.1
represent the initial orientation of the object during each rotation action. As
the user’s gaze proceeds along each of these bars, the gauge turns from green
to yellow, and the object rotates synchronously with the gaze change.

Thus, a rotation r [rad] on each axis is calculated based on a 1-dimensional
gaze offset d from the central white bar as:

r = 2πd, (4.1)

where d is given corresponding to the rotation axis as:

d =


gazex − barx

Lh

, yaw and roll

gazey − bary
Lv

, pitch

(4.2)

where gazex,y,z denotes the gaze position, barx,y,z denotes the position of the
bar center, and Lh/Lv denote the horizontal/vertical length of the gauge,
respectively. In short, the gauge linearly maps a full 360-degree rotation for
any axis to the offset from the corresponding central bar to the gaze point.

When one of the axes appears almost parallel to the user’s viewpoint,
e.g., <10◦ offset, it would be very difficult for the user to control the rotation
accurately. To prevent this, the visualization is switched from a bar to an arc
around the axis. In Fig. 4.1 this applies to the cube’s roll.

4.3.3 RotPlane

RotPlane makes use of three orthogonal planes to handle the per-axis rotation,
as shown in Fig. 4.1. Here the user’s gaze functions like a handle that is rotated
from its original location (white bar) to the target location (the user’s gaze) on
a plane around the corresponding axis. Assuming rotation r [rad] is clockwise
at each axis, it can be acquired using the same equation as Eq. (4.1), but
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in this case the offset d is given by a planar angular offset between from the
white bar to the gaze point as:

d =
∠( ˆbar, ˆgaze)

2π
(4.3)

where ∠(â, b̂) denotes a directional angle from vector â to b̂ resulting in [0, 2π],
ˆgaze denotes the vector from the center of the plane to the gaze point, and ˆbar

denotes the vector from the center to the tip of the bar. The larger area where
users can position their gaze and the alignment of the rotation indicator with
the user’s gaze could help users keep their focus on the object they manipulate
instead of the control elements.

4.3.4 RotBall

Previous work showed that sphere based control methods can be efficient in
controlling an object’s orientation. To investigate the applicability of these
findings to gaze based manipulation, RotBall was designed that combines a
traditional arcball mechanism with a surrounding ring to support rolling rota-
tions that would otherwise be difficult due to the user’s perspective. A sphere
is visualized around the object and users can rotate the object by interacting
with the sphere. As such, it is similar to Chen et al. (1988)’s Virtual Sphere
and Katzakis et al. (2013)’s Arcball-3D. Since the arcball mechanism does not
require a single-axis selection, there is no axis selection phase. Instead, the
user performs a 2-step command to apply a rotation: setting an anchor point
and then acquiring a rotation based on the spherical gaze trajectory from the
anchor point. This is similar to the placement and release of a finger on a
ball mouse. The initial placement of the user’s finger sets the initial point to
drag, then dragging his or her finger will rotate the ball in-place, and finally
the removal of the finger will disengage the rotation of the ball.

In general, a rotation r [rad] on the RotBall is calculated as

r = ∠( ˆanchor, ˆgaze) (4.4)

where ˆgaze denotes the vector from the center of the RotBall to the second
gaze point, and ˆanchor denotes the vector from the center to the first anchor.

4.4 Experiment

This section introduces the details of a user experiment that was conducted
to validate the usability and user experience of each rotation method. In the
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experiment, participants were asked to use RotBar, RotPlane and RotBall
to complete a set of orientation tasks (docking tasks) in an HMD. For all
three methods, participants used eye gaze to rotate cubes as closely as pos-
sible to a target rotation, represented by a semi-transparent target cube as
shown in Figure 4.2. Both the target cube and cube to rotate contained 8
colored points, one for each corner, to help the user understand the orienta-
tion and confirm that the task was completed correctly. Though gaze dwell,
blink, or other eye-based selection methods are compatible with these rota-
tion methods, participants were asked to make and confirm selections using
the trigger and touch pad buttons on an HTC Vive controller. Based on pre-
vious work (Liu et al. (2020)), the user’s familiarity with eye-based selection
methods could bias the performance and user experience of a 3D manipulation
method. To exclude the effect of bias due to selection methods and focus on
the performance of rotating the object itself, this work opted for the controller
as it presented a familiar interface that all users could operate quickly with-
out extensive training. This also helped avoid the Midas touch problem Jacob
(1995), which is a common issue for eye gaze-based selections but was not the
target of this experiment.

4.4.1 Hypotheses

The main purpose of the experiment is to evaluate how quickly and accu-
rately users would perform with each method for eye gaze-based orientation
tasks. Based on the previous findings of Chen et al. (1988), it was expected
that for single-axis orientation tasks, axis-based methods could outperform
arcball-based methods in terms of speed, and the opposite for multi-axis tasks.
While RotBar and RotPlane map a full 360-degree rotation in a specified field
of view, RotBall has the least sensitivity and was expected to be most suitable
for small alignments. In addition, compared to Rotbar, RotPlane occupies a
larger field of view and could potentially be easier to perform slight align-
ments. Thus it was expected that RotPlane will overall outperform RotBar.
To summarize, the following hypotheses were formulated:

H1a Participants will complete single-axis orientation tasks most quickly with
RotPlane, followed by RotBar, and then RotBall.

H1b Participants will complete the multi-axis orientation tasks most quickly
with RotBall, followed by RotPlane, and then RotBar.

H2 Participants will complete the orientation tasks most accurately with
RotBall, second with RotPlane, and third with RotBar.
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4.4.2 Setup and Participants

In total, 11 students and researchers were recruited from multiple universities,
6 male and 5 female, ranging in age from 22 to 33 (avg. 27.2, stdev. 3.7). Of
these participants, 6 were wearing prescription glasses with the HMD during
the experiment. 5 of them had no experience in eye tracking and eye gaze-
based human-computer interaction, 2 had less than five times in total, while
the remaining 4 had more experience (more than five times in total) before this
experiment. 4 of them ran this experiment remotely on their personal home
or office in order to mitigate the transmission of infectious diseases during
in-person experiments. The in-person experiment ran on a desktop computer
with an Intel Xeon E5-2690 CPU and an Nvidia GeForce GTX 970 GPU at
an average frame rate of 40 frames per second. For the HMD, all participants
used an HTC Vive Pro Eye that has integrated eye tracking cameras and pro-
vides relatively stable eye gaze data. For participants running the experiment
remotely, it was ensured via a remote connection that all participants could
run the eye tracking, rotation interfaces, and experiments without any issues.
When the experiment was conducted remotely, an experiment conductor su-
pervised the remote participant throughout the experiment to ensure that the
external conditions matched that of in-person participants as closely as pos-
sible. Participants who took part in the experiment in-person received a gift
card worth approximately 5 USD as remuneration.

The virtual environment was created using Unity 2018.3.2f1 and contained
all of the rotation methods and experiment tasks. The eye tracking data
was run and recorded in real-time through the Vive Sranipal runtime version
1.1.2.0. A smoothing filter was applied that aggregated and averaged the eye
gaze data for the last 5 frames. The eye gaze point was visualized as a red
dot only when the eye gaze intersected with interactive objects and interfaces.
The statistical evaluation of the experimental data was processed using R
3.6.2 3 and coin 1.3-1 4.

4.4.3 Procedure

When participants entered the experiment environment, they first received
an introduction to the experiment tasks and an explanation of each rotation
method. Second, they read and signed a consent form that explained the
details and risks of the experiment. During the experiment participants were
asked to remain seated on a swivel chair and not to stand up or move around.

3https://www.r-project.org/
4http://coin.r-forge.r-project.org/
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(a) (b) (c)

Figure 4.2: Sample images showing the orientation task in the user study. (a)
The default state where the two cubes are of different orientations. The user
selects an axis in this phase. (b) After choosing an axis, the rotation mode
(in this case RotBar) is engaged. (c) Image showing that the two cubes have
been aligned, after which the user can confirm the rotation and end the trial.

Local body movements were not physically restricted, so participants could
rotate their chair if necessary. The participant’s neck, head, or seated body
movements were also not restricted to ensure that the participants could view
the tasks in a natural manner and perform natural eye movements supported
by head movements.

Participants ran the Vive Pro Eye integrated eye tracking calibration at
the very beginning of the experiment. The tracked gaze point was also shown
to participants during the experiment to ensure that the tracking accuracy
was adequate. Participants were able to pause the trial and rerun the eye
tracking calibration if they felt the eye tracking had become inaccurate (e.g.
due to drift) during the experiment.

Before entering the formal trials, participants had a training session where
they could practice each method until they felt comfortable, and could take
a break between each trial if needed. Participants had to finish all trials
with one method, and then proceeded to the next. The order of the methods
was counterbalanced using a Latin square to alleviate ordering effects. After
finishing all trials, participants completed a custom survey (A.2) which is
partially based on the System Usability Scale (SUS) (Brooke (1996)) for each
method.

Overall, the experiment took from 60 to 120 minutes, including the consent
process and surveys. The procedure of the experiment was approved by the
institutional review board of Osaka University Review Board.
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4.4.4 Tasks and Conditions

As shown in Fig. 4.2, participants first see two cubes positioned in front of
them, a pink cube that is rotatable, and a white-framed cube that has a
different (target) orientation. The task is to rotate the pink cube to match
the target orientation using the 8 colored dots affixed to each corner. The
starting view point was positioned at (0, 1, 0) unity units (meters) and faced
the front direction: (0, 1, 1) meters. The orientation tasks for each method
included two sets of 3 single-axis and 1 multi-axis matching tasks, (1/4π, 0, 0),
(0, 1/4π, 0), (0, 0, 1/4π), and (1/4π, 1/4π, 1/4π) [rad] in the world coordinate
system, ordered from single-axis to multi-axis. The two sets appeared at two
different locations: (0.75, 0.3, 2) meters and (-0.75, 0.3, 2) meters. This
resulted in 8 trials per method, with 6 single-axis and 2 multi-axis, for a total
of 24 trials for the experiment. The order of the methods was counterbalanced
using a Latin square to alleviate ordering effects.

As mentioned previously, participants used 2 buttons of an HTC Vive con-
troller: the trigger button for making selections (e.g. selecting a rotation axis
and fixating a rotation), and the touchpad button for making confirmations
(e.g. confirming that they had finished a trial and proceeding to the next
trial). Additionally, the controller had no aiming or laser function, as partic-
ipants had to exclusively use their eye gaze to utilize each method to rotate
the object.

As the priority goal of each task, participants were asked to match the ori-
entation as accurately as possible. Although the time taken for each trial were
being recorded, there was no time limit set. The timer of each trial would not
start until the participant made the first selection (trigger button), giving par-
ticipants sufficient time to observe the target orientation at the very beginning
of each trial without needing to pay attention to a timer. After participants
rotated the object and decided that it was correctly aligned with the target, or
that they could not align it more accurately, they pressed the touchpad but-
ton to conclude the trial and proceed to the next one. Note that participants
could not perform the final confirmation while in the rotation mode, which
means participants had to affix the in-progress rotation prior to concluding
the trial. Between each trial, participants could take breaks without any time
restrictions and proceed to the next trial by pressing the touchpad button
when ready. Participants had full control of the trial start time so that they
had ample time to understand the target orientation. Otherwise this mental
effort might have biased the rotation times.

For evaluating the experimental results quantitatively, the following met-
rics were recorded and calculated:
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Completion time: Completion time is the time between the first selection
and the confirmation of the alignment by the participant. For a more objective
comparison, the completion time of single-axis and multi-axis tasks is shown
separately since the multi-axis tasks were more complicated. Note that there
was no time limit set for each trial, which means the completion time could
become either very short or extremely long depending on how the participant
defined a "good match". Although limiting the time to one minute could
have allowed for more trials, unlimited time was opted for as this would allow
to analyze both time and accuracy without any trials that were cut-off mid-
rotation.

Misalignment: Misalignment is defined as the mismatched angle in [rad]
by calculating the angular offset of the rotated object from the target orien-
tation for each trial. This essentially gives us an idea of the accuracy with
which participants were able to match rotations. These results are also shown
separately for single-axis and multi-axis tasks.

Number of selections: The number of selections included the total number
of trigger presses from the start of the first rotation to the end of the trial.
This would give us an idea of how many interactions (dwells in the case of
complete eye-control) were necessary for each method.

4.4.5 Results

This section describes both the quantitative (speed, misalignment, and num-
ber of selection) and qualitative (subjective scoring from the SUS question-
naire) results of the experiment. The data were verified if they met with the
requirement of ANOVA by performing Anderson-Darling normality tests and
Mauchly’s W sphericity tests. A threshold of p = 0.05 was used to determine
statistical significance. r = Z/

√
N is reported as the effect size for post-hoc

Wilcoxon signed rank test results, where Z is the statistical value and N is
the total sample size (Rosenthal (1994)).

Fig. 4.3 (a) shows the completion time of both single-axis and multi-axis
tasks. One-way ANOVA with repeated measures yielded significant variation
among all three methods for both conditions ((F (2, 185) = 13.90, p < 0.001)
for single-axis tasks and (F (2, 53) = 17.40, p < 0.001) for multi-axis tasks).

For single-axis tasks, a post-hoc Tukey test showed significant difference
in completion time between RotBar and RotBall (p < 0.001), and between
RotPlane and RotBall (p < 0.001). Average times taken for single axis tasks
were 41.78, 39.06, and 90.85 seconds for RotBar, RotPlane, and RotBall,
respectively. RotBall took more than double the time of the other methods.
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Figure 4.4: A graph showing the cumulative frequency curve of the matching
results of each method for box single-axis and multi-axis tasks, within a range
of 10-degree misalignments devided by every 1 degree.

For multi-axis tasks, a post-hoc Tukey test showed significant difference
in completion time between RotBar and RotBall (p < 0.001), and between
RotPlane and RotBall (p < 0.001). Average times taken for multiple axis tasks
were 187.13, 181.78, and 54.46 seconds for RotBar, RotPlane, and RotBall,
respectively. In contrast to single access tasks, RotBall took less than a third
of the time of the other two methods.

Fig. 4.3 (b) shows the results of the misalignment of each method for both
single-axis and multi-axis tasks. For single-axis tasks, Friedman’s tests showed
statistical significance between the different methods (χ2(2) = 25.41, p <

0.001). A post-hoc Wilcoxon signed rank test with Bonferroni correction
showed significant differences between RotBar and RotBall (Z = 3.62, r =

0.32, p < 0.001), and between RotPlane and RotBall (Z = 2.75, r = 0.24, p <

0.01). For multi-axis tasks, Friedman’s tests showed statistical significance be-
tween the different methods (χ2(2) = 13.73, p < 0.01). A post-hoc Wilcoxon
signed rank test with Bonferroni correction showed significant differences be-
tween RotBar and RotBall (Z = 3.04, r = 0.46, p < 0.01), and between
RotPlane and RotBall (Z = 3.33, r = 0.50, p < 0.001).

In terms of accuracy, a cumulative frequency curve is also shown in Fig. 4.4
covering the percentages of how each method performed the matching for each
task. For single-axis tasks, all three methods received an over 70% matching
with the misalignment less than 3 degrees. For multi-axis tasks, RotBall
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received a higher rate of nearly 70% for matching with the misalignment of
less than 3 degrees, while RotBar and RotPlane reached over 70% matching
of misalignments less than 6 degrees.

Fig. 4.3 (c) shows the number of selections performed for accomplishing
each task. One-way ANOVA with repeated measures yielded significant vari-
ation among all three methods for both conditions ((F (2, 185) = 35.94, p <

0.001) for single-axis tasks and (F (2, 53) = 4.70, p < 0.05) for multi-axis
tasks). For single-axis tasks, a post-hoc Tukey test showed significant differ-
ence between RotBar and RotBall (p < 0.001), and between RotPlane and
RotBall (p < 0.001). For multi-axis tasks, a post-hoc Tukey test showed
significant difference between RotBar and RotBall (p < 0.05), and between
RotPlane and RotBall (p < 0.05).

In general, quantitative results revealed that for single-axis tasks, RotBar
and RotPlane outperformed RotBall in both speed and accuracy, while for
multi-axis tasks, RotBall oppositely was faster and more accurate than RotBar
and RotPlane.

Fig. 4.5 (a) shows the results of the SUS survey for each method. Fried-
man’s tests showed no significant difference between methods for each survey
item. The system usability (SU) scoring was also calculated and shown in
Fig. 4.5 (b) using Brooke’s standard scoring method (Brooke (1996)). All
three methods received a medium scoring in average, 60.00 for RotBar, 59.55
for RotPlane and 52.05 for RotBall. A Friedman’s test showed no significant
difference in the scoring between each method. Participants were also asked
about their most preferred method. Among 11 participants, 4 voted for Rot-
Bar, 4 voted for RotPlane, and the remaining 3 voted for RotBall. In general,
there was neither significant difference in the usability of the three methods,
nor significant trend in the individual preference found.
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4.5 Discussion

Experimental results revealed that RotBar and RotPlane were completely
opposite of RotBall when comparing single- and multi- axis tasks in terms of
speed, as outlined in Figure 4.3 (a). These results are in line with previous
findings by Chen et al. (1988) and partially support H1a and H1b, and
suggests that it may be better to use a combination of the two types of method
during 3D modeling or other object rotation tasks. When more complex
rotation tasks are necessary, RotBall should be used, but for smaller or single-
axis rotations RotBar or RotPlane would be faster. This same tendency was
present for the total number of controller presses, as shown in Fig. 4.3 (c).

Experimental results regarding accuracy suggested that for single-axis tasks,
the per-axis methods were significantly more accurate than the arcball-based
method. While for multi-axis tasks, the arcball-based method could signif-
icantly outperform the per-axis methods in accuracy. This result partially
supports H2. It is suspected that because the participants were given un-
limited time to complete a rotation, final accuracy ended up being more of a
function of personal preference rather than a characteristic of a specific rota-
tion method. Results might have been different if the trial time was capped,
but this would not be representative of real world manipulation tasks such as
3D modeling or design in which users can take their time.

Although it was expected that RotPlane would help users to align the two
cubes as users could adjust the displacement of their gaze from the center,
thus keeping the two cubes in focus at all times, the results and comments
from the participants showed that this was not the case. It is believed that the
main reason for that was that participants relied on the corners to verify the
quality of the alignment. As the initial orientation of the cube would then be
aligned with the user’s gaze, participants could not always rely on the point
they were fixated on to determine the alignment quality.

4.5.1 Design Implications

Although participants could align the cube with its target using all 3 methods
and did rate them similarly, all methods were rated lower than the median
score of previous studies that utilized the SUS (Bangor et al. (2009)). In the
following, some observations are discussed that could explain this result and
how the methods could be improved.

For RotBar and RotPlane, a 360-degree rotation was mapped with equiv-
alent rotation speed to each axis for achieving a maximum rotation range.
Subjective comments gave that in the cases of small adjustments, the rota-
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tion speed was too fast compared with the eye gaze movements, e.g., rotating
1 degree was more difficult than rotating 90 degrees as the user had to per-
form very minute eye movement. Considering that practical rotation tasks
often require small adjustments, it is suggested that an improved gaze-based
rotation interface should include rotation speed adaptive to the task needs to
enable huge fast adjustments and small precise adjustments simultaneously.
Nonisomorphic mapping of rotation amounts has been shown to lead to faster
rotations without a loss of accuracy (Poupyrev et al. (2000)) and could po-
tentially be applied here as well. A static or adaptive nonisomorphic mapping
of gaze locations to the amount of rotation could help users make minute ad-
justments, but could lead to increased operation time if users have to select
the rotation mode again for final adjustments.

An issue was also observed that would affect the results of the orienta-
tion tasks and increase users’ frustration. As part of the task design in the
experiment, participants also needed to check whether the two cubes were
well-aligned during rotation. In some cases, e.g., when the corners shifted
from a participant’s central/paracentral vision into the peripheral vision dur-
ing the manipulation, trying to match the corners would cause a sudden eye
movement and accidentally trigger an unintended rotation. From the author’s
observation, the issue was likely due to the nature of the matching task, which
required the user to view the cube in parallel to the manipulation. This could
also explain the difference in our findings from those of Pathmanathan et al.
(2020), who collected feedback after a free manipulation task without a de-
fined target object pose. One available way to tackle this issue would be
improving the design of the interfaces to focus important information in the
central/paracentral vision, such as showing a small copy of the rotated object
at the eye gaze position. However, this could lead to clutter in the user’s
view. Alternatively, a world-in-miniature representation placed in an area
that does not overlap with other content could also help user’s to more easily
verify the rotation without shifting their gaze. This issue is considered to
be especially critical for eye gaze-based manipulation interfaces, especially for
use cases requiring simultaneous matching and manipulation, which deserves
further investigation.

In the experimental implementation, no degree curve for visual guidance
was integrated in purpose for all three methods to test how the eye gaze could
utilize the three 3D rotation methods in a most fundamental way. However,
it is expected that visual guidance such as grid textures could help improve
the usability of 3D manipulation interfaces. For eye gaze-based interactions,
it is expected that visual guidance could make it easier for users to aim at



4.6. Chapter Conclusion 67

specific positions and thus improve the accuracy as well as the stability of the
system to some extent. On the other hand, inadequately integrated visual
information could also lower the performance, e.g. extremely detailed grids
representing every 1-degree rotation on the arcball might instead confuse the
user, as the eye might have to continuously filter out information.

As a future step regarding eye gaze-based rotation interfaces, it is worth-
while to explore how different visual guiding textures could affect the perfor-
mance, and to discover visual guidance optimal for eye gaze-based rotation.

In addition, this work mainly focuses on evaluating how eye gaze will
perform on object rotation. Thus we implemented all tested methods with
a controller to support selections. On the other hand, it is also crucial to
further explore optimal gaze-based selection methods for rotation interfaces.
An inappropriate selection method would lead to a poor user experience due
to problems such as Midas touch. However, some existing solutions that
require additional eye movements, e.g. "Pursuit" (Vidal et al. (2013b)) or
"DualGaze" Mohan et al. (2018), are not completely compatible with the
rotation interfaces. Unlike selection tasks, rotation tasks ask for sustained
and stable focus of attention on the interface, which does not allow extra eye
movements during the manipulation. Previous work (Liu et al. (2020)) found
that while gaze dwelling could work with gaze-based manipulation interfaces,
this was difficult for some users to perform and might have caused frustration
during the experiment. Thus, there is still a lack of efficient selection methods
optimized for manipulation interfaces, which needs further development and
investigation.

Future work also includes the extension of eye gaze-based manipulation
methods to scaling operations and full combined 9-DoF translation, rotation,
and scaling tasks.

4.6 Chapter Conclusion

This work designed and explored the usability of three different methods, Rot-
Bar, RotPlane and RotBall, that are suitable for eye gaze-based rotation of
3D objects. RotBar makes use of three bars to handle the per-axis rotation
and acquires a rotation determined by how much the eye gaze positions from
the center of the bar. RotPlane enables per-axis rotation using three orthog-
onal planes and calculates a rotation based on an angular trajectory on the
plane. RotBall combines a traditional arcball that allows arbitrary rotations
with a surrounding ring that is supportive for user-perspective roll rotation.
Experimental results showed that RotBar and RotPlane were faster and more
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accurate in performing single-axis rotations, but that RotBall greatly out-
performed the other two methods for multi-axis rotations. As none of the
methods were clearly preferred by participants the methods could be selected
specifically for the task at hand, such as RotBar or RotPlane for rotating an
avatar or a virtual box placed on the floor and RotBall for rotating a virtual
model that the user wants to look at from all sides.

The interaction design can serve as a significant step towards 3D mod-
eling, editing, and interaction using pure eye gaze, and these methods will
be advantageous for individuals that have limited use of their hands or arms
during interaction. It is also expected that this work will help pave the way
for new eye gaze-based manipulations moving forward.



Chapter 5

Pupillometric Light Modulation

5.1 Introduction

OST-HMDs give us the ability to display digital content over the real world
in a user’s direct field of view. Ideally, a user should be able to clearly see the
augmented information without disturbing information in the real world in the
process. For example, when reading an e-mail in a dim room, solid billboard
text could occlude the scene and prevent the user’s pupils from light-adapting
to the natural environment. Mismatched brightness can also cause eye fatigue
and significant reductions in performance (Duffy and Chan (2002)).

To prevent this lighting mismatch and reduce the need for constant man-
ual adjustment, digital content should be displayed at the preferred, rather
than most visible, brightness in order to obtain balanced lighting conditions
in which users can view both scene and display content comfortably. Though
some OST-HMDs have built-in functions that adjust the brightness of the
display based on the environment (Wong and Mirov (2015)), matching envi-
ronment brightness or changing text color to maximize visibility is not always
the best solution, especially for non-augmentative or user-centric content (Or-
losky et al. (2013)). For example, for the same block of text and background,
different viewers will prefer different display contrast since each individual’s
perception and light-adapted pupil size differs. Also, looking at a small text
label versus a large browser window at the same luminance will have a very dif-
ferent effect on pupil dilation and user perception. In contrast with algorithms
designed to maximize visibility (Gabbard et al. (2007)), light adjustment for
practical use needs to handle issues like inadequate light-adaptation of the eye
in dim environments and non-linear contrast preferences that vary from user
to user.

To address the aforementioned problems, this work proposes a novel method
called IntelliPupil that is designed to help automatically adjust the brightness
of OST-HMDs (Fig. 5.2). Rather than using a scene camera and matching
or maximizing contrast with environment light like other approaches, Intel-
liPupil uses a combination of pupil size taken from a near-eye camera and light
readings from a high dynamic range, small form-factor light sensor. The data
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Figure 5.1: Images showing the visibility issues of OST-HMDs caused by
mismatched brightness. Left: The HMD is too dim to recognize. Right: The
HMD is too bright, preventing the user from properly viewing the real scene.

from these two inputs is then used to train the algorithm, which is able to
adjust brightness using a combination of machine learning and filtering for an
individual user in any environment in real time. This strategy also accounts
for gaze point on both the screen and environment since the pupil inher-
ently adapts to any light passing through to the retina. Several significant
discoveries have also been made regarding the correspondences between user
preference and pupil size, as well as the pupil’s response to virtual lighting.

First, a pilot experiment tested a simplistic pupil-based method in order to
get an idea of how effective the pupil itself would be as an input for adjustment.
Results show that using only the pupil performs relatively well in maintaining
optimal brightness to some extent. However, this approach still has several
limitations due to the non-linear nature of user contrast preferences over higher
dynamic ranges.

Based on these findings, this work proceeds to create an improved algo-
rithm that uses combinations of user preference, pupil size and environment
lighting to make the adjustments. After implementation, several iterations,
and refinements of the algorithm, a developed version of IntelliPupil is pro-
duced, and a user experiment is conducted to evaluate how well IntelliPupil
will perform against current linear model that is implemented for comparison.
These algorithms are tested with both virtual text and billboard content, com-
bined with a number of different backgrounds over a high dynamic range to
test both the accuracy and practicality of the system. Experimental results
show that IntelliPupil outperforms the linear model in most cases, and further
analysis reveals that pupil size just as important of a factor as environment
light for matching preferred brightness. In short, the primary contributions
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Figure 5.2: Images showing an overview of the IntelliPupil system. Left: The
OST-HMD setup used in this work with an eye tracker and a light sensor.
Middle: Light-adapted pupil ellipses in bright, mid, and dim light conditions.
Right: Algorithmically chosen HMD brightness for corresponding pupil-light
data pairs, paused over real backgrounds and taken through the user’s view
point).

of this work can be summarized as follows:

• This work proposes a novel algorithm, IntelliPupil, that accounts for
user preference, pupil size, and environment light to manage display
brightness.

• An experiment is conducted to compare IntelliPupil against a linear
model. The experimental results reveal the effectiveness of pupil size for
HMD light modulation.

The remainders of this chapter present existing literature on pupillometry
and the effectiveness of lighting adjustment techniques to improve AR expe-
riences with OST-HMDs, present details of the pilot experiment, describe the
algorithm re-design and refinements that are carried out based on the pilot
experiment data, present the details of an in-depth experiment to test the
performance of the improved algorithm, and finally discuss and conclude the
work.

5.2 Related work

Most research relating to this work falls into one of two categories, including
1) eye tracking and pupillometry applications used to control AR content, and
2) methods specific to automating lighting adjustment.
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5.2.1 Eye Tracking and Pupillometric Measurement

Eye tracking is a good means of improving the user experience for OST-HMDs
since it can provide a variety of valuable information and is easy to implement
even on a wearable device.

For example, it has been explored as a means for interaction (Lee et al.
(2014)), focus depth estimation (Toyama et al. (2014); Lee et al. (2012)), and
calibration (Itoh and Klinker (2014); Plopski et al. (2016)) for OST-HMDs.
While most common applications of eye tracking in OST-HMDs remain the
estimation of either the eye pose or the user’s gaze, the variation of the pupil
size also provides information that is essential for generating more compelling
computer graphics or world-registered augmentations (Oshima et al. (2016);
Rompapas et al. (2017)).

Many studies are already dedicated to the study of how the pupil and
eyes are affected by light. For example, an early study by De Groot and
Gebhard (1952) came up with a model for determining pupil size in response
to luminance. Though the pupil functions similar to the aperture of a camera
in that it controls how much light falls onto the retina to adapt to the scene,
its size is affected not only by the amount of incoming light, but also by
a wide range of factors, such as age (Watson and Yellott (2012)), mental
workload (Pfleging et al. (2016)), mental state (Bradley et al. (2008)), and
iris color (Winn et al. (1994)). As such, the pupil size plays an essential role
when studying the mental state of the user, which can also affect his or her
perception of environmental light.

Pupil size has also been used to study effects of watching media on the user
and to adapt the luminance of a monitor to present a better viewing experience
(Taptagaporn and Saito (1990)). This work follows this idea, but unlike the
case of a monitor or an immersive HMD, lighting adjustment of OST-HMDs
must take into account that users can view the background lighting as well as
the illumination coming from the HMD in the same field of view. It is thus
necessary to provide not only a comfortable experience, but also to consider
the balance between incoming light sources so as to not prevent viewing of
one or the other.

Instead of considering the pupil variation as a fatigue level as Taptagaporn
and Saito (1990), this work treats it as a parameter to describe the user’s
real-time adaptation state to all the perceived light. By referring to it and
combining it with the user’s preference, it is able for the system to train the
algorithm and modulate the brightness/contrast to a more balanced level.
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5.2.2 Automated Lighting Adjustment

Automated adjustment of brightness/contrast of the virtual content relative to
the background real environment under dynamic lighting is an active research
topic in AR for both HMD-based systems (Yamazoe et al. (2009); Mori et al.
(2018); Hiroi et al. (2017)) and other displays like projectors (Fujii et al.
(2005)).

For an immersive HMD, brightness/contrast adjustment is somewhat straight-
forward since the display content is all that the user views (Zhao et al. (2015)).
In the case of OST-HMDs, however, brightness/contrast adjustment requires a
more careful control mechanism. One attempt at solving this problem was by
Yamazoe et al. (2009), who investigated algorithms to adjust LCD backlight-
ing and found that a linear method for adjustment outperformed displaying
at a middle brightness level for viewing HMD content.

Mori et al. (2018) approached the problem from a different angle and
instead of adjusting virtual content to match the environment, they controlled
the opacity of a liquid crystal shutter on an OST-HMD to uniformly dim the
real environment so that the HMD content was perceptually brighter.

Hiroi et al. (2017) further employed an automated per-pixel brightness
adjustment mechanism in the context of vision augmentation using an OST-
HMD. They use an occlusion mask and HMD content for over- and under-
exposed regions to make them re-appear in the user view.

However, none of these take user’s pupil adaptation into consideration.
Several patents related to automated brightness adjustment currently exist
(Uhlhorn (2010); Capener (2013); McCulloch et al. (2014)), even going so far
as to claim a pupil-based adjustment method, but none of the patents have
actually tested the proposed algorithms with a participant group or produced
tangible results showing how the eye functions in an AR/MR scenario with
variable lighting. Moreover, few of these techniques have actually made it into
commercial devices, further demonstrating the need for a formal study and
more careful algorithm design.

5.2.3 Further Motivation

Although other vision augmentation and object enhancement methods exist
for object enhancement (Hiroi et al. (2017)) or lighting reproduction, this work
focuses on user-centric content such as e-mails, world-registered windows such
as browsers, and interactive icons or widgets that are more subject to a user’s
preferred brightness setting.
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Figure 5.3: Images showing the mount and accessories used in the experiment.
Left: The 3D model used to print the mount for the HMD. Center: The
TSL2561 light sensor. Right: The Pupil Labs eye tracking camera.

Of the automated methods available, environmental luminance is usually
only taken into account. Because the pupil itself is a type of biological pinhole
camera, the amount of light passing through to the retina from a particular
point in the environment is to a great extent represented by the pupil size. In
this work, it is hypothesized that the pupil size is also an essential factor for
properly managing the HMD brightness. Accordingly, the system is designed
to use the pupil size as an input.

5.3 Hardware and Software Setup

The system is primarily composed of the display, eye tracker, and light sensor
for hardware, which are integrated with the eye tracking software, pupillo-
metric light adjustment algorithms, and communication software framework.
These parts are described in detail below.

5.3.1 Hardware

Since the method is primarily designed for OST-HMDs, the Microsoft HoloLens
is chosen as the test display. To handle interchangeable attachment of both
the eye tracking cameras and a variety of forward-facing cameras and light
sensors, a custom 3D printed mount is built based on the ModulAR framework
(Orlosky et al. (2015)), as shown in Fig. 5.3. This allows the user to attach a
variety of sensors or cameras on the same optical axis as virtual content.

To detect the environment light, the front-facing camera of the HoloLens or
a typical webcamera is not capable due to the limited dynamic range. Though
a high dynamic range (HDR) camera would have worked, its size, weight and
cost are not optimal for use with an HMD. Accordingly, a fingernail sized
HDR luminosity sensor TSL2561 is chosen for such purpose. It provides a
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dynamic range of 0.1 [lx] to 40,000 [lx], and can be sampled every 10 [ms],
much better than any commodity web camera could provide. The sensor is
controlled with an Arduino Red Board, part number DEV-13975.

For the eye tracking camera, a 60Hz Pupil Labs camera in a single-eye
configuration is used, as can be seen in the lower right of Fig. 5.3. Shown
on the left of the same figure, the 3D printed mount allows both camera and
sensor to be rigidly fixed to the display so that the relative position does not
change during use. Both the eye tracking and rendering threads are processed
on a desktop personal computer (PC) with an Intel Xeon E5-2690 CPU and
an NVIDIA GeForce GTX 680 GPU.

5.3.2 Software

A 3D eye tracking framework developed by Itoh et al. (2016) is used to track
the user’s eye. The eye tracking provides relatively stable calibration as well
as the real size of the pupil in millimeters calculated from a 3D eye model.
This eye tracking data is then sent to Unity (5.6.0f3) over a socket on the
same PC to minimize latency.

Within Unity, several different types of content is displayed for the exper-
iments such as a browser (billboard) and regular text, as described later in
Sec. 5.6. These images are then sent via network socket to the HoloLens using
the remote application, which allows content from Unity on the host PC to be
directly displayed on the HMD screen. The whole system runs at an average
frame rate of 60 frames per second (FPS).

In the experimental setup, all the virtual images are displayed at a distance
of 2 [m] directly in front of the user’s view point (screen center). Also, since
the adjustable brightness range of the HoloLens is subdivided into levels, the
brightness level is set to maximum. As such, the perceived brightness of the
rendered content is controlled with its opacity adjusted in Unity.

5.4 Pilot Test

Though there already exist much information about how the pupil functions
in response to light, a pilot test is conducted for better understanding of how
this could be used to manage virtual lighting.
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5.4.1 Pupil-based Algorithm

As an initial test, a basic algorithm is built to understand whether pupil size
alone could be used to manage lighting and to gain a better understanding of
how the pupil would function in dynamic conditions. In essence, the minimum
and maximum size of a user’s pupil is firstly measured as a baseline, and
all luminance values of the display are then linearly interpolated (inversely)
between these two values based on the pupil size. For example, the minimum
pupil size (full constriction) will result in full display brightness, and maximum
pupil size (full dilation) will result in minimum display brightness plus an
offset. This offset is included so that complete darkness would not result in
completely transparent content, and the offset is fixed at 20% above minimum
brightness, selected through initial testing.

5.4.2 Participants, Setup and Conditions

10 subjects, 6 male and 4 female, ranging in age from 22 to 27 (avg. 24.38,
stdev. 2.06), participated in the pilot experiment. All subjects had normal or
corrected-to-normal vision and stated that they had little to no experience in
the usage of OST-HMDs (fewer than 3 uses). The experiment consists of two
phases: 1) a comparison of user selected brightness, pupil-based algorithm
determined brightness, and mean/max brightness, and 2) subjective ratings
of the latter three brightness management strategies to determine how close
each is to the ideal brightness setting. The procedure of the experiment is
approved by the institutional review board of Osaka University Institutional
Review Board.

To display and control real world background lighting, a projector (RICOH
PJ WX4141NI) is chosen that can output up to 3,300 [lm] of light. Images
are projected with four different brightness levels as shown in (a) through (d)
Fig. 5.4, which respectively correspond to the Dark, SlightlyDark, Slightly-
Bright, and Bright conditions in Fig. 5.5. To figure out how far off from the
ideal the pupil based algorithm is, its results are compared to the mean and
maximum brightness settings of the display. In addition to verifying the basic
effectiveness of pupil response as a method for lighting adjustment, this could
also help with improving the fundamental structure of future iterations of the
algorithm and determining what to include in the primary higher dynamic
range experiment.
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Figure 5.5: Graphs showing how the initial pupil-based algorithm (orange)
performs in comparison to mean and max brightness settings. User preferences
are taken as ground truth and are shown in black, with extended green lines
for reference. The vertical axis represents the minimum (+20% offset) and
maximum display brightness of the HoloLens for a given virtual image, scaled
from 0 to 1.

5.4.3 Initial Results

Though somewhat simplistic, the evaluation shows that the pupil-based light
management is already better than maximizing brightness in some cases.
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Figure 5.6: Box plot showing subjective results from the second part of the
pilot experiment, where participants rated all methods on a seven point Lik-
ert scale ranging from too dim (1) to too bright (7). The green line (at 4)
represents the "just right" level. The ’x’s represent the mean values.

Fig. 5.5 shows a summary of the options most closely matched with user
preference, with the best options for each piece of HMD content circled with
a dotted green line. The pupil-based algorithm closely (75%) matches user
preference for the text only and image only cases, but it is not able to ac-
count for low-light situations properly. Fig. 5.6 shows subjective ratings ver-
sus the mean and max values for screen brightness. Further refinement and
experimentation are necessary, so the algorithms are re-designed and a more
thorough experiment is conducted next.

5.5 Algorithm Redesign and Refinement

Prior to finding an algorithm that works well, other implementations were
tested but turned out to be ineffective, but a great deal in the process could
be learnt.

5.5.1 First Iteration

The first was a hard coded approach that used a weighted function to de-
termine the ideal display brightness. The basic algorithm included a pre-
calibrated pupil-brightness model that weighted pupil size and environment
light. Through informal testing of this algorithm, it was learnt that the out-
put function was still relatively 1-dimensional and could not handle the entire
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spectrum of brightness solely based on the two weighting functions. This was
primarily due to two downsides of the approach, including that there was no
good way to calibrate the weight function for each user and that the model
could not be updated to account for non-linear differences in preference at var-
ious brightness levels. Based on these findings, a machine learning approach
is explored that matches brightness preference to pupil size and environment
lighting over a higher dynamic range.

5.5.2 Machine Learning Approach using Pupil-light Pairs

The high level idea behind this approach is to obtain a mapping of the user’s
preference for any given pupil size and environment light for a given piece
of virtual content. Although many general models exist that can describe
the connection between perceived luminance and pupil response (Winn et al.
(1994); Watson and Yellott (2012)), it is hard to apply these models directly
to the lighting adjustment of OST-HMDs. One reason is that it is difficult
to properly measure the luminance of both the near-eye virtual content and
the environment in real time. Additionally, the individual differences in users’
light adaptation and preferences make it necessary to define a personalized
model.

To overcome the limitations of these other approaches, a neural network
is implemented to generate a personally optimized model obtained from a
short user training phase. This training could be done automatically over the
course of a few hours of regular HMD use, but a training period of about 20
minutes (approx. 100 selections over 10 backgrounds x 2 lighting conditions)
is defined in the experiment in order to shorten the experimentation time. In
the primary experiment, a custom implementation of neural network is used
that has 2 hidden layers, limited to 10 neurons for each to reduce the time
cost of training and the over-fitting. Back propagation algorithm is used for
calculating the weights of the network and the hyperbolic function tanh is
used as the activation function. All data are trained at a learning rate of
0.003 out of 5000 epochs with the batch size being 1.

The neural network is trained on pupil-light input pairs, i.e., a pupil radius
[mm] and environment illuminance [lx] with a user selected preferred bright-
ness (from 0 to 1 in Unity). Through an initial test data set, it is found that
passing the raw inputs through a linear scaling transformation without nor-
malizing the distribution works best for tuning the model. Thus, the network
can be trained to mimic the user’s choices fairly well, and much better than
current linear models, as later shown by the experimental results.
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5.5.3 Automated Adjustment Filter

A good HMD lighting model needs to be sensitive to all environment con-
ditions, but must also provide a desirable user experience. Because human
pupil size is not stable over time due to the adaptation of the cones and rods
to incoming light and because the output of the eye tracker is not always
perfect, making direct adjustments using the raw pupil value resulted in noisy
output and very noticeable changes in HMD lighting. In order to avoid the
excessive changes in brightness over short periods of time, a simple filtering
(smoothing) algorithm is implemented to account for the variation v̇ in pupil
size. This is given by the following

v̇ =

∑T
T−I p−

∑T−I
T−2I p∑T−I

T−2I p
, (5.1)

where
∑N

M p denotes the summary of the pupil size p from time M to N, T
denotes the respective time and I denotes a constant time interval that was
picked through trial and error. In the primary experimental setup, the interval
I is set to 0.5 [s] and v̇ is set to 0.0004 as a result from an initial test. Informal
testing of this algorithm appeared to yield much better results, so an in-depth
user study for further evaluation is designed as follows.

5.6 User Study

This primary user study is intended to test how the Intellipupil algorithm,
referred to as IntelliPupil, would perform in a more complex real environ-
ment. For comparison, a linear adjustment model, referred to as Linear, is
implemented that sets the display brightness based on the illuminance of the
background as measured by the HDR luminosity sensor. The end goals of the
user study are to 1) train the IntelliPupil algorithm, 2) verify the efficacy of
the trained algorithm and compare the results to the commonly used Linear
adjustment, and 3) learn about the behavior of the pupil in the process of
OST-HMD usage.

5.6.1 Setup and Participants

The general experiment procedure involves first gathering a training set of
data, then evaluating IntelliPupil against the environment light based linear
model to see which more closely matches user selections. The layout and
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two fisheye views of the experiment environment are shown in Fig. 5.7. A
5x5 meter room is set up where a single window is visible and facing near-
direct sunlight to mimic outdoor lighting, as can be seen in the upper right of
each image. The other side of the room is darkened to obtain lower lighting
conditions. All experiments are conducted from 10 a.m. to 5 p.m. in order
to obtain outdoor light. The illuminance value (as taken from the sensor)
ranged from approximately 0.002 [lx] to 1000 [lx], which corresponds to point
values of 0.5 [cd/m2] for the darkest corner of the room to 4500 [cd/m2]

when facing the open window, measured with a Konica Minolta CS-100A
luminance meter. With this large range of lighting values, both indoor and
outdoor lighting could be tested to a certain extent test. The procedure of the
experiment is approved by the institutional review board of Osaka University
Institutional Review Board.

A total of 12 individuals participated in the experiment, but data from
3 individuals was excluded from analysis due to excessive mascara, irregular
pupil shape, and failure of the eye tracker, leaving nine valid participants, 6
male and 3 female ranging in age from 23 to 54 (avg. 28, stdev. 9.33), for
analysis.

5.6.2 Task: Preference Selection

The tasks in this experiment are different from the pilot in that participants
are required to gaze at physically printed numbers and other objects in the real
world rather than a projected background. The number of virtual overlays is
also reduced to two, including a browser window (billboard-style) and regular
text. This helps to ample training time for InterlliPupil, a period for testing,
and subjective evaluation.

5.6.2.1 Linear Model for Comparison

Current linear models either try to match environment light with display
brightness as closely as possible or maximize contrast against the environ-
ment. Since it was preferred to avoid the problem of preventing the pupil from
light-adapting, this work ignored contrast maximization and implemented the
model that matches environment light as closely as possible. The algorithm
adjusts the display brightness to bd linearly based on the illuminance i of the
environment measured by the forward-facing luminosity sensor. This is given
by the following
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bd =MIN(1,
i

IMAX − IMIN

), (5.2)

where IMAX and IMIN denote the maximum and minimum illuminance of the
environment. In the experiment, IMAX was set to 0 lx (no light incoming)
and IMIN was set to 1000 lx, a high illuminance level corresponding to the
maximum brightness of the HMD.

5.6.2.2 Training

The participants first sat down on a swivel chair, put on the display, adjusted it
to the appropriate nose height, and confirmed that virtual content was visible.
Next, the eye tracking software was initialized to make sure it was stable.
Next, the training phase was started for the experiment, in which participants
had to gaze at each of the numbers in the room sequentially. When focused on
each number, they used a hand-held mouse to select their preferred brightness
for that number by using the scroll wheel to adjust brightness and clicking
to make a selection. This click selection was repeated five times per number,
and the participant then rotated in the chair so that the HMD faced the
next number. This was carried out for times for each number for two general
lighting conditions and two HMD conditions as follows:

• Lighting 1: Room lighting on
• Lighting 2: Room lighting off
• HMD 1: Plain text paragraph (non-billboard)
• HMD 2: Browser content (full-screen billboard)

This setup provided 100 (5 x 10 x 2) data points (pupil-light correspon-
dences) for each of the Plain Text and Browser Content conditions. After-
wards, while the participant took a short break, the recorded pupil-light data
pairs were fed into the neural network as training data prior to the second
half of the experiment.
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Figure 5.8: 3D visualizations of the output from some of the best and worst
fits for the trained neural network model, including all possible pupil-light
input pairs. The white elevated points are the user input pairs that trained
the model. Pupil radius is in [mm], environment light is in [lx], and HMD
brightness is the resulting alpha value from 0-1 in Unity.

5.6.2.3 Algorithm Evaluation and Comparison

The second part of the experiment was designed to determine how well the
IntelliPupil algorithm could actually reproduce user preferences and to see
how this compared to the linear model. This was designed as more of an
"in the wild" evaluation, where participants were asked to gaze at multiple
objects/directions for both the Linear and IntelliPupil approaches. This time,
instead of choosing a preference, participants were asked to rate how close the
algorithmic result was to their actual preference, with 4 being perfect, 1 being
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too dim, and 7 being too bright, using the mouse wheel to select a score. Both
algorithms were displayed at random, one after the other for a particular gaze
point, so that participants could rate each of for each pair over the same
background. This was repeated 20 times and both types of HMD content
in an intermediate lighting condition (half of the room lights on) to expose
participants to a lighting condition that was not part of the training data set.

5.6.3 Results

To observe how well the neural network fit users’ initial selections, the aver-
age accuracy of all pupil-light data pairs for each participant was estimated
by calculating the mean squared error (MSE) and coefficient of determination
(R2) of Plain Text and Browser Content. Table 5.1 shows the average re-
sults aggregated from all rounds of training in the primary experiment, which
resulted in relatively high correlations between user selections and model out-
put. Correlations were relatively good for most users, and are visualized for
some of the best and worst cases in Fig. 5.8, with input pairs as white elevated
points and the resulting neural network outputs (for all possible inputs) as
surface plots.

5.6.3.1 Comparison of IntelliPupil and Linear Model

Subjective ratings for the Linear and IntelliPupil models are summarized in
Fig. 5.9, where a score of 4 represents the ideal (just right) brightness. A
Kruskal-wallis test for subjective ratings showed a significant difference be-
tween Linear and IntelliPupil for both the browser (χ2 = 94.211 > χ2

u =

6.635, p < 0.01) and text (χ2 = 141.337 > χ2
u = 6.635, p < 0.01 ) condi-

Table 5.1: Neural network training result for each participant. Note that the
output preferred brightness ranges from 0 to 1.

Plain Text Browser Content

# MSE R2 MSE R2

1 0.0045 0.8471 0.0048 0.7363
2 0.0068 0.8844 0.0093 0.7294
3 0.0111 0.7957 0.0046 0.9510
4 0.0007 0.9000 0.6505 0.4546
5 0.0113 0.7884 0.0057 0.9131
6 0.0082 0.9134 0.0016 0.9740
7 0.0147 0.8847 0.0036 0.9148
8 0.0011 0.9620 0.0209 0.7077
9 0.0035 0.9055 0.0012 0.9193
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Figure 5.9: Box plots of average brightness selections relative to ideal (rating
of 4) for Linear and IntelliPupil methods and browser versus text.

tions. This evidence shows that IntelliPupil outperformed the linear model
at matching user preferences, though ratings were still slightly below ideal.
It was also realized after the fact that the hard-coded scaling parameter for
the linear model may have been too strict since IMAX was set to 1000 lx but
observed maximum illuminance from the experiment data was around 800 lx.
This means that the Linear adjustment likely only provided approximately
80% of its maximum output, which lead to the lower subjective scores.

5.7 Discussion

5.7.1 Implication

Based on the visualizations in Fig. 5.8, it is inferred that 1) the brightness
preferences of users for various environment lighting are non-linear, and 2)
though somewhat similar, models for individual users can vary greatly. This
has significant implications for the way content designers should choose to
display text or other content, especially since increasing contrast or matching
background luminance is currently a common approach in both research and
industry.
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5.7.2 Limitation and Future Work

From the results in Fig. 5.9, it is inferred that the IntelliPupil output still de-
viates somewhat from the user’s ideal display brightness. Several possibilities
remain for this inaccuracy, including the need for additional training of the
model in real world use, user emotional state, and other unknown parameters
that may need to be included in the model. One example of such a parameter
might be the number of lit pixels on the screen. Since the tested content
were relatively static blocks of content (text/browser), further development is
required for a function that takes each pixel into account and would thus not
need to trained separate data sets for different virtual content. Display bright-
ness as well as FoV will also have a large influence on pupil size. Large bright
windows displayed in a 100 degree FoV display in a dark environment will
likely be more influential on pupil size than a small icon overlaid onto a scene
in broad daylight. Future work should strive toward a content-independent
model that can be trained using more flexible inputs, though this will need to
be heavily optimized.

In the primary experiment, a natural scene was used as the background
and asked the participants to gaze in various directions while evaluating the
algorithms to get practical results. However, it is also believed that doing the
experiment in a more controlled condition could provide deeper insights into
how the lighting conditions of the environment and HMD would affect pupil
size, which is planned as future work. It is necessary to conduect a further
user experiment under fully controlled and more various lighting conditions
to reveal the relationship between the environment/HMD brightness and the
pupil adaptation when one’s using an OST-HMD outdoors.

Lastly, though a 20-minute training session was designated for users during
the experiments, it was available to just as easily use brightness adjustments
over time to train the algorithm. In other words, the adjustments and but-
ton presses have to do to adjust display lighting anyway could be fed into
the algorithm without the user noticing, eliminating a formal training phase.
For practical use, it is necessary to come up with a more stable and drift-
independent eye model. It is believed that some of the results with poor
fitting, such as subject #4 with the browser content in Table 5.1, which is
also visualized as the lower right of Fig. 5.8, were due to a re-calibration
caused by a large positional shift of the eye tracking camera during the ex-
periment. Instead of initializing the tracker for each user prior to or during
training, it would be ideal to save a user’s previously generated eye models
for longer term use. In the future, it is also a goal to refine the algorithm
so it can be applied to previously unseen content and for users without any
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training information.

5.8 Chapter Conclusion

This work presents IntelliPupil, an algorithm that can automatically adjust
display lighting a user’s brightness and contrast preferences. Using both pupil
size and environment light, IntelliPupil can adjust HMD lighting better than
current linear models, which shows that user preferences for contrast must
be taken into account in addition to environment light. Experiment results
also showed that environment light alone is not enough to manage display
lighting, and that pupil size is an equally important factor in adjusting to
an ideal brightness. It is expected that the IntelliPupil algorithm, the neural
network design, and the experiment results will change the way people think
about light management techniques for OST-HMDs in the near future.





Chapter 6

Conclusion

This dissertation presents a theory of developing and applying eye-based user
interfaces to HMDs for hands-free usability and improved user experience.
This theory postulates that automated methods for light modulation and pure
gaze-based manipulations can outperform traditional methods for HMD in-
teraction. Two methods are deployed for the attempt, including: 1) a method
that makes use of pupil response for automated light modulation of OST-
HMDs, and 2) a method that enables pure gaze-based manipulation of 3 DoF.
A follow-up study also explores the usability of different eye gaze-based object
rotation methods that are suitable for HMDs.

6.1 Summary

A summary of the contributions and findings made by this work is shown as
follows.

Gaze-based Three-dimensional Object Manipulation. This work pro-
poses a novel method called OrthoGaze that allows the user to intuitively
manipulate the three-dimensional position of a virtual object using only the
eye or head gaze. This approach makes use of three selectable, orthogonal
planes, where each plane not only helps guide the user’s gaze in an arbitrary
virtual space, but also allows for 2-DoF manipulations of object position. This
work conducted two user studies involving aiming and docking tasks in VR to
evaluate the fundamental characteristics of sustained gaze aiming and to de-
termine which type of gaze-based control performs best when combined with
OrthoGaze. In summary, the main contributions of this work are:

• This work presents a novel approach that enables hands-free adjustment
of virtual object position of 6 DoF in HMDs.

• An experiment is conducted that evaluates sustained eye-gaze and head-
gaze aiming in a painting task. The results show that eye-gaze outper-
forms head-gaze in terms of accuracy. Furthermore, in some cases larger
areas can be covered with eye-gaze than head-gaze.
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• The experimental results show that for 3D docking tasks, eye and head
gaze-based control with OrthoGaze can achieve 78% and 96% success
rates, respectively, when compared to a hand-held controller.

Gaze-based Three-dimensional Object Rotation. This work explored
three methods to handle rotations of virtual objects using gaze, including
RotBar: a method that maps line-of-sight eye gaze onto per-axis rotations,
RotPlane: a method that makes use of orthogonal planes to achieve per-axis
angular rotations, and RotBall: a method that combines a traditional arcball
with an external ring to handle user-perspective roll manipulations. This work
validated the efficiency of each method by conducting a user study involving a
series of orientation tasks along different axes with each method. In summary,
the contributions of this work are:

• Three different methods are implemented that improve upon existing
work and redesigned them to specifically address the needs of those who
need eye-only control to rotate virtual objects.

• A user study is conducted that compares these methods in different
situations to determine their suitability for simple and complex object
manipulations. The results show that RotBar and RotPlane are more
suitable for simple rotations and RotBall is more suitable for compli-
cated manipulations.

• Results of the user study revealed several observations that need to be
considered by future interfaces for gaze-based manipulation.

Automated Light Modulation for OST-HMDs. In this work, a novel
algorithm called IntelliPupil is proposed to properly modulate augmentation
lighting for a variety of lighting conditions and real scenes. The system first
takes data composed of real scene luminance and changes in the pupil diam-
eter as passive inputs. The data is coupled with user-controlled brightness
selections, allowing the algorithm to generate a model fitting to the user pref-
erence using a feed-forward neural network. Using a small amount of training
data, both the scene luminance and the pupil size are used as inputs into
the neural network, which can then automatically adjust to a user’s personal
brightness preference in real time. In summary, IntelliPupil involves the fol-
lowing advantages to light modulation of OST-HMDs.

Dynamic to Use Cases. IntelliPupil detects the changes in the envi-
ronment brightness according to the input pairs of scene luminance and pupil
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response, and then adjusts the display automatically for every frame. As a
result, the screen is kept to a optimal brightness level dynamic to the use case.

Hands-free. The whole IntelliPupil system is usable in a completely
hands-free way. The auto-adjustment takes passive inputs from the luminance
sensor and the eye tracking camera, which requires no manual effort at all.
As for the initial calibration, the history of user selections for the preferred
brightness can also be recorded through hands-free methods, e.g. a gaze-based
bias selection interface that provides the up/down adjustment of the display
brightness.

Better Matching with User Preference. The experimental results
show that IntelliPupil significantly outperforms a linear adjustment method
in matching the HMD brightness with a user-preferred level. This is essential
for practical use cases of OST-HMDs.

The main contributions of this work include:

• This work proposes a novel algorithm that accounts for user prefer-
ence, pupil size, and environment light to automatically manage display
brightness of OST-HMDs.

• The experimental results reveal that pupil size is just as important as
environment light for optimizing brightness and that IntelliPupil out-
performs linear adjustment methods in matching the user preference of
the display brightness.

In general, this work gives some implications regarding applying eye track-
ing for achieving hands-free HMDs. It shows that methods following certain
designs can address the need for eye gaze-based object manipulations of high
DoF. With the experimental results optimistic, the author believe that it is
viable to develop a eye-based 3D CAD system on HMDs that would benefit
from the immersive experience of HMDs along with the hands-free modality
of eye-based control. In addition, results from Chapter 5 reveal that eye-
based human factors can serve as an additional cue for automatically tuning
an HMD (brightness in the case of this work) to improve its functionality. It
is worthwhile to dig deeper into this unexplored topic for more novel insights
that could help evolve the next-generation human-HMD interaction.

While eye tracking is becoming more viable for HMDs, the author hopes
that the findings of this work can contribute to eye-based infrastructure in
future HMDs.
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6.2 Suggestions for Future Work

This work with its findings has taken a step forward towards achieving hands-
free usability of HMDs. However, there are still various tasks left regarding
eye-based interaction for HMDs. This section outlines two concrete ideas
accordingly for inspiring further research in the same domain.

Eye-based Context-aware Augmentation. One of the main purposes of
AR is to provide valuable information in real-time to the user, which asks
for the augmentation being proper, flexible and dynamic, say "intelligent and
attentive enough", to arbitrary situations. For example an ideal AR guidance
system should be able to read the user’s activities (attention, interests and
needs) and provide proper and adequate guidance information in real-time. To
achieve such in-situ AR requires accurate and comprehensive tracking of vari-
ous elements in real-time, such as the surroundings, users’ tasks and interests
and so on.

As such, eye tracking is expected to be valuable and applicable for such
goals, since tracking eye movements can provide us with key information for
interpreting and understanding a person’s interests, needs, cognitive states
and affective states in real-time. Besides, eye tracking also allows for the
analysis of relation between the environment and eyes, which can play an
important role in further understanding of human behaviours (Nishino and
Nayar (2006); Nitschke et al. (2013)). In this work, Chapter 5 made one
attempt towards such intelligent context-aware AR systems, though there still
remain valuable tasks unresolved or undiscovered in the same domain. The
author believes that relating the eye tracking technology could help with the
development of context-aware AR systems and lead to better user experience
of HMDs.

Unified Hands-free Interaction Frameworks. Recently, more and more
industries are promoting HMDs with eye tracking cameras integrated, e.g.
HTC Vive Pro Eye and Microsoft HoloLens 2. It is promising that eye tracking
is capable of becoming a basic means of interaction with HMDs in future.
However while various studies, including this work, is promoting novel eye-
based interaction methods in drops, there still lacks an unified framework
allowing for comprehensive hands-free interaction, for example a framework
that allows the user to use a combination of eye/head movements and voice
to accomplish all available interaction commands while using the HMD.

To reach this goal, large-scaled development, prototyping, and a large
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number of task-based/user-based tests are necessary, which requires long-term
efforts. However, it can be predicted that the unified hands-free interaction
can contribute to the evolution of future human-HMD interaction to a large
extent.





Appendix A

Subjective Surveys

A.1 OrthoGaze User Survey

About Participant

Gender
© Male
© Female

Are you short-sighted?
© Yes.
© No.

Are you wearing vision correction glasses or contact lenses?
© Yes.
© No.

Do you have any (partial) color blindness?
© Yes.
© No.
© I’m not sure.

How is your experience on using head-mounted displays before this exper-
iment?
© Never used before.
© Less than 5 times.
© 5 to 10 times.
© More than 10 times.

How is your experience on eye gaze tracking before this experiment?
© Never used before.
© Less than 5 times.
© 5 to 10 times.
© More than 10 times.
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Painting Task

About Task

The painting task was easy.
Strongly disagree. ©©©©©©© Strongly agree.

"Eye Gaze Mode"

The "Eye Gaze Mode" helped me solve the painting task.
Strongly disagree. ©©©©©©© Strongly agree.

The "Eye Gaze Mode" was easy to use.
Strongly disagree. ©©©©©©© Strongly agree.

The "Eye Gaze Mode" was of low fatigue.
Strongly disagree. ©©©©©©© Strongly agree.

"Head Gaze Mode"

The "Head Gaze Mode" helped me solve the painting task.
Strongly disagree. ©©©©©©© Strongly agree.

The "Head Gaze Mode" was easy to use.
Strongly disagree. ©©©©©©© Strongly agree.

The "Head Gaze Mode" was of low fatigue.
Strongly disagree. ©©©©©©© Strongly agree.

Docking Task

About Task

The docking task was easy.
Strongly disagree. ©©©©©©© Strongly agree.

The orthogonal planes helped me solve the docking task.
Strongly disagree. ©©©©©©© Strongly agree.

The orthogonal planes were visually not distracting.
Strongly disagree. ©©©©©©© Strongly agree.

"Eye Gaze Mode"

The "Eye Gaze Mode" helped me solve the docking task.
Strongly disagree. ©©©©©©© Strongly agree.
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The "Eye Gaze Mode" was easy to use.
Strongly disagree. ©©©©©©© Strongly agree.

The "Eye Gaze Mode" was of low fatigue.
Strongly disagree. ©©©©©©© Strongly agree.

"Head Gaze Mode"

The "Head Gaze Mode" helped me solve the docking task.
Strongly disagree. ©©©©©©© Strongly agree.

The "Head Gaze Mode" was easy to use.
Strongly disagree. ©©©©©©© Strongly agree.

The "Head Gaze Mode" was of low fatigue.
Strongly disagree. ©©©©©©© Strongly agree.

"Controller Mode"

The "Controller Mode" helped me solve the docking task.
Strongly disagree. ©©©©©©© Strongly agree.

The "Controller Mode" was easy to use.
Strongly disagree. ©©©©©©© Strongly agree.

The "Controller Mode" was of low fatigue.
Strongly disagree. ©©©©©©© Strongly agree.

Please write down here if you have any comment regarding the experiment.
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A.2 Gaze-based Rotation User Survey

About Participant

Gender
© Male
© Female

Are you short-sighted?
© Yes.
© No.

Are you wearing vision correction glasses or contact lenses?
© Yes.
© No.

Do you have any (partial) color blindness?
© Yes.
© No.
© I’m not sure.

How is your experience on using head-mounted displays before this exper-
iment?
© Never used before.
© Less than 5 times.
© 5 to 10 times.
© More than 10 times.

How is your experience on eye gaze tracking before this experiment?
© Never used before.
© Less than 5 times.
© 5 to 10 times.
© More than 10 times.

How do you think of your mental rotation skill?
Extremely bad. ©©©©© Extremely good.
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RotBar

I think that I would like to use this system frequently.
Strongly disagree. ©©©©© Strongly agree.

I found the system unnecessarily complex.
Strongly disagree. ©©©©© Strongly agree.

I thought the system was easy to use.
Strongly disagree. ©©©©© Strongly agree.

I think I would need the support of a technical person to be able to use
this system.

Strongly disagree. ©©©©© Strongly agree.

I found the various functions in this system were well integrated.
Strongly disagree. ©©©©© Strongly agree.

I thought there was too much inconsistency in this system.
Strongly disagree. ©©©©© Strongly agree.

I would imagine that most people would learn to use this system very
quickly.

Strongly disagree. ©©©©© Strongly agree.

I found the system very cumbersome to use.
Strongly disagree. ©©©©© Strongly agree.

I felt very confident using the system.
Strongly disagree. ©©©©© Strongly agree.

I needed to learn a lot of things before I could get going with this system.
Strongly disagree. ©©©©© Strongly agree.

RotPlane

I think that I would like to use this system frequently.
Strongly disagree. ©©©©© Strongly agree.

I found the system unnecessarily complex.
Strongly disagree. ©©©©© Strongly agree.

I thought the system was easy to use.
Strongly disagree. ©©©©© Strongly agree.
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I think I would need the support of a technical person to be able to use
this system.

Strongly disagree. ©©©©© Strongly agree.

I found the various functions in this system were well integrated.
Strongly disagree. ©©©©© Strongly agree.

I thought there was too much inconsistency in this system.
Strongly disagree. ©©©©© Strongly agree.

I would imagine that most people would learn to use this system very
quickly.

Strongly disagree. ©©©©© Strongly agree.

I found the system very cumbersome to use.
Strongly disagree. ©©©©© Strongly agree.

I felt very confident using the system.
Strongly disagree. ©©©©© Strongly agree.

I needed to learn a lot of things before I could get going with this system.
Strongly disagree. ©©©©© Strongly agree.

RotBall

I think that I would like to use this system frequently.
Strongly disagree. ©©©©© Strongly agree.

I found the system unnecessarily complex.
Strongly disagree. ©©©©© Strongly agree.

I thought the system was easy to use.
Strongly disagree. ©©©©© Strongly agree.

I think I would need the support of a technical person to be able to use
this system.

Strongly disagree. ©©©©© Strongly agree.

I found the various functions in this system were well integrated.
Strongly disagree. ©©©©© Strongly agree.

I thought there was too much inconsistency in this system.
Strongly disagree. ©©©©© Strongly agree.

I would imagine that most people would learn to use this system very
quickly.
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Strongly disagree. ©©©©© Strongly agree.

I found the system very cumbersome to use.
Strongly disagree. ©©©©© Strongly agree.

I felt very confident using the system.
Strongly disagree. ©©©©© Strongly agree.

I needed to learn a lot of things before I could get going with this system.
Strongly disagree. ©©©©© Strongly agree.

About Experiment

The task was easy.
Strongly disagree. ©©©©© Strongly agree.

In general, how do you prefer (rank) the three systems?.
RotBar
RotPlane
RotBall

Please write down here if you have any comment regarding the experiment.
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