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Abstract

We consider a&2m-th-order elliptic operator of divergence form in a domain
of R", assuming that the coefficients are Hoélder continuous obeaptr € (0, 1].
For the self-adjoint operator associated with the Dirittbeundary condition we
improve the asymptotic formula of the spectral functie@?™, x, y) for x =y to
obtain the remainder estima@(z"~? + dist(x, 9Q2)~1z"1) with any 6 € (0, r), using
the LP theory of elliptic operators of divergence form. We alsowhbat the spectral
function is in C™11¢ with respect to(x, y) for any smalle > 0. These results
extend those for the whole spa@® obtained by Miyazaki [19] to the case of a
domain.

Introduction

Let us consider arg-th-order elliptic operator of divergence form

(0.1) Aux)= > D*(ap(x)D u(x))

lej<m,|B]<m

with L>®(R") coefficients inR" and assume that the leading coefficients ar€9i(R")
for somer € (0, 1]. Here we use the notation

D =(Dy,..., D), Dj:—i% (=1,....n), i=+—L

Let 2 be a domain inR" with smooth boundan®2, A > the self-adjoint realiza-
tion associated with the Dirichlet boundary conditionSip andeq(z, X, ¥) the spectral
function of A >(q).

We are interested in obtaining a better estimate for the irmeaterm of the asym-
totic formula ofeq(z, X, X) when the smoothness indexof the leading coefficients is
given. For simplicity of notation we consider (2™, x, X) instead ofeg(z, X, X) when
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we give its asymptotic formulas. In [19] we showed tbat(r, X, y) is in C™11-¢ with
respect to X, y) for any smalle > 0 and that the asymptotic formula

(0.2) ern (72, X, X) = ca(X)t"+ O("?) as 1 — o

holds with any6 € (0,r) if @ =R", where

ca(x) = (27)" f de,

2 aj=1p=m Bap (X)E*HF <1

and O-estimate is uniform with respect t& Formula (0.2) is based on the theorem
of LP resolvents of elliptic operators of divergence formii [18, Main Theorem]
and the asymptotic formula for spectral functions of pselifferential operators due
to Zielinski [30]. Now that we have established theé theory of elliptic operators
under the Dirichlet boundary condition in [20, 21, 22], itngatural to try to extend
the results forR" to the caseR # R". Accordingly, the purpose of this paper is to
show thateg(r, X, y) is in C™11~¢ with respect to X, y) for any smalle > 0 and to
derive the asymptotic formula

(0.3) ea(r?™, X, X) = ca(X)z" + O(z"? +dist(x, 9Q) ") as t — oo

with any 6 € (0, r).

To contrast with known results we sé{x) = min{1, distk, 32)} and note that
(0.3) remains unchanged if we replace disd2) by §(x). In [10, 11, 17, 26] the as-
ymptotic formula foreq(z?™, x, x) was obtained with the remainder term of the form
O(5(x)~?7"?), where one can take ar§/e (0,r/(r + 3)) in [10], 8 € (O,r/(r + 2))
in [11, 26], andd € (0,r/(r + 1)) in [17]. Our remainder estimate makes the range
of 6 wider. In addition, O(z"~? + §(x)~*r"") is better thanO(s(x)~?t"~?), since
8(x)"ft"f = "% and §(x)~1r"1 = " if we choosex € Q so thats(x) = t?~1.
Hence our estimate improves those in [10, 11, 17, 26]. Momedv@ppears that (0.3)
splits the remainder term into two parts: one depending ensthoothness of the co-
efficients and one influenced by the boundary. When the c@affe are inC*, it was
proved independently by Briining [4] and Tsujimoto [27] ti{&t3) holds witho = 1
(see also [13)).

In this paper, we derive (0.3) with ang € (0,r) for a givenr € (0, 1] as a
corollary of the proposition stating that # 2n) satisfies (0.2) with somé < (0, 1]
then A ) satisfies (0.3) with the sam# In order to prove this proposition we fol-
low the spirit of Hérmander [5] and Briining [4]. We first estite the difference be-
tween the resolvent kernel fok >y and that forA_>gn), then show that the kernel of

exp(—z 1/2((29")')) — exp(-z 1/2((%?3) which is defined for Re > 0, is analytically con-
tinued to some disk with center 0, and finally apply a Fouriauterian theorem.
We would like to emphasize that our results can be obtainétbowi assuming @ >

n. In most papers the assumptiom2- n was essential, since the resolvent kernel has
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singularities on the diagonal whem2< n. Otherwise, extra assumptions were needed
such asD(A‘EZ(Q)) c H2™k2(Q) for somek with 2mk > n. Such additional assumptions
are, however, not required with the help of th theory for the Dirichlet problem in a
domain. Instead of the regularity such IB(;A‘EZ(Q)) c H2™k2(), which is impossible in

the case of non-smooth coefficients, the theory leads us th(A'EZ(Q)) c CM-Ll-¢(Q)
for a smalle > 0 if k is large enough. The idea of using thé theory for the case
of non-smooth coefficients goes back to Beals [2], who carsid elliptic operators of
non-divergence form.

When © is bounded, the spectrum & ;) consists only of eigenvalues with fi-
nite multiplicities accumulating only ato. Let Ng(t) denote the number of the eigen-
values of A > not exceedingr. The asymptotic behavior dfig(7) is related to that
of the spectral function, foNg(t) is obtained by integratingq(z, X, X) with respect
to x over Q. Thanks to the min-max principle, the investigation fés(r) has always
been ahead of that foeg(z, X, X). Improving the results in [10, 11, 12, 14, 16, 26],
Zielinski [29] obtained the asymptotic formula

(0.4) No(t?™) = canr"+0("™") as 7 — o

with any 6 € (0, r) for a general boundary problem whem2 n (see also [28, 30]),
whereca o = fQ ca(X)dx In some special cases, including the case 1, Miyazaki
[15, 16] showed that (0.4) holds with=r. Formula (0.4) can be derived by combin-
ing (0.3) with the estimatgen (2™, X, y)| < Ct". Accordingly, we could say that the
investigation foreq(r, X, X) has caught up with that foNg(z) as long as we treat the
Dirichlet boundary condition, a domain with smooth bourydand the remainder term
O(r"?%) with 6 < 1.

For the case o> coefficients we refer to [6, 7, 23], where the two-term asymp-
totic formula for No(z) is also considered. It is known thét= 1 is the best possible
in (0.4) for the case ofc™ coefficients. It is remarkable that (0.4) with=1 was
obtained by Zielinski [31, 32] when the coefficients aredh?, and by Ivrii [8] when
the coefficients are irC'* for any smalle > 0. In [3, 9] some elaboration of these
results onNg(7) is given in terms of the modulus of continuity.

1. Main results

Let us now state the main results precisely. Throughout ghjger we assume the
following conditions on the elliptic operatoh defined in (0.1) and a domaif2 C R":
(HO) Q is a uniformC? domain ifn > 2, andQ is an interval ofR if n = 1;

(H1) There existsa > 0 such that the principal symbael(x, &) satisfies

a(x, €)= Y ap(x)E"” = 6al6P" for x €R", £ € R";

la|=|Bl=m
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(H2) a,5 = 33, and a,s € L*(R") for |a| < m, || < m. In addition, the leading
coefficientsays with |a| = || = m are uniformly continuous ifR".

For the definition of a unifornC! domain or a domain having unifori@* regu-
larity we refer to [1, 25]. Here are two examples of unifo@} domain: a domain
with boundedC? boundary; the domain defined by the set of poirts (X', X,) € R"
satisfying x, > ¥(x'), wherey € CY(R"1) whose first derivatives are bounded and
uniformly continuous inR" .,

For 1< p<oo ando € R we denote byH:P(2) the LP Sobolev space of order
o in Q. In particular, foro = —k with an integerk > 0, H=%P(Q) is the space of
functions f written as

(1.1) f=% Df, fyelP(Q),

lor]<k

and the norm|| f||y—«p) is defined by|| f|y«pq) = inf lexlsk | fellLr@), where the
infimum is taken over alf f,},j<x satisfying (1.1). The spacblg’p(SZ) is defined to
be the completion ofC3°(€2) in H?'P(2). Then A defines a bounded linear operator
from Hy"P(Q) to H-™P(Q). When we want to stresp or Q, we write Ap o Or Ag
for A. The operatorA_»(q) in LP(R) is defined by

D(ALr) = {U € Hy"P(R): Aqu € LP(Q)},
ALD(Q)U =Aqu for ue D(ALP(Q)).

As is well known, whenp = 2, the operatorA g is a self-adjoint operator, and it is
usually defined by a sesquilinear form

Q= [ Y 0D Ut dx

le|<m, |B]<m

on H"3(Q) x HM*(S).
For an integerj > 0 ando € (0, 1] we denote byCi-?(Q) the space ofj times
continuously differentiable function$ such that the norm

. 199 £ (x) — 9% £ (y))|
Iflcr@= 3 19 fllieg+ 3 sup 210 =010

. A X =Yyl
O<lal<j =] L5 X =Vl

is finite. Forh € R", functions f(x) and g(x, y) we set
Qr={xeQ:x+heQ}, A,f(x)=f(x+h)— f(x),
Arpg(X, y) =g(x+h, y) —g(X, y), Aznrg(X, y) =9(X, y+h) —g(X, y).
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We define several constants, constant vectors, functiodsaaregion as follows.

Ma= max @y, Mar = max (R
A ymax [l 8 I Loe @y Aar = max ll2ap Il cor mm)
é’A = (n! m, (SAi MA)y §A,r = (nl m, 8A1 MA! MA,I’)!
a9 =@n) " [ de caa= [ ea9dx

Q

a(x,&)<1

@a(€) = max  Sup SUp|ags(X + ) — aus(X)l,

[@[=IB1=M |h)<e xeRD

AR n={reC: A >R, n=<argrh <2t —n} for R=>0, ne(O,%).
By definition wa(e) < Ma,&" holds if the leading coefficients are @°" (R").

Theorem 1.1. Assume(HO0)—(H2). Then for|a| < m, |8] < m the derivatives
agageg(r, X, y) are Holder continuous of exponent with respect to(x, y) for any
o € (0, 1). There exist @=C(¢a, wa, 2) and G = C(o, ¢a, wa, ) such that

1.2) |05 9 ea(T®™, X, y)| < Cyr™ Pl

for (x,y) e 2xQ, v >1,

(1.3) | ALnds 0f (T2, X, y)| < Cor™ 1P|
forheR", (X,y)e Qnx Q, t>1,

(1.4) | A2nds 0f (T, X, y)| < Cor™ 1P|
forheR", (X,y) e Q2xQp, t>1.

Theorem 1.1 will be proved in Section 2.

Proposition 1.2. Assume(H0)—(H2). Then if there exist £> 0 and 6 € (0, 1]
such that

(1.5) |€n (7™, X, X) = ca(X)"| < Cor""

for x € @, T > 1, then there exists G C(Cy, 0, ¢a, wa, ) such that
(1.6) leq(r?™, X, X) — ca(X)7"| < C(z"? +dist(x, 322) 1"
forxe, v >1.

Proposition 1.2 will be proved in Section 4 after estimatihg difference between
the resolvent kernels foR2 and R" in Section 3.
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Theorem 1.3. In addition to (HO)—(H2) we assume that the leading coefficients
of A are in C"(R") for some re (0, 1]. Then for anyé € (0, r) there exists C=
C@®,r, ¢ar, 2) such that

(1.7) lea(t?™, X, X) — ca(X)T"| < C(z"? +dist(x, 92)~ ")
forx e @, T > 1.

Proof. By [19, Theorem 2] estimate (1.5) holds for a givere (0,r). Then
Proposition 1.2 yields Theorem 1.3. ]

As mentioned in the Introduction, the asymptotic formula i, (), which Zielin-
ski [29] proved, can be derived again as a corollary of Thesrd.1 and 1.3.

Corollary 1.4. In addition to (HO)—(H2) we assume that the leading coefficients
of A are in @' (R") for some re (0, 1], and thatQ is bounded Then for anyv € (0,r)
there exists G C(0, r, {ar, ) such that

(1.8) INg(z?™) — caqt"| < Cz"*
for r > 1.

Proof. SetQ, = {x € Q: dist(x, 9Q) < ¢} for ¢ > 0. SinceQ is a boundedC* do-
main, it follows that|Q2.| < Ce with someC. This impliesz\QS 8(x)"tdx < Cloge™?
for 0 <& < 1 (see [14]). We evaluate

NQ(sz) — CA,Qtn = / {E(sz, X, X) - CA(X)Tn} dx
Q

by using (1.7) onQ \ €, and (1.2) witha = 8 =0 on Q,, and sete = t~1. Since
" llogr < Ct"? for 6 < 1, we get (1.8). O]

2. Rough estimates for spectral functions

By (H1) and Gérding’s inequalityA 2y is bounded from below. The assertions
of Theorem 1.1 and Proposition 1.2 remain unchanged if wiacepA by A+C with
constantC. So in the following we may assume thét is positive without loss of
generality. We start with the theorem arf resolvents.

Theorem 2.1. Let pe (1,00) andn € (0,7/2). Then there exist R R(n, ¢a, ®a,
Q) > 1 and C=C(p, n, ¢a, R2) such that fora € A(R, n) the resolvent(Ap o — 1)t
exists and satisfies

(2.1) I(Ap,2 — X) Ml H-ip@) Hip(g) < Cla|~HHU/EM
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for0< j <m, 0<k<m. In addition the resolvents are consistent in the sense that
-1l¢ — -1
(Apo—2) " f=(Age—2)"f
for f e H™P(Q)NH™%Q), p#q € (1, c0).

Proof. See [20, 21] for a domain with bound€™! boundary and [22] for a
uniform C! domain. O

REMARK 2.1. By the definition of the Sobolev space of negative or@et)(is
equivalent to

ID*(Aq — 2) "D || L@y Loy < C/|A|7HHIe1AN/ M)
for || < m, |8] < m with some constan€’ > 0.

Now that we have established Theorem 2.1, which is the thedog a domain,
Theorem 1.1 can be proved in the same way as [19, Theorem 1¢hwdealt with the
caseQ2 = R". So we only give the outline of the proof.

Lemma 2.2. Let j >0 be an integer and < o < 1. Assume that S and T are
bounded linear operators on?(L) satisfying

R(S) c Clo(Q), R(T*) c Cl(Q),

where KS) is the range of S and Tis the adjoint of T Then ST is an integral
operator with bounded continuous kernelXy). Furthermore for |¢| < j and |8| <
j the derivativesa;fafK(x, y) are Holder continuous of exponent and satisfy

|05 9 K (X, V)| < 1D S|l La@)— L@ 1D T*llL2@)> L~
for (x,y) € Q x @,
|A1nd5 85 K (X, Y)| < 1D SllL2@)— coo (@I D T* [l L2y Ly 11
for he R", (X,y) € Qn x Q,
|A2n05 0 K(X, Y)| < 1D SlILo@) L@ ID T*ll 2@~ cor ey II”
for h e R", (x,y) € Q x Q.

Lemma 2.3. For an integer k> 1 +n/(2m), o € (0, 1) and n € (0, 7 /2) there
exist R= R(k, o, 1, ¢a, wa, ) > 1 and C=C(k, o, 1, {a, 2) such that

ID(A — ) || Lagys Ly < CIA| TRV Hel/@m)
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1ARD*(A = 2) ™ llL2(@) () < ClA|TH M eo)/@m) o
for he R", |¢| <m andx € A(R, n).
Lemmas 2.2 and 2.3 are essentially the same as [19, Lemmar2d3]19, Lem-
ma 3.1], respectively, which dealt with the ca®s= R". Lemma 2.2 is a slight exten-

sion of [25, Lemma 5.10].

Proof of Theorem 1.1. LetE.} be the spectral resolution of identity fak:

A:/ tdE,.
0

Let k be as in Lemma 2.3. SincB(E,) c D(A¥) and

(A = M¥Ex [l 2@y Loy = Max(s — A)* < (¢ + |A])
O<s<t

for t > 0 and A < 0, we see from Lemma 2.3 and the equal®fE, = D¥(A —
1) 7X(A — 1)KE, that for anyo € (0, 1) there isR > 1 such that

(2.2) IDYE; [lLz@) L) < CIA|TMEMHEM (7 4 ),

(2.3) 1ARD*ExllLz@) Loy < CIA| T MEMHl/@M (4 13 )|h |7

for heR", Ja|] <m, >0 andix < —R. Applying Lemma 2.2 toE, = E,E} and
using (2.2), (2.3) with. = — max{r, R}, we obtain Theorem 1.1. ]

3. Estimates for resolvent kernels

In this section we estimate the difference between the I@mﬁa(A‘Ez(g) -1
and (A‘EZ(RH) — A)~%, assuming thak is an integer satisfying
3.1 k+1m>n.

As stated in the beginning of Section 2, we may assume ghad positive. So by
Theorem 1.1 we have

(3.2) lea(t?™, X, y)| < Ct" for >0, ey(r® x,y)=0 for 7 <O.
Lemma 3.1. Leto > n/(2m), and assume that & C1[0, oc) satisfies

(3.3) f(r)l <C@+7)™, |f(r)l<C@+7) !
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for = > 0 with some constant CThen f(A z)) is an integral operator with bounded
and continuous kernglwhich can be written as

(3.4) /Ooo f(r) d.eq(r, X, ¥).

Proof. See [19, Lemma 3.2]. ]

Let » € C\[0, c0). We note thak > n/(2m) if k satisfies (3.1). So by Lemma 3.1
(A‘EZ(Q) — 1)1 is an integral operator with bounded and continuous ke@@k(x, ),
which can be written as

(3.5) ok, .y = | T =) deen(r, %, ).
0

Integration by parts and (3.2) give

.L,kfl+n/(2m) /oo Sn/(2mk) |)\|n/(2mk)
k

k —
(3.6)  IGg.(x, y)ISC/O m |—A|2 =C d@)

whered(1) = dist(r, [0, o0)). Needless to say, here and in what follows the statements
for Q are also valid forR". For simplicity we WriteG'i(x, y) for G]'f%nvk(x, y).

In order to evaluates¥ , (X, y) — GX(X, y) we fix Xo € @ and go € C§°(R") satis-
fying suppgo C {x € R": x| < 1}, ¢o(x) =1 for [x| <271, and set

(X) _ X — Xo
P Sy )
Remembe$(x) = min{1, dist, 92)}. Clearly, supp C {x € R™: |X—Xg| < §(Xo)} C L.
For » € C\ [0, 00) let u1, ..., ux be the distinct roots of the equatian® = A for w.
For simplicity we setu = uq. It is clear that|uj| = |¢| and u; € A(RYX, n/K) for
j=1,...,kif A € A(R, n) with someR > 0 andn € (0, 7/2). For 1<| <k we set

| k

3.7) S(A) =[J(Ae — )™ TA=]J(A—u)™
j=1 j=l
Remember that we simply writ& for Agn. Let Rg: D'(R") — D'(2) be the restriction.
Lemma 3.2. Assume thafAq — ) ! exists for j=1,...,k. Then it follows that
k

B8) (A — )R, — 9Ra(AC =)t = = 3" S(A)RalA, ¢]Ti(A),
1=1



450 Y. MIYAZAKI

where [A, ¢] = Ap — ¢ A and ¢ stands for the multiplication by the functiop(x).
Furthermore Rq[A, ¢] can be written as

(3.9) Ro[A ¢] = > Db, ¢ R D
o, By

with some functions g, € L*>(Q) satistying ||bygy llL~ < C(¢a), where the sum is
taken overa, B, y satisfyingla| <m, |8l <m, O<|y|<m, e +B+y|<2m.

Proof. Since supp C 2, we have

(Ae — MpRa(A— 1) 1= Ro(A—)p(A—2) !
= Rag + Ro[ A, ](A— 1)1,

which gives
(3.10) (Ae — 1) 7'0Rq = pRa(A — 1) = (Ae — 1) ' Ro[A, p](A—1)7"

Noting (AX, —2)~! = ]'[‘j‘:l(Ag — )7t and using (3.10) repeatedly with= p, ..., uk,
we obtain (3.8). By the Leibniz formula and its variant

[D”, ¢]= ) Coppp” PID”, [D%, 9] = ) Cruw D9
B'<B o' <o

with some constant€gs and Cioor We have

[D“24s D, 9] = Y Cuaa D¥ @ VasDF + Y Cogy D agpp ) DF.

o' <a B'<p
Then we know thatRq[ A, ¢] is written in the form of (3.9). ]

A useful tool to evaluate the kernel of the right-hand sidg3r8) is the fact that
if an operator of the formST has a continuous and bounded integral kendgk, y)
then it follows that

KO W= ISTlis e < ISles eI T s e

with 1 < p < co. In order to apply this fact we shall derive exponential geeati-
mates for the resolvent kernels and their derivatives.

Theorem 3.3. Let pe (1, o0), n € (0, 7/2). Then there exists R R(1, {a, ®a,
Q) > 1 such that forx € A(R, ) the resolvent(Airq) — A)~! exists and it has a
kernel Gy, (X, y) which is independent of p and satisfies the followinthere exist
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C =C(n, ¢a, Q) and c= c(n, ¢a, ) such that for|a| < m, |8] < m the derivative
a)‘{agGg,A(x, y) is continuous off the diagonal i x Q and satisfies

(3.11) 1059 Ga (X, Y)I < CWam a1 (X — ¥, 4, €)

for x, y € Q, where the functionV, with o > 0 is defined by

[x|o" (0 <o <n),
W, (X, 4, €) = exp(—c|A[Y@™|x]) x { (1+log,(IA[YE™|x])"Y) (o =n),
|A.|(n—0)/(2m) (o >n),

andlog, s = max0, logs}. Moreover 3)‘2’B§‘GQ,A(x,y) is also continuous on the diagonal
if 2m— |a| — |B| > n.

Proof. See [21] for a domain with bound&™?! boundary and [22] for a uni-
form C! domain. O

Lemma 3.4. Let pe (1, ), n€(0,7/2), la| <m, |B] <m, and set
G&h (X, ) = D (=Dy) Ga(x, V).

Then there exist R R(n, ¢a, wa, 2) > 1, C =C(n, ¢a, 2), ¢ =c¢(n, ¢a, ) such that
for » € A(R, n) we have

(3.12) D(Aa ~ 1) 'D" 100 = [ GELx V) F)dy
for f € LP(R) and
(3.13) 1GES (%, Y| < CWom_jaip1(X — ¥, A, ©).
Proof. LetR be the maximum of th&®'s in Theorems 2.1 and 3.3. TheA§ —1)!
and G‘g’fi(x, y) exist fori € A(R, ). Estimate (3.13) follows immediately from (3.11).

Let f,g € CP(Q). Noting (Ae — 1) i) = (ALpe) — »)~* and using Theo-
rem 3.3, we have

(D*(Aq — 2) *DFf, g)g = / G (x, Y)D! f(y)Dg(x) dx dy,

QxQ

where we sety, v)q = [, U(X)v(X) dx SetB.(x) ={y e R": |[x —y| < ¢} for x €
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and sufficiently smalk > 0. Integrating by parts, we have

| Gastx )y T dy = im [

Ga,.(X, y)Dy, f(y)dy
Q\Bg(x)

= lim / (=1)Dy,Gaa(x, y) f(y) dy
Q\B;(x)

e—>0

X

1 i —Yi
+i 1I|m/ Gai(x, y) f(y) 22— d
LY . 2.6 ) f(y) X—y| S

= [ -1)D,Gasx, T ay.
Here we usedSq,,. (X, -) € LX), Dy, Gaa(x, -) € LX) and [;5 (o 1Ga(x, ¥)IdS, =

o(1) ase — 0, which follow from (3.11).
Repeating this procedure, we get

(D“(Aq — ) 'DP £, g)g = [/Q G0, ) ()36 dx .

Hence (3.12) holds forf € C5°(2). By Theorem 2.1 and (3.13) we see that the both
sides of (3.12) define bounded operatorsLiP(€2). Since C°(2) is dense inLP(),
(3.12) also holds forf € LP(S). ]

For a fixedxy € 2 we set

on={xeR”: [X — Xo| <

Let Ry, L®(Q) — L*>(By,) be the restriction an&,,: L1(By,) — L(R") the extension
defined byE, u(x) = u(x) for x € By, and Ey,u(x) = 0 for x € R" \ By,. Obviously
we have

IR llL=@—L=Bg) =1 [1ExllLieg)—»Liwn = 1.

Lemma 3.5. Let pe(1,0), n€(0,7/2), K+1)m>n, 1 <1 <k. Then there
exist R= R(n, ¢a, wa, ) > 1, C=C(p, k, 1, ¢a, ) and c=c(k, 1, ¢a, 2) such that
the following estimates hold for € A(R, ).

() If je| <m and p!<Im/n, then

IR S (Aa) D¥|lLp(@)— L~ (B,) < Clpu| e/ @mrn/2mn)

(i) If @] <m, O<|y]<m and pt < (2ml—|«|)/n, then

IR, S(Aq) D] LP(R)—L>(By)
< C8(xo) ™! THVEMT/EMD exp(—c(x0) | [MEM).
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(i) If |8l <m and p!>1—(k—1+1)m/n, then
I DﬂT| (A)Ey, |l L1(Bg)— LPEY) < C|M|—k+l—1+|ﬂ\/(2m)+(1—l/P)n/(2m)_

@iv) If [Bl<m, O<]y|<mand p!>1—{2mk—1I+1)—]B]}/n, then

le® DT (A) ExollLigg)—Lr@n)
< C8(xg) W TR HHAV @M A1/PNCM) exp(— o (xo) | [ P™).

Proof. Let Ry be the maximum of theR's in Theorem 2.1 and Lemma 3.4 for
the anglen/k. As will be seen below, Lemma 3.5 holds witk= Ré

() Letl<g<r <ooandg?®—r—t<m/n Then by Theorem 2.1 and the
Sobolev embedding theorem we have

”(AQ - A.)_lDa”Lq(Q)*)Lr(Q)
—1y=(n/m)(1/9-1 -1 1/9-1
@©14) < 10ha =0 TGS 1eAe — IR
< C|A|—1+\a\/(Zm)+(ﬂ/(2m))(1/<1—1/r)

for » € A(Ro, n/K), |la| < m. In view of p~! < Im/n we can choose a decreasing
sequence p; }'j o Satisfying

_ _ m .
0=pPy>pPL>---> P =P, pjl_pj—ll<ﬁ (=1,...,1.
Using (3.7), (3.14) andu| = |uj| for j =1,...,k, we have
1S(AQ) D llLr@)— L@

1-1

(3.15) < 1_[ I(Ae — 1) Hlr @ Lpi2@) X (A — )™ D% lLa(@)-Lr1()
j=1
< C|M|—I+|a|/(2m)+n/(2mp)

for A € A(RK, 1), which gives (i).
(i) Using Lemma 3.4 and the inequality

/ W, (X—2 A, CW¥,(z—Y, A c)dz< C(o, p, N, c)\IJU+p<x -V, A, g)
Rn

for o >, p > 0 (see [14, Lemma 3.2]) repeatedly, we see tRéh,)D* is an integral
operator with kernel§ ,(x, y) satisfying

1S,«(X, V)| < CWomi_jo(X — ¥, i, C)
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if we replace constant€, c¢ with other ones.

Let pt+qg1=1, x € By, and y € suppp®. Then |x — xo| < 8(X0)/4 and
8(X0)/2 < |y — Xo| < 8(X0). Therefore|x —y| > §(X0)/4. We note that|e™|| =gn <
C8(x0) ™!, Wy (X, p, €) = W (X, 1, ¢/2) exp=Cclue[™|x|/2) and [ (-, 1, C)l|Laen) =
C|p|(—0)/@m-n/@md if 5 » 0 and ¢ — n)q > —n. Then we have

IR0 S (A2) D¢ 1oy L 2ey)

< C sup [Wami—ju (X — -, 1, Q9P I q(q

X€Byg

c\d
=< Cfs(xo)fq‘y| sup \I‘Zmlf\a\(x —-VY W, 5)
X€By, o |X—y|=38(x0)/4

_ 1/(2m)
Xexp< qCIM|8 5(Xo)) dy

—qclulY ™8 (xo)

< C8(x) ! exp( 5

) |M|(n*2m|+\a\)Q/(2m)fﬂ/(2m)

if 2ml — |a| —n)q > —n. This yields (ii).
(i) Let pt+q~t=1 and sety, v)ar = [, u(X)o(x) dx and Ti(A)* = [T} (A -
)™t Then we have

(DPTi (A, v)ge = (U, Ti(A)*DP v)gn

for u, v € Cg°(R") because of the self-adjointness &{-z~ and the relation A —
i) Hiz@ny = (Alzgn — pj)~t. Hence

IDP T (Al 2@y Lo@ny = T (A)*D? || Lan)— L ).

We can evaluate the right-hand side in the same way as in)(818btain (iii).
(iv) can be treated in the same way as (ii), if we note that

lp®) DﬂTl(A)Exo”Ll(BXO)»LP(R”) = R Ti(A)* Dﬂ(ﬂ(y)lqu(Rn)—»Lw(on)

with p~t + =1 =1 and thatT{(A)*D? is an integral operator with kerndl z(x, y)
satisfying

ITi (X, Y)I < CWom—i+1)—8/(X — ¥, &, ). O

Lemma 3.6. Letn e (0,7/2), (k+1)m > n. Then there exists € C(k, n, {a, wa,
Q), c=c(k, n, ¢a, 2) such that

(3.16) G, (X, X) = GE(x, X)| < CIa| 7™ exp(—cs(x)|2[™9)

for x e 2, A € A(Q, n).
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Proof. LetR be theR in Lemma 3.5. First we consider the cgdaé < RS(Xp) 2™k
Then by (3.6) we haviG¥, ; (Xo, Xo)|+1GK(Xo, Xo)| < CIA| "MK for i e A(0,n), which
implies (3.16).

Next we consider the cage| > R§(Xo) 2™ (> R). SinceG¥ , (x,y) and GX(x, y)
are bounded and continuous, (3.8) gives

k

IGK,, (X0, Xo) — G (x0, X0)| < Z IR S (A2)Re[A, @] TiI(A)Ex llLie,)—»L>(By)-
=1

The right-hand side can be estimated by using (3.9) and LeBuha It is important
that we always havéx| < m or |8| < m in the sum in (3.9). Suppose that for each
I with 1 <1 <k we can takep € (1, c0) satisfying the inequalities in (i), (iv) of
Lemma 3.5 ifje| < m and |B] < m, and those in (i), (iii) of Lemma 3.5 ife| < m
and |8| < m. Then we get

|G|§z,,\(xo, X0) — GX(Xo, Xo)|

S C Z S(XO)*W‘ |,u|7k71+(\a\+\ﬁ|)/(2m)+n/(2m) exp(_c8(x0)|u|1/(2m))
a.By

< Clu| 7K@ exp(—cs(xo) ™M),

where we have usef + B +y| < 2m, 8(Xo) * < R-YCMR|,|1/@M and|u|~t < R-YK,
This implies (3.16).

So it remains to check that there exigis (1, co) satisfying the above-mentioned
conditions. In other words, we have only to show that for emtéger!| € [1, k] there
exists p € (1, oco) satisfying either of

2mk —1+1)—-m 1 Im
< — < — = 1y(l),
n p n

I3(1):=1— —(k_|n+ Hm < —]p- < 2ml—m

() :=1—

= 14(1).

Since I1(1) < 1, 1x(I) > 0, 13(1) < 1 and I4() > 0 always hold, such g exists if
[1(1) < 12(1) and I3(1) < l4(1), i.e.,
2k —-1+1Mm=>n, (K+I)m=>n

for any | € [1, k]. These inequalities hold ifk(+ 1)m > n. Thus we have shown the
existence ofp which has the desired properties. ]

4. Tauberian argument

In order to derive the asymptotic formula feg(z, X, X) from that of egn(z, X, X)
by using the estimate oG'g‘M(x, x) — GX(x, x) we prepare the following Tauberian
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theorem, which is a modification of Avakum@s Tauberian theorem [4, Lemma 4].
In the remainder tern©(z"%) in Lemma 4.1 below we allow the value 6fto be not
only 1 but also a number in (0, 1].

Lemma 4.1. Let N(z) and A(r) be functionsR — R satisfying the following
conditions
() N(z) is non-decreasing
(i) There exist constantgpc- 0, 6 € (0, 1] and G > 0 such that

|A(t) —cot"| < Cit"? for >0, A(x)=0 for © <0O;
(iii) There exists a constant,G- 0 such that
IN(z)] < Co" for >0, N(r)=0 for 7 <O;

(iv) If we set

F(2) = /0 e "?d.(N(z) — Ax)),

which is analytic forRez > 0 by conditions(ii)—(iii), then there exist & 0and B> 0
such that Kz) is analytically continued to the disfz € C: |z] < T} and satisfies

(4.1) |[F(2 <B for |z <T,
(4.2) F()=0.

Then there exists € C(co, n, #, Cy, Cy) such that
(4.3) IN(T) — Cor"| < C(x"* + T 1" 14 B) for 7>T %

Proof. As in [24], we choose a non-negative-valued funciioa S(R) such that
p()=0 for [rl =1, supprc (11, AO= [ p@)dr=1,

and setpr(r) = Tp(Tt), whereplt) = [~ e '"'p(r)dr. Obviously |5(t)] < 1 and
pr(t) = p(t/T).
First we shall evaluatet * dA(r) and pt * A(r). To do so we set

h(r, T) ="+ T "1+ T70 04T

andr(t) = A(r)—ct" for t > 0, r(z) =0 for t < 0. Then|r(z)| < C1z"? for r > 0.
We often use the inequalities

K

(4.4) " B ; ) /,OO {p(s) + 10" (9)}Is|“ ds < C,

S|«
TK

< CK(rK +
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for T > 0, « > 0. Combining

Tt s\ n-1 Tt , s
pr % dA(z) = nq)/ioo ,O(S)(‘L' _ ?) ds+T /OO (S (f _ ?) ds
with (4.4), we have
(4.5) lor xdA(z)] < CTh(z, T) for = >0.

Using

Tt

pr % A(T) = A() — A(r) /T " p(9)ds+ /

/: o(s)ds .

for T > 0, we have

A (r - ;) - A@]ds

<C(T7)™, ‘(r — E>n — "

= =C(Islt" T+ 9" T )

(4.6) o1 % A(T) — "] < C(E"? + T-1" ) for ¢ > T2

Next we shall evaluater *dN(z) and ot *N(r). Inequality (4.1) impliesld/N(t)—
dA(t)| < B for [t| < T. Hence by (4.5) and

pr xdN(z) = (27)71 f " d hr(@)(dN() — dA(t)) dt + pr % dA(7)

we have

4.7) O< pr*dN(zr) <CT(B+h(z, T)) for 7>0.

Choosec; > 0 so thatp(r) > ¢; for || < 1. SinceN(z) is non-decreasing, we have
(4.8) 0<N() =N —= T <c;'Tpr xdN(x) for 7eR.

Dividing the interval [0]s|] into at most|s|+1 intervals of length< 1, and using (4.7)
and (4.8), we have

0< N(r - ;) —N(x) < C(1+|s|)<B +h(t + g T))
whens < 0. Similarly we have

0<N(»)~ N(r - ;) < C(L+1sl)(B +h(z, T))
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when 0<'s < Tr. Then from (iii), the inequality| /7, p(s)ds| < C(Tz)™* and
Tt

pr+ N() = N(t) — N(7) /Too o ds+/

B PNz - ;) ~ ()} ds
it follows that
(4.9) lor * N(r) = N(@)l < C(B+h(z, T)) for z>T7%

Finally we shall evaluateor * N(z) — pt * A(r). Since F(0) = 0, the function

F(2)/z is also analytic inz| < T. So (4.1) and the maximum principle givE (2)/z| <
B/T for |z| < T. On the other hand, integration by parts gives

F(2)=2z /Ooo e "%(N(z) — A(z)) dt

for Rez > 0. Then we have

R - A=) < B o 1ot
Hence
T . . B
(4.10) lot % (N(7) — A(2))| = ‘(2;1)—1 /_T €75 ()(N(t) — A)) dt| < =
for r > 0. Combining (4.6), (4.9) and (4.10), we obtain (4.3). ]

Proof of Proposition 1.2. For simplicity we writz, X, X) for egn(7,X,X). Let us
apply Lemma 4.1 withN(z) = eq(r?™, x, X) and A(z) = e(z?™, x, x). To do so we shall
see that conditions (i)—(iv) in Lemma 4.1 hold. Conditioh f@llows from the prop-
erty of the spectral function. Condition (ii) holds witly = ca(x) by assumption (1.5).
Condition (iii) follows from (3.2). To check (iv) we set

F(Z)=f e 7 d.{ea(r®™, X, X) — &(r?™, X, X)}
0
for Rez > 0. By Cauchy’s integral theorem and (3.5) we have

F(2) = / e 2™ 4 {ea(zVX, X, X) — (X, X, X)}
0

_1 1/(2m o0
:_,/e—zA . ”dx/ (r — M) {en (X, X, x) — e(z V¥, X, X)}
27T| r 0

1 .
S / e "G, (%, x) — GE(x, x)} d,
r
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whereT is the boundary ofA (0O, 7/4). Using estimate (3.16) fok € A(0, =/4), we
have, for|z| < 271cs(x),

/r|e’z’\1/(2mk){G'§M(x, X) — GX(x, x)}|IdA]
<C / |4 ~HVEMS expi(12] — ea(x)) |4V} dA|
r

o0
<C / r ~H/CMR exp(27tes (x)r Y@My dr < Cs(x)".
0

HenceF(z) is analytic in{z € C: |z| < 27%c8(x)}, and|F(2)] < C§(x)™". That is, (4.1)
is valid with T = 271c8(x) and B = C8(x)™". Equality (4.2) follows from Cauchy’s
integral theorem and the fact thet, , (x, X) — GX(x, x) is rapidly decreasing ag.| —
oo in A(0, r/4). Thus we have checked condition (iv). So we can apply Lemria
to get

lea(t?™, X, X) — ca(X)7"] < C(z" 7 +8(x) LT+ 5(x)™")
< C(""+5() 7"
for T > 2c718(x)~L. Sinces(x)~! < dist(x, 9R2)~1 + 1, (1.6) holds forr > 2c~1s(x)~2.

When 1< 1t < 2c7%§(x)~, (1.6) follows from (3.2). This completes the proof of
Proposition 1.2. O
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