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The force on a charged particulate or "dust grain" in a plasma is derived in the presence of a density gradient and an externally applied electric field. The Debye sheath around the particulate is usually deformed (i.e., polarized) under such conditions, and exerts a force on the particulate. This sheath-polarization force is always in the direction of decreasing Debye length, regardless of the sign of the particulate charge. The magnitude of the polarization force is estimated under typical glow discharge conditions.

PACS number(s): 52.25.Fi, 52.25.Vy

I. INTRODUCTION

Small charged dust grains or "particulates" are observed in a wide variety of plasma environments, ranging from low-pressure discharges used in industrial applications to the interstellar medium. As plasmas have been used increasingly in industrial material processing, the presence of particulate contamination has been recognized to pose serious problems for product yield and reliability [1-5].

If the particulate density is sufficiently high, the interparticle potential energies may substantially exceed their thermal kinetic energies [6], and the particulate system then exhibits behavior similar to a liquid [7] or classical one-component plasma [8-11]. In isolation, an electrically charged grain in a nonuniform plasma interacts with its own sheath field, any externally applied electric field, and plasma flows. Interactions with other particulates and the background plasma determine the transport properties of the particulate system in a nonuniform plasma.

We are concerned here with the transport of an isolated particulate, in particular with the force exerted on it by the ambient plasma. Since the sizes of particulates and their Debye sheaths are typically small on the macroscopic scale (e.g., the dimensions of the discharge chamber), the particulate dynamics are determined by local plasma parameters such as the electric field, plasma density gradient, etc., at the position of the particulate. We will exploit this scale discrepancy to obtain the force as a function of macroscopic plasma parameters. Such a functional dependence may be used in conjunction with macroscopic (e.g., fluid or particle in cell) simulations to determine the overall particulate transport characteristics in the discharge.

As is well known, a charged particle in a plasma is surrounded by a Debye sheath, which shields its long-range Coulomb field. Particulates in plasmas are typically negatively charged — due to the high mobility of the plasma electrons — so their Debye sheaths comprise an excess of positive ions and a deficiency of electrons. The problem addressed in this paper is that of whether, in the presence of an external electric field, the Debye shielding effectively diminishes the magnitude of this field at the particle location (by, for example, a redistribution of the Debye charges).

As will be clarified below, the Debye sheath does modify the externally applied field by a redistribution (i.e., polarization) of the sheath charges. However, the external field is not necessarily "shielded" or diminished at the position of the particulate: the Debye sheath may either reduce or enhance the external field, depending on the sense of the mean density gradient at the particulate. In a nonuniform plasma, the deviation of the force from the nominal value $Q_E$, that a particulate of charge $Q$ would experience in a field $E$ in the absence of the plasma, may be called the "polarization force" since it is due solely to the sheath polarization (neglecting ion drag force). In particular, a spherically symmetric Debye sheath would not shield the external electric field at all (although it does shield the Coulomb field of the particulate that it surrounds).

Although these characteristics of Debye shielding may be explained (see Sec. VI below) intuitively, it is not a trivial matter to demonstrate them rigorously. Estimating the total force on a particulate involves not only calculation of the electrostatic sheath-polarization force, but also the contribution of pressure forces on the particulate due to the ambient plasma. It is not obvious that this pressure force and the sheath-polarization force are both small for a small particulate. The pressure force is due mainly to the positive ions, which are electrostatically attracted by the negatively charged particulate (in this sense, the pressure force also has electrostatic origins). Generally, the ion density increases toward the particulate, and for a small particulate in a uniform plasma the spherical symmetry of the particulate ensures zero net force due to the ion pressure. In a nonuniform plasma, however, a slight imbalance between the pressure force on one side of the particulate and that on the other may result in a finite net force even in the limit of zero particulate size. In other words, one needs detailed calculations of the pressure force to determine its magnitude, even for an infinitesimal particulate.

We now estimate the magnitude of the polarization force. As mentioned above, in a nonuniform plasma the
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Debye length $\lambda_D$ (which represents the thickness of the sheath) is a function of position, and the sheath around a particulate is no longer spherically symmetric. The deformed (i.e., polarized) sheath creates an electric field at the particulate location, and exerts a force—the polarization force—in addition to the external-field force $Q\mathbf{E}$.

If the Debye length is $\lambda_D = 20 \mu m$ and the scale length for macroscopic variations is $L = 1 cm$ (typical values for materials-processing plasmas), the variation of macroscopic plasma variables, such as the electrostatic potential, over the sheath is very small, of order $\lambda_D/L = 2 \times 10^{-3}$. However, even small charge separations may create large electric fields. Let us assume that the sheath is polarized due to the plasma nonuniformity, creating an excess charge $Q\lambda_D/L$ at one end of the sheath and $-Q\lambda_D/L$ at the other (the particulate has charge $-Q$, so the sheath contains the opposite charge $Q$ more or less within a sphere of radius $\lambda_D$). This charge separation creates an electric field, which exerts a force $F_1$ on the particulate, given roughly by

$$F_1 \approx \frac{Q\lambda_D}{e\lambda_D^2}.\frac{Q\lambda_D/L}{e\lambda_D^2}.$$  

Comparing the polarization force $F_1$ with the direct electric-field force $F_0 = Q\mathbf{E}$, where we take $E \approx k_B T_e/e\lambda_D$, we obtain

$$\frac{F_1}{F_0} \approx \frac{eQ}{e\lambda_D k_B T_e} = \frac{Z_D}{\lambda_D^3} \lambda_D n_e.$$

Here $n_e$ is the electron density, $Q = Z_D e$, and we have used the definition of the electron Debye length $\lambda_D = (e^2 k_B T_e/e^2 n_e)^{1/2}$. Introducing the plasma parameter $g = 1/\lambda_D^3 n_e$, which is typically small—$g < 1$ is indeed a condition for a system of charged particles to be a “plasma”—we obtain

$$\frac{F_1}{F_0} \approx g Z_D \frac{\lambda_D^4}{\lambda_D}.$$  

Typically, $Z_D \gg 1$ and $\lambda_D \gg \lambda_D$, so the ratio $F_1/F_0$ may be of order 1, i.e., the polarization force $F_1$ may be comparable to the direct electrostatic force $F_0 = Q\mathbf{E}$. To determine the magnitude of $F_1$ more accurately, one needs a detailed analysis, which will be presented below.

For the sake of simplicity, we do not consider effects of a finite plasma flow in this paper. The plasma flow, especially ion flow, influences the transport of particulates in two ways. One is to exert an ion drag force, which represents the effect of Coulomb collisions between ions and the charged grain, and incurs a change of the ion velocity distribution function. The other is a fluidlike effect, by which the ion flow modifies the shape of the Debye sheath. In particular, when the ion flow velocity is sufficiently large compared to the ion thermal velocity $v_{th} = (k_B T_i/m_i)^{1/2}$, where $T_i$ and $m_i$ are the ion temperature and mass, the ions are unable to form a sheath around the particulate and consequently the Debye sheath consists only of a deficiency of electrons (the ion sheath is “blown away” by the strong ion flow). Under such conditions, the ion density distribution is almost uniform in the sheath. This fluidlike effect does not involve a change of the ion velocity distribution function.

A comprehensive study of drag forces on a particulate in a uniform plasma has recently been given by Northrop and Birmingham [12], where large-angle Coulomb scattering [13], dynamical friction [14,15], and collective effects [16] are treated systematically based on the theory of Hubbard [17] and Kihara and Aono [18]. The kinetic theory of Northrop and Birmingham simultaneously deals with both effects—drag force and fluidlike effects—mentioned above for a uniform plasma. For a nonuniform plasma, with which we are concerned here, a similar kinetic treatment is more complex and beyond the scope of the present work. However, a more detailed study of fluid-particulate interactions in a nonuniform plasma, deferred to a future publication, generalizes the results of this paper and shows that the sheath deformation due to a finite ion flow (i.e., the fluidlike effect mentioned above) has only a minor influence on the force exerted on particulates. In other words, the sum of the force presented in this paper and the usual ion drag force [13] accounts for the particulate transport in a nonuniform plasma. Effects of a finite flow will be discussed again in Sec. VIII.

This paper is organized as follows. In Sec. II we introduce our model of a charged particulate immersed in a nonuniform plasma. The electrostatic force is then obtained for infinitesimal and finite-radius particulates in Secs. III and IV. Noting that, in the absence of a finite plasma flow, the total force on the particulate is only the sum of the electrostatic force and pressure force, we derive the pressure force and total force in Sec. V. In Sec. VI, a physical interpretation for the results obtained in Secs. III–V is presented, and in Sec. VII the magnitude of the polarization force is estimated under realistic glow discharge conditions. Finally, Sec. VIII summarizes our results and briefly discusses effects of finite ion flows on the particulate force.

II. FORMULATION

We consider an unmagnetized plasma, in which the electrostatic potential, ion and electron densities, and ion flow velocity at position $r$ are given by $\Psi_0(r)$, $n_{i0}(r)$, and $v_{i0}(r)$. Here the subscript $0$ indicates macroscopic variables that vary weakly over the small scale of the ion or electron Debye lengths. The mean charge density is then $\rho_0 = qn_{i0} - en_0$, where the ion and electron charges are denoted by $q$ and $-e$ (we assume ions of single species; the extension to multiple species is straightforward). The potential satisfies Poisson’s equation $\Delta \Psi_0 = -\rho_0/e_0$. The plasma and electric field are sustained by some external means, such as a voltage applied to the electrodes. In this sense, the field may be called an externally applied field, although the plasma adjusts itself to determine the electric field profile, $E_0(r) = -\nabla \Psi_0$.

If we place a small particulate at $r = 0$ in this plasma, it will acquire a negative charge $-Q$, due to the attachment of high-mobility plasma electrons. The charged particulate perturbs the local electric field and plasma
density, forming a Debye sheath around it. The resultant field potential $\Psi(r)$ again satisfies Poisson’s equation:

$$\Delta \Psi(r) = - \frac{\rho(r)}{\epsilon_0},$$  

(1)

where $\rho(r)$ denotes the total charge density given by

$$\rho(r) = -Q \delta(r) + q n_i(r) - e n_e(r),$$

(2)

and $n_i(r)$ and $n_e(r)$ are ion and electron densities after the perturbation. Here the particulate is assumed to be infinitesimally small. The boundary conditions are given by

$$\Psi(r) \rightarrow \Psi_0(r) \; \text{as} \; |r| \rightarrow \infty.$$  

(3)

The dependence of the ion and electron densities on the electrostatic field is determined by the microscopic plasma characteristics. If collisions are sufficiently frequent, it may be assumed that the plasma is in thermal equilibrium locally (i.e., on the scale of Debye lengths), and the local densities are then given by the Boltzmann distributions:

$$n_i(r) = n_{i0}(r) \exp \left[ - \frac{q \varphi(r)}{k_B T_i} \right],$$

(4)

$$n_e(r) = n_{e0}(r) \exp \left[ \frac{e \varphi(r)}{k_B T_e} \right],$$

(5)

where

$$\varphi(r) = \Psi(r) - \Psi_0(r)$$

is the perturbation in the potential, and $T_i$ and $T_e$ are the ion and electron temperatures. The macroscopic variables $n_{i0}(r)$, $n_{e0}(r)$, and $\Psi_0(r)$ are slowly varying functions of $r$, in the sense that $|\nabla \Psi(r)| \ll |\nabla \varphi(r)|$, etc.

If the potential perturbation is sufficiently small (i.e., $|\varphi| \ll k_B T_i/k_B T_e$), the ion and electron densities given in Eqs. (4) and (5) may be linearized with respect to $\varphi$ (the so-called Debye-Hückel approximation). Substituting the resulting expressions for $n_i(r)$ and $n_e(r)$ into Eq. (1) and subtracting Poisson’s equation for the mean field, $\Delta \Psi_0 = -\rho_0/\epsilon_0$, we obtain

$$\Delta \varphi(r) = \frac{Q}{\epsilon_0} \delta(r) + k_B^2(r) \varphi(r),$$

(6)

with

$$k_B^2(r) = \frac{q^2 n_{i0}(r)}{k_B T_i} + \frac{e^2 n_{e0}(r)}{k_B T_e}.$$  

(7)

The boundary condition for Eq. (6) is then given by

$$\varphi(r) \rightarrow 0 \; \text{as} \; |r| \rightarrow \infty.$$  

The characteristic Debye length $\lambda_D(r)$, defined by $\lambda_D = k_B^{-1}(r)$, is in general spatially dependent. In terms of the ion and electron Debye lengths

$$\lambda_i(r) = \left[ \frac{k_B T_i}{q^2 n_{i0}(r)} \right]^{1/2}$$

and

$$\lambda_e(r) = \left[ \frac{k_B T_e}{e^2 n_{e0}(r)} \right]^{1/2},$$

we have the relation

$$\lambda_D(r) = \left[ \frac{1}{\lambda_i^2(r)} + \frac{1}{\lambda_e^2(r)} \right]^{-1/2}.$$  

Note, in particular, that $\lambda_D \approx \lambda_i$ if $T_e \gg T_i$.

The assumption of the Boltzmann distribution for ions given in Eq. (4), and its linearization employed to derive Eq. (6)—i.e., the Debye-Hückel approximation—need further explanation. In typical laboratory or space plasmas, where the ion Debye length is significantly smaller than the ion mean free path, the ion Boltzmann distribution inside the sheath of a particulate is rather unrealistic. Also, for a particulate in a relatively cold plasma (e.g., $T_i < 1$ eV), the electrostatic potential at the surface of the particulate is larger than the ion kinetic energy, i.e., $|\varphi(s)| > k_B T_i$, which violates the condition for linearization. Therefore, rigorously speaking, the model we have adopted does not apply to systems of dust grains in laboratory plasmas.

However, a simple physical argument suggests that, despite the apparent invalidity of the model, the properties of the system that we are concerned with in this system are relatively insensitive to the exact form of the ion distribution in the sheath. This insensitivity explains why the Debye-Hückel approximation has been successfully applied to various systems, ranging from colloidal particles [19] to dust in space plasmas [20,21], in earlier studies.

The important physical aspect of a particulate sheath is that, toward the particulate surface, the ion density increases monotonically whereas the electron density decreases monotonically (for collisionless plasmas, see [22]). This behavior is retained by the linearized ion distribution $n_i(r) = n_{i0}[1 - q \varphi(r)/k_B T_i]$, noting that the asymptotic behavior of the potential, $\varphi \rightarrow -\infty$ monotonically as $|r| \rightarrow 0$, is self-consistently derived from the linearized Boltzmann distributions. The thickness of the ion-excess layer (i.e., ion sheath) and electron-deficient layer (i.e., electron sheath)—which overlap each other—are typically given by the ion and electron Debye lengths. The exact value of the ion-sheath thickness, of course, depends on a specific model of the ion density distributions. See Appendix A for further discussion of this point.

Furthermore, when the mean (i.e., flow) ion velocity exceeds the thermal velocity $v_{i_0} = (k_B T_i/m_i)^{1/2}$, as is often the case in laboratory plasmas, the ion sheath may either be strongly distorted or unable to form at all around the particulate. In this case, the sheath is made up only of a deficiency of electrons and its thickness is given approximately by the electron Debye length $\lambda_e$. Note that, in typical process plasmas, the plasma flow velocity may reach the ion sound velocity $c_s = (k_B T_e/m_e)^{1/2}$ but seldom exceeds the electron thermal velocity $v_{e_0} = (k_B T_e/m_e)^{1/2}$. Under such conditions, the ion density distribution is given neither by the
Boltzmann distribution Eq. (4) nor the collisionless distribution derived by Bernstein and Rabinowitz [22]; it is almost uniform in the sheath. Again, the exact form of the ion density distribution does not influence the qualitative form of the potential profile and the plasma pressure near the particulate. We shall discuss the effects of a finite ion flow further in Sec. VIII.

Since the final results are likely insensitive to the exact functional form assumed for the ion density distribution, the advantage of using the linearized Boltzmann form is obvious: the system is solvable analytically and thus yields clear insight into its physical behavior. The zeroth-order solution that we employ in the following is the spherically symmetric solution to the Debye-Hückel approximation of Poisson's equation, which has been studied extensively and is well understood. Of course, studying the system numerically with more realistic ion density distribution is important [23,24], and more simulation studies are needed. Our analytical model serves as a reference system and point of departure for the subsequent construction of models under more realistic conditions.

III. ELECTROSTATIC POTENTIAL

We now solve Poisson's equation (6) to obtain the electric-field potential around the particulate. Here the spatial dependence of $k_D = \lambda_D^{-1}$ is assumed to be weak, in the sense that $|\nabla k_D| k_D \sim \delta \equiv \lambda_D / L$, with $L$ being the macroscopic scale length. Therefore, we may expand the function $k_D^2(r)$ around the particulate position $r=0$ in a Taylor series to obtain

$$k_D^2(r) = k_D^2 + \sigma \nabla k_D^2 ,$$

where $k_0 = \lambda_0^{-1} = k_D(0)$ is the inverse Debye length at $r=0$, and $\nabla k_D^2$ is also evaluated at $r=0$. Taking the direction of $\nabla k_D$ as the $z$ direction, we may write

$$k_D^2(z) = k_D^2 + \sigma z ,$$

where $\sigma = dk_D / dz$. In terms of the Debye length $\lambda_D$, we have

$$\nabla k_D = -\frac{2}{\lambda_D^2} \nabla \lambda_D ,$$

or $\sigma = -2(d \lambda_D / dz) / \lambda_D^2$, evaluated at $r=0$.

Since the second term of Eq. (8) is smaller than the first (i.e., $\sigma z / \lambda_D^2 \sim \delta$), we may solve Eq. (6) using a perturbation method: we write $\varphi(r) = \varphi^{(0)}(r) + \varphi^{(1)}(r)$, where the zeroth-order solution $\varphi^{(0)}$ satisfies

$$\Delta \varphi^{(0)}(r) = \frac{Q}{\varepsilon_0} \delta(r) + k_0^2 \varphi^{(0)}(r) ,$$

and the first-order correction $\varphi^{(1)}(r)$ satisfies

$$\Delta \varphi^{(1)}(r) - k_0^2 \varphi^{(1)}(r) = \sigma z \varphi^{(0)}(r) .$$

The appropriate boundary conditions are $\varphi^{(0)}, \varphi^{(1)} \to 0$ as $|r| \to \infty$.

The solution to the zeroth-order equation (10) is the well-known screened Coulomb potential

$$\varphi^{(0)}(r) = -\frac{Q}{4\pi \varepsilon_0} \exp(-k_0 r) ,$$

where $r = |r|$. With the use of this expression for $\varphi^{(0)}$, the solution to the first-order equation (11) is given by

$$\varphi^{(1)}(r) = \frac{\sigma Q}{16\pi \varepsilon_0 k_0} \exp(-k_0 r) .$$

One can easily confirm Eq. (13) by substitution into Eq. (11). For a more systematic derivation of $\varphi^{(1)}$, see Appendix B.

The total charge density $\rho(r)$ is then given by

$$\rho(r) = \rho_0(r) - Q \delta(r) + \rho_s(r) ,$$

where $\rho_s(r)$ is the charge density of the Debye sheath, given by

$$\rho_s(r) = \frac{\varepsilon_0 k_0^2}{4\pi} \left[ \exp(-k_0 r) \right] \left[ 1 - \frac{k_0^2}{4} \right] - \frac{\sigma}{\varepsilon_0} \frac{Q}{k_0^2} \frac{\exp(-k_0 r)}{r} .$$

In Eq. (14) we have retained terms to first order in $\delta = \lambda_D / L$.

Figure 1 shows the contour lines of the potential $\Phi = \varphi^{(0)} + \varphi^{(1)}$ given by Eqs. (12) and (13). The closed circle at the center represents the position of the particulate. Here the potential is normalized by $Q k_0 / 4 \pi \varepsilon_0$, and the parameter $\sigma / k_0^3 (= \lambda_D / L)$ is chosen to be 0.01. Note that the contours are at logarithmic intervals. As is clearly seen, the Debye length $\lambda_D(z)$ is smaller for larger $z$, resulting in a positive potential—overshooting in $\varphi$—for $z / \lambda_D \gtrsim 20$. Similarly, Fig. 2 shows the charge-density distribution around the particulate under the same condi-
FIG. 2. Contour lines (on a logarithmic scale) of the sheath charge density \( \rho_r \) given by Eq. (14) under the same conditions as those in Fig. 1. The background charge density \( \rho_0 \) is not depicted. The charge density is normalized by \( Qk_0^2/4\pi \).

The electrostatic force on the particulate may be calculated as
\[
F = -Q\mathbf{E}_0 + \frac{Q^2}{16\pi\varepsilon_0 k_0} \mathbf{E}_z.
\]
(15)

Here \( F_z \) and \( E_z \) denote the \( z \) components of \( F \) and \( \mathbf{E}_0 \).

As will be shown in Sec. V, the pressure force \( F^p \) on the infinitesimal particulate vanishes, so Eq. (15) indeed gives the total force in the absence of mean ion flow (i.e., there is no drag force). Using Eq. (9) the total force, to \( O(\delta) \), may be written in vector form as
\[
\mathbf{F} = -Q\mathbf{E}_0 - \frac{Q^2\nabla\lambda_D}{8\pi\varepsilon_0 k_0^2}.
\]
(16)

The (Helmholtz) free energy \( F_H \), which may be calculated from \( F_H = -\int F_z dz \), is then given by
\[
F_H = -Q\Psi_0 - \frac{Q^2}{8\pi\varepsilon_0 k_0^2}.
\]
(17)

where \( \Psi_0 \) and \( \lambda_D \) are evaluated at the particle position. In Eq. (17), the free energy of the unperturbed system is set to zero. Note that the polarization force—the second term of Eq. (16)—is always in the direction of decreasing Debye length, regardless of the sign of the particulate charge. In other words, as may be seen from Eq. (17), the particulate has a lower free energy when it has a thinner Debye sheath (i.e., smaller \( \lambda_D \)).

IV. FINITE-RADIUS EFFECTS

We now extend the preceding calculation to particulates of finite radius. For simplicity, we assume that the particulate is a perfect spherical conductor of radius \( a \). The radius \( a \) may be comparable to the Debye length \( \lambda_D \) but should be significantly smaller than the macroscopic scale length (i.e., \( a, \lambda_D << L \)). The assumptions regarding plasma properties made in Sec. II are also employed in this section.

The problem may be formulated in the same manner as in Sec. II, except that the total charge is now given by
\[
\rho(r) = qn_1(r) - \varepsilon_0 \nabla \Psi_0(r)
\]
in the plasma, and the boundary conditions are
\[
\Psi(r) \to \Psi_0(r) \quad \text{as} \quad r \to \infty,
\]
(18)
\[
\Psi(r) = \Psi_0(0) + V_s \quad \text{at} \quad r = a
\]
(19)

instead of Eqs. (2) and (3). In Eq. (19), \( V_s \) denotes a constant voltage on the particulate surface (measured from the background potential \( \Psi_0 \) at \( r = 0 \)), which is a function of the total charge \( -Q \) residing on the surface through the relation
\[
Q = \varepsilon_0 \int_{r=a} F_{r=a} \frac{\partial \Psi}{\partial r} dS,
\]
(20)
the integration being over the particulate surface (note that the quantity \( -\varepsilon_0 \partial \Psi/\partial r \bigg|_{r=a} \) represents the surface charge density).

Writing \( \varphi(r) = \varphi^{(0)}(r) + \varphi^{(1)}(r) \) again, the zeroth-order solution now satisfies
\[
\Delta \varphi^{(0)}(r) = k_0^2 \varphi^{(0)}(r),
\]
(21)

with the boundary conditions \( \chi^{(0)}(r) \to 0 \) as \( r \to \infty \) and \( \varphi^{(0)}(r) = V_s \) at \( r = a \). Here we have assumed that \( \psi_0(z) = \psi_0(0) - E_0 z \), neglecting \( O(\delta^2) \) terms (\( \delta = \lambda_D / L \) as before). The solution to Eq. (21) is readily obtained as
\[
\varphi^{(0)}(r) = \frac{V_s a \exp[-k_0(r-a)]}{r}.
\]
(22)

The first-order equation for \( \varphi^{(1)}(r) \) is given by Eq. (11),
but with boundary conditions \( q^{(1)} = 0 \) as \( r \to \infty \) and 
\(-E_0 a \cos \theta + q^{(1)}(r) = 0 \) at \( r = a \). Here \( \theta \) denotes the polar angle measured from the \( z \) axis. Substituting Eq. (22) into Eq. (11) and solving the resulting equation, we obtain
\[
q^{(1)}(r) = E_0 \left[ \frac{a}{r} \right]^3 \left( \frac{1 + k_o r}{1 + k_o a} \right) \exp[-k_o(r-a)]z
\]
\[
-\frac{\sigma V_s}{4k_o} \left[ \frac{a}{r} \right]^3 \left( \frac{1 + k_o r}{1 + k_o a} \right) - \frac{r^3}{a^3} \exp[-k_o(r-a)]z,
\quad \text{(23)}
\]
where \( z = r \cos \theta \). It is straightforward to confirm that the above expression for \( q^{(1)} \) indeed satisfies Eq. (11). Note that \( q^{(1)} = E_0 a \cos \theta \) on the surface of the particulate, which also satisfies the boundary condition stated above. A systematic derivation of Eq. (23) from Eq. (11) is given in Appendix B.

To relate the potential \( V_s \) to the particle charge \(-Q\), we now substitute \( \Psi = \Psi_0 + q^{(0)} + q^{(1)} \) into Eq. (20) to obtain
\[
q^{(0)}(r) = -\frac{Q}{4\pi \varepsilon_0 (1 + k_o a)} r \quad \text{or}
\]
\[
q^{(1)}(r) = E_0 \left[ \frac{a}{r} \right]^3 \left( \frac{1 + k_o r}{1 + k_o a} \right) \exp[-k_o(r-a)]z
\quad \text{and}
\]
\[
q^{(1)}(r) = \frac{\sigma Q}{16\pi \varepsilon_0 (1 + k_o a) k_0} \left[ \frac{a}{r} \right]^3 \exp[-k_o(r-a)]z.
\quad \text{(24)}
\]

The electrostatic force exerted on the particulate is given by
\[
F^{ES} = \int_{r=a}^\infty \rho(r) E(r) \, dr
= \varepsilon_0 \hat{\Phi}_{r=a} [E(E\cdot\hat{n}) - \frac{1}{2}E^2\hat{n}] \, dS,
\]
where \( E = -\nabla \Psi \), \( \hat{n} \) is an outward unit normal vector on the particulate surface, and the above integral is taken over the entire surface. Substituting \( E = E_0 - \nabla (q^{(0)} + q^{(1)}) \), we obtain
\[
F^{ES}_z = Q E_0 \left[ \frac{1}{3(1 + k_o a)^2} + \frac{\sigma Q^2 (1 + 2k_o a)}{16\pi \varepsilon_0 (1 + k_o a)^2 k_0} \right].
\quad \text{(26)}
\]

Note that Eq. (26) agrees with Eq. (15) when \( k_o a = 0 \).

In the case of a finite-radius particulate, the external electric field \( E_0 \) determines the charge distribution on the particulate's conducting surface, i.e., the polarization of the particulate. The polarized surface charges then create an electric field represented by the first term in Eq. (25), which in turn exerts an electrostatic force on the particulate given by the second term in the bracket of Eq. (26). Note that this force, which exists even in the case \( \sigma = 0 \), is unrelated to the polarization of the sheath. This particulate-polarization field, however, also exerts a force on the plasma, increasing the ion pressure on the particulate. As will be shown in Sec. V the ion pressure force exactly cancels this particulate-polarization force [but not the sheath-polarization force given by the second term of Eq. (25)].

V. PRESSURE FORCES

Besides the drag force, the only forces that are exerted on a particulate are the direct electrostatic force (which was derived in previous sections) and the pressure force due to the ambient plasma. As discussed in Sec. I, the magnitude of the pressure force is not obviously negligible, especially in the case of a finite-radius particulate. The pressure force is also strongly influenced by the electrostatic field around the particulate, since the densities of ions and electrons are determined by the local electric field. Thus, in order to assess the effects of an external electric field, the pressure force must be taken into account self-consistently.

Expanding Eq. (4), the ion pressure may be written as
\[
p_i(r) = k_B T_i n_i(r) = k_B T_i n_i(r) - q n_i(r) \varphi
\]
\[
+ \frac{1}{2} \varepsilon_0 k_B T_i n_i^2(r) \varphi^2,
\]
where \( \varphi = e\beta \varphi_0 \). A similar expression holds for the electron pressure, using Eq. (5). The sum of these pressure expressions yields the total pressure
\[
p(r) = p_0(r) - p_0(r) \varphi + \frac{\varepsilon_0}{2} k_B^2 \varphi^2.
\quad \text{(27)}
\]

Here we have taken the expansion to order \( \varepsilon^2 \), where \( -\beta \varphi \) since the third term in Eq. (27) may be dominant near the particulate surface. To see this more clearly, we cast Eq. (27) in dimensionless form as
\[
p(r) = \bar{p}_0(r) - \frac{p_0(r)}{q n_0(r)} \varphi + \frac{1}{2} k_B^2 \varphi^2,
\quad \text{(28)}
\]
where
\[
\varphi = e\beta \varphi_0 \quad \text{and} \quad \bar{p} = \beta p / n_0(0).
\]

In Eq. (28), note that \( k_B^2 \varphi_0 \lambda_e^2 = O(1) \), while the coefficient of the second term is \( \rho_0 / q n_0(0) = O(\beta^2) \), where \( \delta = \lambda_e / L \), since \( \rho_0 = e_0 \Psi_0 / L^2 \) and \( \Psi_0 \approx 1 / e \beta \). Thus, since \( \bar{p} = O(\varepsilon) \), the third term dominates over the second term if \( \delta = \lambda_e / L \ll \varepsilon \). In particular, in the limit of a uniform plasma, the first and second terms in Eq. (28) vanish, and the pressure is due solely to the third term, i.e., to ions and electrons in the sheath.

Therefore, assuming that \( \delta = \lambda_e / L \ll \varepsilon \) and taking terms to \( O(\varepsilon^3) \) in Eq. (28), we may rewrite Eq. (27) as
\[
p(r) = p_0(z) - p_0(0) \varphi + \frac{\varepsilon_0}{2} (k_B^2 + \sigma z) \varphi^2,
\quad \text{(29)}
\]
where for the background pressure \( p_0(z) \) we take its Taylor expansion around \( r = 0 \) only up to \( O(\varepsilon^3) \). In Eq. (29), the background quantities are assumed to depend only on
z, as before.

The pressure force on the particulate is then calculated from

$$ F^p = -\oint \Phi \hat{n} dS, $$

where the integration is taken over the particulate surface with outward normal unit vector \( \hat{n} \). The \( z \) component of \( F^p \) may be expressed as

$$ F^p_z = -2\pi a^2 \int_0^\pi \rho \cos \theta \sin \theta d\theta. $$

Substituting Eq. (29) into Eq. (30), we obtain

$$ F^p_z = -\frac{4}{3} \pi a^3 \rho_0 - \frac{\rho_0}{3} \pi a^3 \rho_0^2 
+ \frac{4}{3} \pi a^3 \rho_0 E_0 - \frac{Q E_0 (k_o a)}{3(1 + k_o a)} 
- \frac{\sigma a Q}{24 \pi \varepsilon_0 (1 + k_o a)} \right) - \frac{\rho_0}{2} \pi a^3 \rho_0 E_0^2. \tag{31} $$

In deriving Eq. (31) we use \( \Phi^{(0)} = Q / 4 \pi \varepsilon_0 (1 + k_o a) \) and \( \Phi^{(1)} = E_0 a \cos \theta \). Note that the magnitudes of \( \Phi^{(0)} \) and \( \Phi^{(1)} \) are of the same order at the surface, i.e.,

$$ e \beta e \Phi^{(0)} - e \beta \Phi^{(1)} \approx e, \text{ since } E_0 \sim 1/e \beta \text{L and } a \lesssim \lambda_e. $$

If the particulate radius is sufficiently small compared to the Debye length (i.e., \( a \ll \lambda_e \)), which is usually the case for laboratory or space plasmas, it suffices to take terms up to \( O(k_o a^2) \) in Eq. (31):

$$ F^p_z = -\frac{Q E_0 (k_o a)^2}{3(1 + k_o a)} - \frac{\sigma a Q}{24 \pi \varepsilon_0 (1 + k_o a)} \right). \tag{32} $$

The first term above represents the pressure force due to the sheath-polarization field. As mentioned in Sec. III, this pressure force vanishes as \( a \to 0 \).

Adding Eqs. (26) and (32), we have the total force on a small particulate (i.e., \( a \ll \lambda_e \)): \( F_z = F_z^{ES} + F^p_z \). In vector form, this may be written as

$$ F = -Q E_0 \nabla \frac{\lambda_D}{r} \frac{Q}{8 \pi \varepsilon_0 (1 + k_D a)^2}, \tag{33} $$

where all the plasma quantities (such as \( E_0 \) and \( \lambda_D \)) are evaluated at the particulate position, i.e., \( r = 0 \).

The free energy \( F_H \) may be calculated from Eq. (33) in a manner similar to that used to obtain Eq. (17):

$$ F_H = -Q \Psi_0 - \frac{Q^2}{8 \pi \varepsilon_0 (1 + k_D a)} \nabla \frac{\lambda_D}{r} \frac{Q}{8 \pi \varepsilon_0 (1 + k_D a)^2} + \frac{Q^2}{8 \pi \varepsilon_0 (1 + k_D a)}, \tag{34} $$

where \( \Psi_0 \) and \( k_D = 1/\lambda_D \) are evaluated at the particulate position. The third term in Eq. (34) represents the self-energy of the particulate, which becomes infinity as \( a \to 0 \). This self-energy is not included in Eq. (17); the first and second terms of Eq. (34) agree with Eq. (17) in the limit \( a \to 0 \).

VI. WHY DEBYE SHEATHS DO NOT "SHIELD" CHARGED PARTICLES FROM EXTERNAL FIELDS

We have shown that, in the absence of plasma flows, the total force on a particulate is the sum of the direct electrostatic force exerted by the external field and the sheath-polarization force. In particular, in the case of uniform density \( (\sigma = 0) \), the total force on the charge \( Q \) is exactly \( -Q E_0 \). Thus, although an unpolarized spherically symmetric sheath screens the Coulomb field of the charged particulate that it surrounds (Debye shielding), it does not screen the particulate from an externally applied field.

The notion of a "dressed particle" is often used to explain phenomena concerning charged particles in plasmas (e.g., [16]). This concept suggests that a charged particle and its oppositely charged Debye sheath be regarded as a single "system," and serves as a convenient reminder that the electric field due to the particle is only of short range. However, one should be careful not to infer that the sheath also serves to shield the particulate from external fields. As shown in Sec. III, the total dipole moment \( P \) of a "dressed particle," i.e., the system of a particulate and its sheath, is zero even in the presence of sheath polarization. One may thus "formally" calculate the force on this dipole due to an external field as \( F = \nabla \cdot E_0 \), which is of course zero since \( P = 0 \). Thus, this dipole force does not amount to the (total) force on the particle that we have derived above—contrary to what is postulated in [3].

One may also calculate the monopole moment—i.e., total charge—of a dressed particle, which is obviously zero since the total sheath charge is equal in magnitude but opposite in sign to that on the particle, regardless of whether or not the sheath is polarized. Thus, again, the "formal" force on the dressed particle is zero, which may be interpreted as perfect shielding of an external field by the sheath—i.e., the charged particle in a plasma does not move even in the presence of an external field, which again contradicts our earlier conclusions.

The source of this apparent contradiction is the misleading idea, suggested by the notion of a "dressed" particle, that the Debye sheath is somehow "permanently attached" to the particle (since the particle and sheath always move together). In fact, the Debye sheath is not attached to the particle. Even under the influence of an external electric field, ions and electrons in the sheath are in equilibrium under a balance between electrostatic forces (due both to external and sheath fields) and plasma pressure forces (due to thermal motion). If the external field is increased, the plasma pressure also increases to compensate for it, maintaining a net charge (i.e., a sheath) around the particle. (Hence, it is important to take pressure forces into account, especially in the case of finite-radius particles, as was done in Sec. IV.)

This should not be taken to imply, however, that the sheath is "attached" to the particle through pressure forces, so that the electrostatic force on the sheath is somehow transmitted to the particle. The sheath represents only a local perturbation of the background plasma: if the particle moves from \( A \) to \( B \), the plasma will relax to the unperturbed state about \( A \) and a new
perturbation centered at $B$ will arise. No net transport of matter is associated with such “movement” of the sheath. In other words, a dressed particle “undresses” and “dresses” each time it moves. Thus the presence of the sheath has no effect on the particle dynamics if the sheath is spherically symmetric: the only additional force arises from a polarization of the sheath. (If the particle velocity exceeds the ion thermal velocity, however, ions cannot “reform” a sheath sufficiently rapidly around the instant position of the particle, resulting in an ion “wake.” In this paper we consider only the case of negligible plasma flows relative to the particle motion.)

VII. POLARIZATION FORCES IN A GLOW DISCHARGE

As an application of the theory developed in Secs. II–V, we shall estimate the magnitude of the polarization force given by the second term of Eq. (16) under conditions representative of glow discharges used in plasma processing applications. In such discharges, the region adjacent to the electrode sheath (i.e., the “dark space”) is called the presheath, in which a weak electric field accelerates ions and electrons while maintaining local charge neutrality.

A steady-state fluid description of the presheath region may be given as

$$
\frac{d}{dz}[n v_i(z)] = \nu_{ion} n ,
$$

(35)

$$
\frac{d}{dz}[n v_e(z)] = \nu_{ion} n ,
$$

(36)

$$
m_i v_i \frac{d n}{d z} = eE - m_i \nu_{ion} v_i ,
$$

(37)

$$
0 = - k_B T_e \frac{d n}{d z} - e n E ,
$$

(38)

where $\nu_{ion}$ is the electron-impact ionization rate. Equations (35) and (36) are continuity equations for ions and electrons, while Eqs. (37) and (38) are the corresponding momentum equations. We assume that the ion and electron flow velocities $v_i$ and $v_e$ and the electric field $E$ are in the $z$ direction (with magnitudes $v_i$, $v_e$, and $E$, respectively), that the electron temperature $T_e$ is constant, and that charge neutrality holds approximately: $n = n_i = n_e$. We also take ion charge $q = e$ and temperature $T_i \approx 0$, and we set $m_i \approx 0$ and assume that the ion-neutral-atom and electron-neutral-atom collision frequencies are negligibly small.

The small difference between ion and electron densities, $\delta n = n_i - n_e$, may be calculated from Poisson’s equation

$$
\frac{e_0}{d z} = \frac{e \delta n}{e_0} .
$$

All variables in Eqs. (35)–(38) are macroscopic quantities and are assumed to depend only on $z$. The subscript 0 that was used to indicate background plasma quantities in previous sections is omitted for simplicity.

From Eqs. (35) and (36), we obtain $v_i = v_e = v$. Writing $E = -d \Psi / d z$, and using normalized variables

$$
\phi = e B / \Psi , \quad u = v / c_s , \quad \xi = v_{ion} z / c_s ,
$$

$c_s = (k_B T_e / m_i)^{1/2}$ being the ion sound velocity, we rewrite Eqs. (35)–(38) as

$$
\frac{d}{d \xi} (n u) = n ,
$$

(39)

$$
\frac{d n}{d \xi} = n \frac{d \phi}{d \xi} ,
$$

(40)

$$
U \frac{d u}{d \xi} + u = - \frac{d \phi}{d \xi} .
$$

(41)

We also employ simple boundary conditions:

$$
v = \Psi = 0 , \quad n = \bar{n} \quad \text{at} \quad z = 0 ,
$$

$$
v \leq c_s \quad \text{(Bohm sheath criterion)} .
$$

In this section, unlike the convention used in previous sections, $z = 0$ represents the center of the glow discharge (not the position of the particle).

It is straightforward to show that Eqs. (39)–(41) are equivalent to

$$
\frac{d \xi}{d u} = \frac{1 - u^2}{1 + u^2} ,
$$

$$
\frac{d \phi}{d u} = \frac{-2 - u}{1 + u^2} ,
$$

on $0 \leq u \leq 1$, with $n = \bar{n} \exp \phi$. The solutions to these equations may be obtained easily as

$$
\xi = 2 \arctan u - u ,
$$

(42)

$$
\phi = - \ln (1 + u^2) .
$$

(43)

Figures 3 and 4 depict the profiles of density $n$, velocity $v$, field potential $\Psi$, and electric field $E$ in the presheath region given by Eqs. (42) and (43). Here $L_0 = (\pi / 2 - 1)c_s / v_{ion}$, and $z = L_0$ is the boundary between the presheath and electrode sheath (i.e., dark space) in the discharge.

Using the density and electric field profiles in Figs. 3 and 4 for $n_{ion} = n_{ion_0}$ and $E_0$ in Eq. (16), where

$$
k_B^2(z) = \left[ \frac{q^2 \beta_i}{e \epsilon_0} + \frac{e^2 \beta_e}{e \epsilon_0} \right] n(z) ,
$$

we may write the $z$ components of the external-field force and polarization force as

$$
F_0(z) = - Q E_0(z) = \frac{Q v_{ion}}{e \beta_c c_5} f_0 \left[ \frac{z}{L_0} \right] ,
$$

$$
F_1(z) = \frac{\sigma(z) Q^2}{16 \pi \epsilon_0 k_D(z)} = \delta \frac{Q v_{ion}}{e \beta_c c_5} f_1 \left[ \frac{z}{L_0} \right] ,
$$

where $\sigma(z) = d k_D(z)/dz$ and

$$
\delta = \frac{e Q \beta_c}{16 \pi \epsilon_0 \lambda_D} ,
$$
with $\lambda_D$ being the Debye length at the center of the discharge (i.e., $z=0$). Clearly $f_0(z/L_0)=d\phi/d\xi$ and $f_1(z/L_0) = \exp(\phi/2)d\phi/d\xi$, where $\phi$ is evaluated as a function of $\xi=(\pi/2-1)z/L_0$ from Eqs. (42) and (43).

Figure 5 shows $f_0$ (i.e., the force $F_0$ in the unit of $Qv_{\infty}/e\beta_c c_s$) and $f_1$ (i.e., the polarization force $F_1$ in the unit of $\delta Qv_{\infty}/e\beta_c c_s$) as functions of position in the presheath, as calculated from Eqs. (42) and (43). Note that the ratio of the polarization force $F_1$ to the external-field force $F_0$ is of order $\delta$, i.e.,

$$\frac{F_1}{F_0} \approx \delta$$

in the presheath. For a particulate of charge $Q=1000e$ in a plasma with $T_i=0.1$ eV, $T_e=1$ eV, and $n=1 \times 10^{12}$ cm$^{-3}$, this ratio becomes $\delta=0.16$: the magnitude of the sheath polarization force $F_1$ is a fraction of the external-field force $F_0 = -Q\mathbf{E}_0$.

We note that the polarization force $F_1$ was derived under the assumption that the plasma flow $\mathbf{v}$ is negligible, whereas—as shown in Fig. 3—the flow velocity in the presheath region can be large in reality, reaching the ion sound velocity $c_s$ at the presheath-sheath boundary $z=L_0$. In fact, it is clear from the mass conservation equations (35) and (36) that effects of the velocity gradient may not be negligible:

$$\frac{1}{n} \frac{dn}{dz} \approx \frac{1}{v} \frac{dv}{dz} .$$

In this section, therefore, we have simply estimated the magnitude of the force given by Eq. (16), without demonstrating that this is in fact one of the dominant forces exerted on the particulate in the presheath. Indeed, the finite ion flow velocity is known to exert a significant drag force in the direction of the flow. However, aside from this drag force, a more detailed study including the plasma flow effects shows that the force is well approximated by Eq. (16) even in the presence of a finite ion flow.

**VIII. DISCUSSION**

We have shown that, if plasma flow effects are negligible, the total force on a particulate is given by the sum of the direct electrostatic force exerted by the external field and the sheath-polarization force. For an infinitesimal particle, we obtained the expression for the total force given by Eq. (16), i.e.,

$$\mathbf{F} = -Q\mathbf{E}_0 \mathbf{\hat{z}} - \frac{Q^2 \mathbf{\nabla} \lambda_D}{8\pi e_0^2 a^2} ,$$

where $\mathbf{E}_0$ and $\lambda_D$ are evaluated at the particulate position. For a particle of small radius $a$, the force is given by Eq. (33). As seen in both Eqs. (16) and (33), the total force on the charge $-Q$ is given exactly by $-Q\mathbf{E}_0$ in the case of uniform density (i.e., $\sigma=0$). In other words, as one might expect, an unpolared, perfectly spherical sheath does not mitigate the externally applied field at
the particulate position. Only the polarization of the sheath modifies the external field—reducing or enhancing it, depending on the direction of the polarization force relative to that of the applied field. The polarization force is always in the direction of decreasing Debye length, regardless of the sign of the particulate charge or the direction of the applied field. In other words, the free energy of the system—given by Eqs. (17) and (34)—is smaller when the particulate has a thinner Debye sheath.

The presence of finite plasma flow may change the polarization force given by Eq. (44), beyond the obvious effect of a drag force on the particulate. We have also calculated the polarization force in the presence of a finite plasma flow; the results are beyond our present scope and will be presented in due course. For the present, it suffices to note that this study shows that Eq. (44) is correct to \( O(v_0^2/v_{th}^2) \), where \( v_0 \) and \( v_{th} \) denote the ion flow velocity and ion thermal velocity \( v_{th} = (k_B T_i/m_i)^{1/2} \).

It can also be shown that, in the presence of a large ion flow velocity (e.g., when \( v_i \approx v_{ство} = (k_B T_i/m_i)^{1/2} \)), the ion sound velocity or Bohm velocity, near the presheath-sheath boundary given by \( z = L_0 \) in Sec. VII) the electrostatic and polarization forces are given by Eq. (44) except that one uses the electron Debye length:

\[
F = -QE_0 \frac{Q^2 v_e \lambda_e}{8 \pi \varepsilon_0 \lambda_e^2}.
\]

The physical reason for this is that, when the ion flow is sufficiently large compared to the thermal ion velocity (i.e., \( v_i > v_{th} \)), ions cannot form a sheath, and the sheath comprises a deficiency of electrons. In this case, ions are “blown away” by the fast ion mean flow, and the ion density profile around the particulate becomes almost uniform. As is obvious from the discussion in Sec. II, the constant ion density distribution (instead of Eq. (44)) results in the backround Debye length given by the electron Debye length (i.e., \( \lambda_e = \lambda_e \)). In other words, the thickness of the sheath around a particulate is given by the electron Debye length \( \lambda_e \) in the presence of a large ion flow. The total force on a single particulate is thus given by the sum of \( F \) above [either by Eqs. (44) or (45) depending on whether the ion flow is small or large] and the ion drag force, i.e., the force due to Coulomb collisions between the flowing ions and the particulate. A complete expression for, and detailed discussion of, this drag force (as well as convenient approximate expressions) may be found in [12].

**APPENDIX A: THE ION DENSITY DISTRIBUTION**

In this appendix we further discuss why the Boltzmann ion distribution in Eq. (4) may be used even in regimes beyond its nominal physical validity. We also derive the appropriate “Ion Debye length” from a more general ion distribution. To this end, it suffices to assume spherical symmetry around the particulate and a uniform plasma (i.e., \( \nabla V = 0 \) and \( \nabla n_i = \nabla n_e = 0 \)).

As the most general case, we assume that the ion density distribution is given by the form

\[
n_i(r) = N_i(r, \varphi(r)) \ ,
\]

where \( r = |r| \) is the radial distance from the particulate, located at \( r = 0 \), and \( \varphi \) is the potential generated by the particulate. Since \( \varphi \rightarrow 0 \) as \( r \rightarrow \infty \), for large \( r \) we may write

\[
n_i \approx \frac{\partial N_i}{\partial \varphi} \bigg|_{r=\infty} \varphi ,
\]

which, together with the linearized electron Boltzmann distribution [Eq. (5)], leads to the linearized Poisson’s equation

\[
\Delta \varphi^{lin}(r) = \frac{Q}{\varepsilon_0} \delta(r) + \frac{1}{\lambda_D^2} \varphi^{lin}(r) ,
\]

with

\[
\frac{1}{\lambda_D^2} = \frac{-q}{\varepsilon_0} \frac{\partial^2 N_i}{\partial \varphi^2} \bigg|_{r=\infty} + \frac{e^2 n_e}{k_B T_e} .
\]

Since the ion density should decrease monotonically to 0 as \( r \rightarrow \infty \), we may assume \( \partial N_i / \partial \varphi < 0 \) (since \( \varphi < 0 \)) and define the ion Debye length \( \lambda_i \) as

\[
\lambda_i = \frac{1}{\lambda_D} = \frac{-q}{\varepsilon_0} \frac{\partial N_i}{\partial r} \bigg|_{r=\infty} .
\]

Poisson’s equation (A1) gives the approximate solution \( \varphi^{lin}(r) \) for the profile of the potential \( \varphi \) appropriate to large \( r \). As in the case of Eq. (10), the solution of Eq. (A1) is given by the screened Coulomb potential

\[
\varphi^{lin}(r) = -\frac{Q \exp(-r/\lambda_D)}{4 \pi \varepsilon_0 r} .
\]

To obtain the solution for small \( r \), we must solve the full Poisson equation

\[
-\varepsilon_0 \Delta \varphi(r) = -Q \delta(r) + q n_i(r) - e n_e(r) .
\]

Suppose the asymptotic form of the solution near \( r = 0 \) is given by \( \varphi \sim r^\alpha (\alpha < 0) \). Noting that \( n_i \rightarrow 0 \) exponentially as \( r \rightarrow 0 \) and \( \Delta = \partial^2 / \partial r^2 + (2/r) \partial / \partial r \), Eq. (A3), near \( r = 0 \), becomes

\[
\alpha(\alpha + 1) r^{\alpha - 2} \sim q n_i(r) .
\]

Thus, if \( r^{\alpha} n_i(r) \rightarrow 0 \) as \( r \rightarrow 0 \), the only possible singularity under these assumptions is \( \alpha = -1 \), i.e., \( \varphi \sim 1/r \). This choice of \( \alpha \) satisfies the condition \( r^{\alpha} n_i(r) \rightarrow r^\alpha n_i(r) \rightarrow 0 \): the ion density should not increase any faster than \( 1/r^3 \) near \( r = 0 \).

Therefore, the physical solution \( \varphi \) that we are concerned with is the magnitude of which increases monotonically as \( r \) decreases from \( 0 \) to \( \infty \)—is given by \( \varphi \approx \varphi^{lin} \) for large \( r \) and \( \varphi \sim 1/r \) for small \( r \). For intermediate \( r \), the monotonicity requirement is likely to determine the overall functional dependence of \( \varphi \) on \( r \). Hence it is natural to assume that the qualitative behavior of the full solution \( \varphi \) is described reasonably
well by its linearized form $\varphi^{(\text{lin})}$, and is relatively insensitive to the exact form of the ion density distribution $n_i(r)$.

It is interesting to also note that, as mentioned above, the ion density $n_i(r)$ should not increase any faster than $1/r^2$ around $r = 0$ in order for the solution $\varphi(r)$ to have a "reasonable" singularity of the form $r^{\alpha}$ ($\alpha < 0$). This implies that the ion Boltzmann distribution given by Eq. (4) may be invalid near $r = 0$ not only physically but also mathematically, and should only be used in its linearized form (or, more precisely, including terms to order $\varphi^2$ in its Taylor expansion), as was done in Sec. II.

By way of example, consider the collisionless ion density distribution given by Bernstein and Rabinowitz [22]:

$$n_i(r) = \frac{n_{i0}}{2} \left[ \left( 1 - \frac{q \varphi(r)}{E_0} \right) \frac{1}{r^2} \pm \left( 1 - \frac{q \varphi(r)}{E_0} - C \right) \frac{1}{r^2} \right]$$

for $r \geq r_0$, \hspace{1cm} (A4)

where $C$ is a constant proportional to the total ion flow to the particulate, and the positive and negative signs should be taken for $r > r_0$ and $r < r_0$, respectively. Here $r_0$ is defined as the self-consistent solution to the equations

$$1 - \frac{q \varphi(r_0)}{E_0} - \frac{C}{r_0^2} = 0,$$

$$r_0 \frac{d \varphi}{dr} \bigg|_{r=r_0} = \frac{C E_0}{q},$$

which must be solved simultaneously with Poisson's equation to determine $\varphi$. The ion distribution (A4) represents the solution to the collisionless ion Vlasov equation, whose boundary condition is a monoenergetic ion distribution (of energy $E_0$) outside the sheath. This ion distribution may be regarded as another extreme of simplification—the opposite limit of the collisional case given by the ion Boltzmann distribution (4).

For large $r$, the ion density distribution (A4) may be linearized as

$$n_i(r) \approx n_{i0} \left[ 1 - \frac{q \varphi(r)}{2E_0} - \frac{C}{2r^2} \right].$$

In the region where $C/2r^2 << q \varphi(r)/E_0 << 1$, therefore, we obtain Poisson's equation (A1) with

$$\frac{1}{\lambda_D^2} = \frac{q^2 n_{i0}}{2 E_0} + \frac{e^2 n_{i0}}{k_B T_i},$$

and the ion Debye length may be defined as $\lambda_D = \sqrt{2E_0/q^2 n_{i0}}$. By setting $E_0 = \frac{q}{k_B T_i}$, the characteristic Debye length $\lambda_D$ becomes $\lambda_0$ used in Sec. III.

[Note that, as discussed in [22], the asymptotic form of the potential $\varphi$ for the ion distribution (A4) at large $r$ is given by $\varphi \sim 1/r^2$, rather than the screened Coulomb potential, since the term $C/2r^2$ in Eq. (A5) may not be ignored for $r \rightarrow \infty$. Recent numerical calculations [25] also indicate that the screened Coulomb potential with the Debye length (A6) is an excellent approximation of the potential $\varphi(r)$ obtained from the ion distribution (A4).]

**APPENDIX B: DERIVATION OF EQ. (23)**

Here we elaborate on the derivation of the first-order potential $\varphi^{(1)}(r)$, given by Eq. (25), from Poisson's equation (11) for a finite-size particle. A similar approach may be used to derive the corresponding expression (13) for an infinitesimal particle. In order to make the method applicable to higher-order corrections [i.e., contributions from $O(z^2)$ or higher-order terms in $\Psi_d(z)$ and $k_0(z)$], we shall generalize the method of derivation and discuss it in the context of a general harmonic expansion of the potential $\varphi(r)$.

Assuming the particle is located at the origin, we take polar coordinates about the $z$ axis. In dimensionless form, Eq. (11) may be written as

$$\left( \Delta_z - 1 \right) \phi_i(\xi) = \mu \Phi_i(\xi) \cos \theta,$$

(B1)

where $\xi = k_0 r$, $\xi = [\xi]$, and $\mu$ is the parameter $\alpha/k_0$. The potentials are defined by $\phi_i(\xi) = \varphi^{(i)}(r)$ and $\phi_i(\xi) = \varphi^{(0)}(r)$ [see Eq. (22)], and $\Delta_i$ denotes the Laplacian in $\xi$.

Suppose $\phi_i(\xi)$ has the form

$$\phi_i(\xi) = g_i(\xi) P_l(\cos \theta),$$

(B2)

where $P_l(\cos \theta)$ is the $l$th-order Legendre polynomial in $\cos \theta$. This form comes from the spherical harmonic expansion of the potential $\varphi(r)$. Writing

$$g_i(\xi) = w_i(\xi)^{1/2},$$

the left-hand side of Eq. (B1) becomes

$$\frac{1}{\xi^{3/2}} \left[ \frac{d}{d\xi} \xi \frac{d w_i}{d\xi} \right] - \xi \left[ 1 + \left( \frac{l + \frac{1}{2}}{\xi^2} \right) \right] w_i P_l(\cos \theta).$$

Since the right-hand side of Eq. (B1) may be written as $\mu \Phi_i(\xi) P_l(\cos \theta)$, we choose $l = 1$ for Eq. (B2). Note that for higher-order calculations, where the left-hand side is proportional to a general $P_l(\cos \theta)$, the corresponding index $l$ has to be chosen for Eq. (B2).

To solve the resulting equation, we use the Green's function $G_v(x,y)$ for the modified Bessel differential equation, defined by

$$\frac{d}{dx} \left( \frac{d G_v}{dx} \right) - x + \frac{v^2}{x} G_v = -\delta(x - y),$$

where $x > 0$. This Green's function can easily be constructed as

$$G_v(x,y) = \begin{cases} K_v(y) I_v(x) & \text{for } x < y, \\ K_v(x) I_v(y) & \text{for } x > y, \end{cases}$$

where $K_v$ and $I_v$ are the $v$th-order modified Bessel functions. In our case, we choose $v = \frac{1}{2}$, i.e.,

$$K_{1/2}(z) = \left( \frac{\pi}{2z} \right)^{1/2} \left[ 1 + \frac{1}{z} \right] \exp(-z),$$

$$I_{1/2}(z) = \left( \frac{\pi}{2z} \right)^{1/2} \left[ 1 - \frac{1}{z} \right] \exp(z).$$
POLARIZATION FORCE ON A CHARGED PARTICULATE IN A . . .

\[ I_{3/2}(z) = \left( \frac{2}{\pi z} \right)^{1/2} \left[ \coshz - \frac{1}{z} \sinhz \right]. \]

Then a special solution \( \phi_1'(x) = g_1'(\xi) \cos \theta \) to Eq. (B1) may be obtained as

\[
g_1'(\xi) = w_1(\xi)\xi^{-1/2}
\]

\[
= -\frac{\mu}{\xi} \int_0^\infty \xi^{1/2} \phi_0(\xi) G_{3/2}(\xi,y) dy
\]

\[
= -\frac{1}{\xi} \mu C \exp(-\xi^2),
\]

where we set \( \phi_0(\xi) = C \exp(-\xi^2) \) with \( C = k_0aV_e \exp(k_0a) \). Using arbitrary constants \( C_1 \) and \( C_2 \) and the special solution \( g_1' \) above, we obtain the general solution to Eq. (B1) as \( \phi_1(x) = g_1(\xi) \cos \theta \), where

\[
g_1(\xi) = C_1 I_{3/2}(\xi) \xi^{-1/2} + C_2 K_{3/2}(\xi) \xi^{-1/2} + g_1'(\xi). \]

From the boundary condition (18), we have \( g_1(\xi) \to 0 \) as \( \xi \to \infty \), which leads to \( C_1 = 0 \). Applying the boundary condition (19) to the mean field \( \Psi_0(z) = \Psi_0(0) - E_0 r \cos \theta \), and the perturbed field \( \varphi(r) = \varphi_0(r) + g_1(k_0r) \cos \theta \), we obtain

\[
-aE_0 + g_1(k_0a) = 0.
\]

This boundary condition determines the constant \( C_2 \) and thus yields Eq. (25).