|

) <

The University of Osaka
Institutional Knowledge Archive

Tale Existence and uniqueness of traveling waves for
a monostable 2-D lattice dynamical system

Author(s) |Guo, Jong-Shenqg; Wu, Chang-Hong

, , Osaka Journal of Mathematics. 2008, 45(2), bp.
Citation 307-346

Version Type|VoR

URL https://doi.org/10.18910/7943

rights

Note

The University of Osaka Institutional Knowledge Archive : OUKA

https://ir. library. osaka-u. ac. jp/

The University of Osaka



Guo, J.-S. and Wu, C.-H.
Osaka J. Math.
45 (2008), 327-346

EXISTENCE AND UNIQUENESS OF TRAVELING WAVES
FOR A MONOSTABLE 2-D LATTICE DYNAMICAL SYSTEM

JONG-SHENQ GUO and GHANG-HONG WU

(Received November 29, 2006, revised March 8, 2007)

Abstract
We study traveling waves for a two-dimensional lattice dyial system with
monostable nonlinearity. We prove that there is a minimakspsuch that a traveling
wave exists if and only if its speed is above this minimal sphe€Ehen we show the
unigueness (up to translations) of wave profile for eachrgsgeed. Moreover, any
wave profile is strictly monotone.

1. Introduction

In this paper, we study the existence and uniqueness oflivgweaves to the fol-
lowing two-dimensional (2-D) lattice dynamical system:

(1.2) Up,j = U+1,j +Uj—1j F Ui jer+ Ui jo1 — 48U + T(uij), i,]€Z,

where f is monostable: f(0) = f(1) =0< f(u), Yu € (0, 1). The equation (1.1) is a
spatial discrete version of the following reaction-diffus equation

(1.2) up=Au+ f(u), xeRN teR,

for N = 2. When f(u) = u(1 — u), the equation (1.2) is called Fisher's equation [9]
or KPP equation [11] which arises in the study of gene deveto or population
dynamics.

A solution {u; j}i,jez is called a traveling wave with speed if there exists & ¢
[0, 27) and a differentiable functiok): R — [0, 1] such thatU (—o0) =1, U(+00) =0,
andu; j(t)=U(ip+jg—ct) for alli,j € Z, t € R, wherep :=cos andq :=sind. The
parameterd represents the direction of movement of wave &hds called the wave
profile. Set& :=ip+ jg —ct. Then it is easy to see that (1.1) has a traveling wave
with speedc if and only if the equation

1.3) cU'(§) + Do[U](5) + f(U(£)) =0, §€R,
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has a solutiorlJ defined onR with 0 <U <1, U(—o0) =1, andU (+o0) = 0, where

Do[U](§) :=U(E +a) +U(E +p)+U(E —a) +U(E — p) —4U(&).

In particular, if & = 0, then the problem (1.1) is reduced to a one-dimensiond)(1
lattice dynamical system oH.

The study of traveling wave for lattice dynamical systems h#racted a lot at-
tentions for past years. The main concerns are the existemigueness, and stability
of traveling waves for the lattice dynamical system. For 1HB lattice dynamical sys-
tem, we refer the readers to, e.g., [3]-[7], [10, 12, 13],]I58] and the references
cited therein. The nonlinearity under consideration in the above references is either
monostable or bistable. Her€ is called a bistable nonlinearity, if there &< (0, 1)
such thatf(0)=f(a) = f(1)=0, f’(0) <0, and f’(1) < O.

On the other hand, Cahn, Mallet-Paret, and van Vleck [1] stlidi two-dimensional
(2-D) lattice dynamical system with bistable nonlinearifyhey obtained the existence
and non-existence (so-called propagation failure) ofeling waves for the studied lat-
tice dynamical system. The purpose of this paper is to stu@yDalattice dynamical
system with monostable nonlinearity.

We shall make the following assumptions.

(A) f e CY([0, 1]), f(0) = f(1) < f(u), Yu € (0, 1) and f'(0) > 0.
(B) There existsMy = Mg(f) > 0 and« € (0, 1] such that

(1.4) f/(0)u — Mou™™ < f(u) < f'(O)u, Yu e [0, 1].

(C) f’(1) <0 and f(u) — f'(1)(u—1)=0O(ju — 1|***) asu — 1".

By the symmetry ofD,[U], we may only considep € [0, 7/2). Since we are
dealing with a 2-D problem, we shall always assume that(0, 7/2). Therefore, for
a givend ¢ (0, r/2), our problem is to findq, U) € R x C1(R) such that

(1.5) U(+o0) =0, U(—o0) =1,

[CU’(E) +Do[U](§) + f(U(§) =0, & eR,
0<U@E) <1, VEeR.

Note that, by integrating (1.3) fromaoo to +oco, we have

(1.6) c= / F(U(E)) de

for any solution ¢, U) of (1.5). Hencec > 0 for any solution ¢, U) of (1.5).
We now state the main results of this paper as follows.
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Theorem 1. Assume(A) and (B). Then the following holds
(i) The problem(1.5) admits a solution if and only if & c,, where

C, = min{

ed+ePrei+e P 4+ f’(O)}
1>0 )

A

(ii) Every solution(c, U) of (1.5) satisfiesO < U(§) < 1, V& € R.
(iif) For each c> c,, (1.5) admits a solution(c, U) with U’ < 0 on R.

Theorem 2. Assume(A), (B), and (C). Then for each c> c,, wave profiles
of (1.5) are unique up to translations

To prove this uniqueness theorem, we need the followingltresuthe monotonic-
ity of wave profiles.

Theorem 3. AssumdA), (B), and (C). Then all wave profiles of1.5) are strictly
decreasing

To prove the existence of traveling waves, we use the moeoi@nation method
developed by Wu and Zou [15] (see also [4, 10]) with the helpagbair of super-
sub-solutions. We shall define the notion of super-subtisnisi and prove a key lemma
for the existence of traveling wave k2. Then, in§3, we prove Theorem 1.

To derive the uniqueness of wave profiles, we shall first apipihara’s theorem
(cf. [14, 8]) to study the asymptotic behavior of wave prdfiléThis idea is originated
from Carr and Chmaj [2] in studying the uniqueness of wavesafmonlocal mono-
stable equation. To derive the asymptotic behavior of wawdilps, another method
can be found in [5, 6] for 1-D case. Here we use a different ogtwhich can be
easily applied to any higher dimensional case. With thisrimiation on the asymptotic
behaviors of wave tails, we then apply a method developed]ino] prove Theorem 2
in §4.

Finally, we remark that the existence and uniqueness eeptdisented in this paper
for 2-D case can be extended to general higher dimensioisal dut, the stability of
these traveling waves in the multi-dimensional case is mmciie complicated. We
leave here as an open problem for the future study.

2. Preliminaries

First, we define the notion of super-sub-solutions. Giverositive constant. A
non-increasing continuous functiah* is called asuper-solutionof (1.5), if U*(+o00) =
0 andU* is differentiable a.e. iR such that

—c(U*)Y —DyJU"]— f(U") >0 ae.in R.
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A continuous functionJ ~ is called asub-solutionof (1.5), if U7 (+o0) =0, U™ # 0,
and U~ is differentiable a.e. iR such that

—cU7)Y -DyJU]-f(U")<0 ae.in R
Next, we introduce the operatdi,, : C(R) — C(R) by
HU)E) = U E) + DAUNE) + - TUE)

for any constaniu > (4 + max<u<1|f’(u)|)/c. It is easy to see thdtl satisfies (1.3)
and U (+oc0) =0 if and only if U satisfies

(2.1) U(g) = e /g ” e “SH,(U)(s)ds= /g ” e “CHH, (U)s)ds, £ eR.

Here, by choosingt > (4 + max<u<1| f'(u)])/c, we see that (2.1) is well-defined and
the following property holds:

2.2) H.(U)(E) < H,(V)(E), VE€R, if0<U <V <1linR.

Lemma 2.1. AssumgA). Then(1.5) has a solution U satisfying U< O, if there
exists a super-solution Uand a sub-solution U of (1.5)such that0<U~- <U* <1
in R.

Proof. Assume that there exist a super-solutibhand a sub-solutiot) ~ of (1.5)
such that < U~ <U* <1 in R. Define

Ui (g) = e f:o e "H,(U*)(s)ds, & eR.
ThenUy is a well-definedC* function. Form the definition of super-solution, we have
U@z et [T e H U ds= U, Ve ek
Also, by the definition of sub-solution and the property 202 H,, we get
U <e” /:o e “H, (U )(s)ds < e /;o e "H,(U")(s)ds=Uy(§), V& eR.
HenceU ™ (&) < Uy(§) < U*(¢) for all £ € R. Moreover, we have

Uj(&) = ue /E €S (H,(U)(S) — Hu(UY)(E) ds <0,
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sinceH,(U*)(s) < H,(U*)(§) for all s> &, by using the fact thal ™ is non-increasing
and u > (4 + max<y<1| f'(u)l)/c.
Now, we define

Uns+1(8) = € /:O e "H,(Uy)(s)ds, n=1,2,....

By induction, it is easy to see thatOU~ <Upy <U, <U* <1 andU/,; <0inR
for all n > 1. Then the limitU (&) := limp_ 100 Un(&) exists for allé € R and U (&) is
non-increasing irR. By Lebesgue’s dominated convergence theorbhsatisfies (2.1).
HenceU satisfies (1.3).

Finally, we claim thatJ (+o0) =0 andU(—o0) = 1. SinceU is non-increasing and
bounded, botHJ (+oo) and U(—o0) exist. From 0< U(¢) < U*(¢) and U*(+o00) = 0,
it follows that U(+co) = 0. By L'Hospital’'s rule, we have

im UE) = fim EHQ)E) _ o pUE) + DAUE) /et TUE)/C
E—>—00 E—>—00 Me—li§ £ —00 w

This implies thatf (U(—o0)) = 0. HenceU(—o0) € {0, 1}. SinceU (&) > 0 for some
£ € R, we haveU(—o0) > U (&) > U~ (&) > 0. ThusU(—oc) =1. The lemma fol-
lows. L]

Recall thatp := cos® andq :=siné for a giveno € (0, 7/2).

Lemma 2.2. Assume f(0) > 0. Set

e +eP+e+e P -4+ f/(0)
A’ 1
W(c, A):=cr—[eM+eP+e?+e P — 4+ /(0)].

C(n) =

Then there exists a unigue, > 0 such that Gi,) = min,.o C(A) := c,. Moreover
if c <c,, then¥(c, 1) <0, VA € R; if ¢ > c,, then there existi;(c) > A1(c) > O
such thatw(c, Ai(c)) =0, i =1, 2, ¥(c, -) > 0in (A1(c), A2(c)), and ¥(c, ) <0 in
R\ [A1(C), A2(0)]; if ¢ =c,, then there exists a unique(c) > 0 such thati,(c) is a
double root of¥(c, -) =0 and ¥(c, 1) < O for all A # A1(C).

Proof. The lemma follows by noting th@t()) is convex andC(0*) = C(+00) = +o0.
O

3. Existence

In this section, we shall establish the existence of trageWwaves by constructing
a suitable pair of super-sub-solutions.
First, we derive two properties of solutions of (1.5).
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Lemma 3.1. (i) Every solution(c, U) of (1.5) satisfiesO < U(§) < 1, V& € R.
(ii) Every solution(c, U) of (1.5) satisfying U < 0 in R satisfies U< 0 in R.

Proof. Let €, U) be a solution of (1.5).

Suppose that there exisgs € R such thatU (&) = 0. Without loss of general-
ity, we may assumé is the left-most point such thafl (£;) = 0, sinceU(—o0) = 1.
By (1.3), usingU > 0 andU’(&p) =0 we haveU (é§o+ p) = U (§o+q) = U (&) =0. This
contradicts the definition ofs. HenceU > 0 in R. Similarly, U < 1 in R. Thus (i)
is proved.

To prove (ii), for a contradiction, we suppose that therestsé;, such thatl’(&,) =
0. By differentiating (2.1) with respect to, we obtain

0= pes /s " e H,(U)(S) - H,(U)ED] ds < 0,

1

sinceU’ < 0. Hence we haved,(U)(s) = H,(U)(&1), Vs > &. Letting s — +oo,
we obtain thatH, (U)(&) = 0. Then, from (1.3) and using’(£1) = 0, it follows that
uU (&) =0, a contradiction to (i). Hence the lemma is proved. O

Hence Theorem 1 (ii) is proved.
We now construct a pair of super-sub-solution or c, as follows.

Lemma 3.2. AssumgA) and (B). For each ¢c> c,, let0 <r < min{A1a, Ao — A1},
where A; = 2i(c), i =1, 2, are defined inLemma 2.2. Then U (¢) := maxX0, (1 —
Me "§)e*¢} is a sub-solution of(1.5), provided M> [Mo/¥(c, A1 +r)]"/%1e),

Proof. Foré <In M/r, we haveU~(¢) =0 and so
{—c(U7)Y = DU - f(UNE) =-[U (E+p)+U (E+q)] <O.

For& > InM/r, we have Y 7Y (&) =[(r +A1)Me "¢ —x;]Je ¢, Then, using (1.4), we
compute that, fo€ > In M/r,

{=c(U™) = Do[U"] — f(U)}(E)

<{—c(U7) = Dz[U ] — f'(Q)U~ + Mo(U")*}(£)

< W(C, M)eME — MW(C, Ag +r)e E 4 Mg tatHt

= —MW(c, Aq +r)e PE 4 Mg tadHdk

<0

as long asM > [Mg/¥(c, A1 +1)]"/*1®) Also, note thatU~ % 0 and U~ (+o0) = 0.
HenceU ™ is a sub-solution of (1.5) and the lemma follows. O
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Lemma 3.3. Assume that(A) and (B). Then for each c> c,, the function
U*(€) := min{1, e %1%} is a super-solution of(1.5).

Proof. Forgé <0, we haveU*(¢) =1 and so

{—c(U™) — D2[U™] — f(UM)}E)
=-U'E+p) —U'(E+q)+2
> 0.

For &£ > 0, we haveU*(¢) = e »(% and hence
{=c(U™) = D2[U™] = f(UM)}(E)
> C)»l(C)e_}‘l(c)é _ [e—)»l(c)(E+D) + @ M(OE-P)

+ e 1106+ 4 @ h(OF-A) _ ge=1(@F] _ £/(Q)e*1(0F

= W(c, M(0))e
=0.

SinceU™ is non-increasing antl *(+o0) = 0, U* is a super-solution of (1.5) and the
lemma is proved. ]

Therefore, by applying Lemma 2.1, it follows from Lemmas aril 3.3 that (1.5)
admits a solutiond, U) with U’ < 0 for anyc > c*.
Next, we prove that (1.5) has a solutiony ) with U’ < 0 for ¢ = c,.

Lemma 3.4. Assume thatA) and (B). Then(1.5) admits a solution(c, U) with
U’ <0 for c=c,.

Proof. Let{c;,U;}2; be a sequence of solutions of (1.5) such ta} c, asi —
oo andU; <0 for all i. By appropriate translations, we may assuth€0) = 1/2 for
alli. From 0<U;(-)<1inR for all i and (1.3), we know thafU;} is uniformly
bounded inR. It then follows that{U;} is equicontinuous oR. By Arzela-Ascoli
theorem, there exists a subsequefige} of {U;} such thatJ;, - U, on R ask — oo,
uniformly on any compact subset &, for someU, € C(R — [0, 1]). Moreover, since
U;, satisfies (2.1), by taking — +oco, we have

U.(6) = e /:o e *H,(U.)(s)ds, V& eR.

Thus U, satisfies (1.3) andl, € CX(R).



334 J.-S. @o AND C.-H. Wu

Next, we claimU,(+o0) = 0 andU,(—o0) = 1. Note thatU; < 0. SinceU, is
bounded, we knowJ,(f+o0) exists and O< U(+oo) < 1. Recall from (1.6) that

o= [ tuioras

o0

Then, by applying Fatou’s Lemma, we obtain
/ f(U*(s))ds:/ Iil|("n inf f(U; (s))ds < Iikm inf/ f(Ui (s)) ds=c,.

It follows that f (U.(£o0)) =0. HenceU,(+o0) € {0, 1}. On the other hand, sindd,
satisfies (1.3) andl,.(0) = 1/2, we have

C.[U.(~00) U (o0l = [ (UL ds >0
It follows that U, (+o0) =0 andU,(—o0) = 1. The lemma is proved. ]

Hence we have proved the necessary condition in Theoremahdi)rheorem 1 (iii).
To prove the sufficient condition in Theorem 1 (i), we need filllowing lemma.

Lemma 3.5. AssumegA). Suppose thafc, U) is a solution of (1.5). Then
(i) U(& +s)/U(&) is uniformly bounded fo€ € R, s e [—1, 1],
(i) U'(e)/U(&) is bounded and uniformly continuous &

Proof. Sincep > (4 + max<y<1| f'(U)])/c, U'(§) — nU(E) <0, V& € R. By an

integration fromé to & +s, s> 0, we haveU (¢ +s) < U(§)e*s for £ e R, s> 0. In
particular, for anys > 0, we have

s S
_ )= _ =z (E+s/2-y) _ s/2 _
U(S 2) U(y s:+§+2 y)ge“ U(y —s) <e®“U(y —9)

for all y € [§, &£ +s/2]; andU(y) < e*SU (&) for all y € [&, & +5].
Integrating (1.3) from to +oo gives

o0

cU(§) =/E Dz[U](y)dy+/S f(U(y)) dy
£+q &+q §+p E+p
U(y —q)dy— u(y)d Uy — p)dy— u(y)d
z/g (y—aq)dy /E (y) y+/g (y—p)dy /E (y)dy

£+q/2 &+q E+p
z/g U(y—q)oly—/E U(y)dy—/é U(y) dy

> e 92y (- 3) 3~ UE)@e + pe)
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It follows that
U —a/2) _ 2(c+qe"+ perP)end/?
uE - q ’
Hence, by a finite number of iterations, we can easily show thg + s)/U (&) is

uniformly bounded foré € R for any s € [—1, 0]. Hence (i) follows. Moreover, (ii)
follows from (1.3) by applying (i). The lemma is proved. O

V& e R.

Now, we are ready to prove the sufficient condition in Theorkri).

Lemma 3.6. AssumeA). If (c, U) is a solution of (1.5), then c> c,.

Proof. Let €, U) be a solution of (1.5) and > 0 be given. Since

C(fuE)] .,
JL“QO{ 6 }'”0)’

we can choose = x(¢) such that

fU(£)
U ()

> f'(0)—¢e, V&> X

Set

Ry VETD UE+P UGE-a) UE-p)
U(é) U() U () U ()

Dividing (1.3) by U and integrating it overy, y], y > X, we have

y f

y
> [ RE de + (110 -4 - )y - ).
Hence
CMKyﬁi;é;Kywadé+ﬁxm—4—@,

where

_InUKX) —InU(y) _ In[U(x)/U(y)]
y —X y —X '

AX, Y)

We can write

_ U +q) UE+p)
R(s)'exp{'” U@ }+exp{'” U@ }

U —-aq) UE—-p)
+exp{'" U@ }+exp{'" U@ }
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Then, by Jensen’s inequality, we obtain

1 y
RE)d
| Ry

1 y U(E Q) U(é+p)
>ex'°{ o @) ds} exp{ ) "ue 5}

ronl o [ o] e —x/ oE

= g HNADL 4 g )P, 4 OY)AHAS 4 MK YIPHAL

where
Ap=20q(X,y) = yix / tjf; dé — / 3?; }
Dy =Dy(X,y) = yfx / SES; / BES; }
Az =Dg(X, y) = yix / Bgs; y l Sfi dé}
Ae= A4, Y) ;:yix / In%ds yyp Sf; dé}

Hence we get
(3.1) cA(X, y) = e AOVArAL 4 @ hXYIPHA2 4 @ XV)AFAs 1 OWYIPHAL 4 (£/(0) — 4 — g).

Also, from Lemma 3.5 it follows thaty( — x) A;(X, y) is bounded iny for eachi.
Hence there exists > x large enough such than;(x, y)| < e, Vy >z, i =1, 2, 3, 4.
Now takingy large enough so that(x, y) > 0 andy > z. Then it follows from (3.1) that

e MxYa—e 4 g A YIP—e 4 g Y)A—e 4 VP + (f/(0) — 4 — ¢)

c=
AX,Y)
) —AQ—¢ 4 a—Ap—¢ +e}»q—a +eAp—s +(f(0) — 4 —
> inf e e ’ (f'(9) 2

Letting ¢ — 0, we obtain that

ed+eP+et+e P+ f/(0)—4

= Cy.

c> inf
>0 A

Hence the lemma follows. O

Therefore, the proof of Theorem 1 is completed.



TRAVELING WAVE 337

4. Uniqueness

In this section, we always assume that (A), (B), and (C) hdlét (c, U) be a
solution of (1.5). We shall follow a method of Carr and Chm2j {o prove that for
each ¢, U) there existsy = n(U) € R such that

+
=1forc>c, Ilim M

U@ +n)
4.1) lim ——Z Rylreecr

JM o =1 for c=c,,

where 11(c) is the smaller root of¥’(c, 1) = 0. Hereafter we shall always assume that
C> Cy.

Lemma 4.1. Let(c,U) be a solution of(1.5). Then Ug) = O(e %) as& — oo
for someiq > 0.

Proof. Givens € R. Integrating (1.3) overd, y], y > S, we obtain

y y
4.2) [U(s) — U(y)] = / DA[U](&) de + / F(U(©)) de.

S

Introduce

e FUE) _ f(u) "
= 0 e 7O A9 RRUE €00

Then (4.2) implies that

y y
(4.3) cfU(s) —U(y) zf D2[U](§) d§+a(5)/ U(§) ds,

S

Set
X X X+q X+p
vv(x)::/ U@)ds+/ U(s)ds—/ U@)ds—/ UE) de.
x—q X—p X X
Then

/ " DAIUI(E) d = W(S) — W(y).

S

SinceU() — 0 as& — oo, W(y) > 0 asy — oo. Lettingy — oo in (4.3), we
see that

(4.4) = [ " D,{U(E) d& +a(s) [ T U de
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and soU € L((s, +o0)) for all s e R. Moreover, by (4.2),
(4.5) cU(s) =f Do[U](§) d& +/ f(U(§)) d&.
S S
SetV(s) = fsoo U()dé. Then O< V < +oo andV is decreasing. Note also that

a(s) is non-decreasing is and a(+oo) = f’(0). Setag := a(0). Integrating (4.4) over
[X, o0) for x > 0, we obtain

(4.6) cV(x) z/ DZ[V](s)ds+ao/ V(s)ds.
X X
Note that
00 X X X+q X+p
/ D2[V](s)ds=/ V(s)ds+/ V(s)ds—/ V(s)ds—/ V(s)ds=> 0,
X X—q X—p X X
sinceV is decreasing. Then form (4.6) it follows that

X+z
cV(x) > ao/ V(s)ds> ayzV(x +2)
X
for all z> 0 andx > 0. This implies that

c
—V V(x + v .
20z X)>V(x+2, vVz>0,x>0

Choosez > 0 such thatc < apz. Then there exists.o > 0 such thate™ = ¢/(ay2)
and so

eV (x +2) < €V (x), Vx> 0.

SetK = maxe*V(x) | x € [0, Z]}. ThenK e (0,00) ande*YV(y) < K for all y > 0.
HenceV (x) = O(e™*X) asx — oo. From (4.5) and noting that

foo DAU(E) d = V(s +q) +V(s+ p) + V(s — G) + V(s — p) — 4V(S),
/ FUE) dt < 7(0) / UE) d = FOV(S),
the lemma follows. ]

To derive the asymptotic behavior of wave profile we first recall the following
theorem.
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Theorem (lkehara’s theorem).For a positive non-increasing function,We define
F(A) = / e MU (&) d&.
0

If F can be written as EA) = H(A)/(A + y)<*! for some constants k —1, y > 0,
and some analytic function H in the stripy < ReA < 0, then

UE) _ H(=y)
v ERe 78 T(y + 1)

Here we only need the case whkr 0 andk =1. The proof of lkehara’s theorem
can be found in, e.g., [14, 8].

Applying Lemma 4.1 and choosing € C such that—1y; < ReA < 0, we can
define the bilateral Laplace transform Jf by

L(A) = /+oo e MU () de.

[e¢]

Note that

/ e M D,[UY(E) de = [+ e+ e N e AP — a1 (A).

o0

Rewrite (1.3) acU’ + Do[U] + f/(0O)U = f/(O)U — f(U), we deduce that

c / = e MU/(E)dE +[er +erP +e M+ e AP — 4+ £/(0)]L(A)

o0

- / T e MU - fUE))] de.

o0

An integration by parts gives

¢ / N e MU/(E) dg = —c(—A)L(A),

o0

so we have
(4.7) —W(c, —A)L(A) =/_ooe‘A§[f’(0)U(%‘) — F(U ()] ds.
It follows from (4.7) that

JIX e MU E) — fUE))] dg (°
w(c, —A) oo

(4.8) fo - e MU(E)ds = — e MU (E) dg
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wheneverL is well-defined.
In order to apply lkehara's theorem, we define

[T MIE(0U(E) — FUE)] d&
A = = A A vt

</0 e MfU(E) dé)[A + 2a(O1F,

[e¢]

wherek =0 if ¢ > c,; k=1 if c=c,. We claim thatH is analytic in the strip
S:={A e€C|—x(c) <ReA <0}

It is trivial that

</0 e MU ) dé)[A + 21 (0)]

o0

is analytic in{ReA < 0}. Thus it suffices to show that the function

[T MIE(0U(E) - FUE)] dE
RN = =10, —a) /(A + (@)

is analytic in S. First, we show thatC(A) is well-defined for—i;(c) < ReA < O.
Since U (+00) = 0 and, by the assumption (BY,'(0)U — f(U) = O(U'*) as& — +oo,
the right-hand side of (4.7) is well-defined fer(1 + @)Ag < ReA < 0. HenceL(A)
is well-defined untilA is a zero of¥(c, —A). Recall a property of Laplace transform
(cf. Theorem 5b in p.58 of [14])if £(A) is well-defined(convergentin {ReA > —s}
and diverges infReA < —s}, then necessarilyA = —s is a singularity of£(A). It
follows from Lemma 2.2 thatC(A) is well-defined for—A;(c) < ReA < 0. Since
H(A) = L(A)[A + 11(c)]** in {—21(c) < ReA < 0}, it follows that H(A) is analytic
in {—11(c) < ReA < 0}.

Next, we claim thatH(A) is analytic on ReA = —x1(c). For this, we first claim
that the only zero ofl(c,—A) on ReA = —A;(c) is A = —21(c). Indeed, if¥(c,—A) =
0 with Re(~A) = x1(c) and ImEA) = g for somep € R, then we haved p = 2mnm and
Bq = 2kzr for some integersn andk, by usingW(c, 11(c)) =0 and R¢¥(c, —A)} =0.
Then, by considering the imaginary part of the equatibft, —A) = 0, we conclude
that 8 = 0. Therefore, the only zero ob(c, —A) on ReA = —i1(C) is A = —A1(C).
HenceH(A) is analytic on ReA = —11(c), since the zeroes o¥(c, —A) are isolated.
We conclude thaH (A) is analytic in S.

Now, we are ready to derive the asymptotic behavior of wawadilprU as follows.

Lemma 4.2. Let (c, U) be a solution of(1.5). Then (4.1) holds for somen =
n(U) € R. Moreovey

G

(4.9 §—I>oo Ue)

= —1(c)
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for all ¢ > c,.

Proof. Recall (4.8). IfU is non-increasing, then, by applying Ikehara’s theorem
with a suitable translation, we can easily deduce (4.1).
In general, by (1.3), we have

cU'(§) = —D2[U](§) — f(U(§)) < 4U().

Hence the functiorU_(g-') = U(§)e */° is non-increasing inR. Now, we define the
bilateral Laplace transform dfi by

L£(A) = /m e MU (¢) de.

[e¢]

Note thatﬁ_(A) = L(A +4/c). Then, by Ikehara's theorem again, we have

im _JE+m

_  m _YE+
S—)oom_l forC>C*, lim

60 EeOA@WA/OE lforc=c,

for some = 7(U) € R. Hence (4.1) follows for some = (U) € R.
Finally, (4.9) follows from (1.3) and (4.1). This proves thamma. 0

Next, for eachc > c,, we letv = v(c) be the unique positive root of
(4.10) cv+e’P+ed+eP+e -4+ f'(1)=0.
SetV=1-U and F(s) = f(1 —s). Then by a similar argument as above we can
derive the following lemma. Since the proof is very similarthat of deriving (4.1),

we omit its details here (see also Theorem 4.5 in [5]).

Lemma 4.3. Any solution(c, U) of (1.5) satisfies

(4.11) lim —2.&)_

£—>—00 U(S) -1 - V(C),

where v(c) is the unique positive root 0f4.10).

In order to prove the monotonicity result, we shall need tiing strong com-
parison principle.

Lemma 4.4. Let (c, U;) and (c, Uy) are solutions of(1.5) with U; > U, on R.
Then either Y= U, or U; > U, in R.
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Proof. Suppose that there exigts such thatUi (&) = U2(&0). Then
0 =Ua(40) — Ua(éo) = &' / e "*[H,(U1)(s) — H.(U2)(s)] ds.
o
It follows that H,(U1)(s) = H,(U2)(s) for all s > &, sinceU; > U, in R. By the

definitions of H, and D,, we have

0 < [Us(s+Qq) — Ux(s+Qq)] +[Us(s — ) — Ua(s — q)]
+[Ui(s+ p) — Ua(s + p)] + [Ui(s — p) — Uz(s — p)]
(=cu + 4)[Us(s) — Uz(s)] — [T (Ua(s)) — f(U2(9))]

- <Cu 4 max| f/(u)|)[u1(s) —Uy(s)]

<0

IA

for all s > &. HenceU;(§) = Uy(§) for all & € [&p —r, o0), wherer can be either
p=co¥ or q=sind. Note thatr is a positive constant. Repeating the above argument
with & replaced byé,—r (infinitely many times), we conclude thah = U, in R. [

Proof of Theorem 3. Letg U) be a solution of (1.5). Then it follows from (4.9)
and (4.11) that there existg > 0 andx, > 0 such thatU’(¢) < 0 for all £ > x; and
§ < —X.

Now, since O< U < 1 andU(—o0) =1, we can define

n*:=inf{n >0|UE +s) <U(§), V¢ e R, s> n}.

In particular, U(& + n*) < U(&) for all £ € R. We claim thatn* = 0. Otherwise,
n* > 0. By Lemma 4.4, we havéJ (& + n*) < U(&) for all £ € R. Also, by the
continuity of U, there existsny € (0, n*) such thatU(§ + no) < U(§) for all & €
[—X2 — 2o, X1 + 2ng]. SinceU’ <0 on & € R\ [—Xp, X1], we haveU (& +no) < U (&)
for all & € R\ [—X2 — 1o, X1 + ng]. HenceU(- +no) < U(-) in R. But, nog < n*, a
contradiction to the definition of*. This implies thaty* = 0. Therefore,U’ <0 in
R. By Lemma 3.1 (ii),U’ < 0 in R. Hence the theorem follows. ]

With this monotonicity result, we now apply a method develdbpn [5] to derive
the uniqueness of wave profiles.
Hereafter we shall always assume tleat c,.

Lemma 4.5. Let (c, U) be a solution of(1.5). Then there existgy = po(c, ) €
(0, 1) such that for anyp € (0, po],

fF(A+p)U(E) - A +p)f(UE) <O
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on{&|1—po<U()=<1/(1+p)).

Proof. Note that{ f((1 + p)u) — (1 + p) f(u)}|,=0 = 0. Since f’(1) < 0, we may
choosepg > 0 small enough such thatf’(u) — f(u) < 0 for u € (1 — po, 1]. Also,

di{f((1 +o)u) —(L+p)f(u)}| =uf(u)—fu)<0
1% p=0

for u € (1— po, 1]. Then the lemma follows by choosing > 0 smaller (if necessary).
O

For a given solutiond, U) of (1.5), we define

_ - U ()
K—K(U).—Suf{m U(ti")fl—po}

Note that O< x < +oo, since lim_ . U'(§)/U(§) = -1 andU’ <0 in R.

Lemma 4.6. Let (c, U1) and (c, Uy) are two solutions of(1.5) and there exists
o € (0, po] such that(1+p)Ui(: +kp) > Uz(-) in R, wherex =«(U;). Then U(-) >
Uy(-) in R.

Proof. First, we definéN(p, &) := (1 +p)Us(§ +«p) — Uy(¢) and
o =inf{p > 0| W(p, &) >0, V&€ € R}

Then, by the continuity ofV, W(p*, £&) > 0 for all £ € R.
Now, we claimp* = 0. For a contradiction, we suppose théte (0, pg]. Then,
by the definition of«,

d
@W(p, £) =Us(§ +kp) + k(1 +p)Uy(E +kp) <0

on {& | Uy(& +xp) < 1— po}. Also note thatW(p*, —o0) = p* > 0. Hence there exists
&o with U1(§o +xp™) > 1— po such that 0 2W(p*, &) = Wz (0", &0), W(p™, &0+ p) = 0,
and W(p*, &£ q) > 0. Then

(1 +p")U1(Po) = Uz(%0), (1 +p")U1(Po) = Us(&o),
(1+p"Us(Po £ p) > Ua(bo £ p), (L +p")Us(Po£0q) > Uz(60 +0),

where Py := & +kp*. So we have

0 = cUy(&o) + D2[U2](&0) + T (U2(£0))
< c(1+p")U1(Po) + D2[(1 + p*)U1](Po) + f (1 +p*)U1(Po))
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= —(1+p")D2[U1](Po) — (1 + %) f (Ur(Po)) + D2[(1 + p*)U1](Po) + (L1 +p*)U1(Po))
= F((L+p")U1(Po)) — (1 +0%) f (Us(Po)).

But, by Lemma 4.5, the last quantity is negative, a conttamic Hence we must have
p* =0 and the lemma follows. ]

Proof of Theorem 2. Letc U;) and €, U,) be two solutions of (1.5). By transla-
tion, we may assumé;(0) =U(0) = 1/2. From (4.1), we have lig, o [U2(§)/U1(€)] =
e for somen € R. Hence we may assume that Jim,[U2(£)/U1(£)] < 1, by ex-
changingU; and U, if necessary. Then ligy, [U2(€ +2)/U1(¢)] < 1 for all z> 0.

Fix z > 0, then there existM > 0 such thatU;(§) > U,(£+2) for all £ > M. Since
Ui(—o0) =1, we can findzy > 0 large enough such that (bg)U1(& +kp00) > U2(& +20)
for all £ e R. Applying Lemma 4.6, we havl,(&) > U,(& +29) for all £ € R. Hence
we can define

Z* = inf{z> 0| Uy(§) > Uy(§ +2), V& € R}

We clam thatz* = 0.
For a contradiction, we assume that> 0. From

U6 +7)
S U rz/2)

it follows that there existdvl; > 0 such that
(4.12) Ui(- +2°/2) > Ua(- +2°) on [My, 00).

Next, sinceUi(—oo) = 1 and U;(—oc) = 0, there existsM, > 0 large enough
such that

d
E{(l +p)U1(§ + 2cp)} = Us(§ + 2cp) + 2¢(1 + p)U1 (€ + 2p) > O

for all p € [0, 1] and& € (—oo, —M3]. So we have
(4.13) (L +p)U1(§ + 2cp) > U(§) > Ua(§ +27)
for all p € [0, 1] and§ € (—oo, —My].
Now, sinceUy(-) > Uy(- +2Zz*) in R, by Lemma 4.4,U;(-) > Uy(- +Z*) in R.

Also, Uq is uniformly continuous orfiR, we can choose & ¢ < min{z*/(4«), po} small
enough such that

(4.14) Us(§ + 2ce) = Uz(§ +29)

for all £ € [—My, Mq].



TRAVELING WAVE 345

Combining (4.12), (4.13), and (4.14), we have @W1(- +2e) > Uy(- +2z%) in

R. By Lemma 4.6, we have

Ui(§ +xe) = Up(§ +2°), VE€R.

This contradicts the definition af*. Hencez* =0, i.e., U;(-) > Uy(-) in R. Since
U1(0) =U,(0) = 1/2, by Lemma 4.4, the theorem follows. ]
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