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Man cannot survive except through his mind. He comes on earth unarmed. His brain is his only weapon. Animals obtain food by force. Man has no claws, no fangs, no horns, no great strength of muscle. He must plant his food or hunt it. To plant, he needs a process of thought. To hunt, he needs weapons, and to make weapons — a process of thought.

— Ayn Rand, *The Fountainhead*
Preface

The content of this thesis, a study of ultra high-speed optical soliton transmission in dispersion managed fibers, is based on the research I carried out during my Ph. D. course at the Department of Electronics and Information Systems, Graduate School of Engineering, Osaka University. The theoretical studies herein attempt to give general guidance for the developments of soliton based fiber-optic communication systems, for applications to long-haul point-to-point transmission links as well as the next generation all-optical networks, with much larger information carrying capacity.

The organization of the thesis is as follows.

Chapter 1 summarizes the history of fiber-optic communication systems, and solitons in optical communications. Physical properties of optical fibers are reviewed; in particular, the role of group velocity dispersion (GVD) and nonlinearity of fibers is highlighted to introduce the concept of solitons and dispersion management. It is then clarified what remains to be explored in the area covered by the thesis.

Chapter 2 presents a theory for modeling dispersion managed (DM) soliton transmission systems. In this model, the modified nonlinear Schrödinger equation that describes propagation of optical solitons in dispersion managed fibers is formulated in terms of Euler-Lagrange equation. By means of the variational method, a set of ordinary differential equations is obtained to describe the evolution of the parameters which characterize the pulse. This reduced model, where the pulse is characterized mainly by its width and frequency chirp, helps to elucidate the fundamental dynamics of DM solitons. Perturbation theory is also introduced to study the adiabatic evolution of the parameters under the influence of higher order effects and external perturbations. The results obtained in this chapter are applied to the analyses in the subsequent chapters.

In Chapter 3, the increase of transmission capacity in the soliton systems is addressed by channel multiplexing in the wavelength domain with strong dispersion management. The impact of cross phase modulation, which is known to limit transmission capacity in conventional soliton transmission lines, is studied analytically. As a result of strong dispersion management, solitons in different wavelength channels collide repeatedly with each other due to periodic variation of the sign of GVD, which leads to a residual frequency shift and timing jitter even in an ideal lossless transmission line. This frequency shift, however, is shown to be reduced significantly by strong dispersion management, indicating the potential applicability of DM solitons for massive wavelength division multiplexing (WDM).

In Chapter 4, the increase of transmission capacity per single-channel by means of dense dispersion management is discussed. Optimal design of densely dispersion managed line is shown to minimize nonlinear interactions between neighboring solitons in the same channel. The feasibility of single-
channel 160 Gbit/s soliton transmission by the use of the dense dispersion management in a practical situation is then numerically investigated. Taking advantage of the large tolerance of solitons to GVD variation, high-speed soliton transmission is shown to be possible in a practical dispersion-flattened fiber even in the presence of GVD variation and polarization mode dispersion.

Chapter 5 deals with the further improvement of transmission performance, for both single-channel and multi-wavelength DM soliton transmissions, with the help of transmission control schemes such as nonlinear gain elements, optical phase conjugation, and optical bandpass filters. Nonlinear gain elements, which selectively amplify the soliton component while suppressing the growth of background radiation, are shown to be beneficial in stabilizing the amplitude, frequency, and chirp fluctuations of the DM soliton. We also study ultra fast single-channel transmission over thousands of kilometers with a help of properly programmed GVD profile and optical phase conjugation. Thanks to the pulse confinement by means of the particular GVD profile combined with the optical phase conjugation, the stationary pulse called the quasi-soliton is shown to exhibit less variation of pulse width and suffers less interaction between adjacent pulses, which are beneficial for long-haul high-speed transmission links as well as for network applications. We further demonstrate that the instability observed in conventional control schemes such as the use of guiding filters may be avoided by the help of the cross phase modulation of the linearly unstable mode by solitons in other wavelength channels. Noise growth, which may eventually destroy solitons, is suppressed due to the spectral diffusion caused by the cross phase modulation. This result manifests a substantial advantage for application of DM solitons to massive WDM transmission.

Chapter 6 summarizes the overall results.

All the results obtained in this thesis are either published in Optics Letters and Electronics Letters, presented at Optical Fiber Communication Conference 1998 and Nonlinear Guided Waves and Their Applications 1999, or in press.

Osaka, Japan

December 1999
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Chapter 1

Introduction

1.1 Historical perspective

This section presents a historical perspective on the development of fiber-optic communication systems and optical solitons. Particular emphases are made to clarify the role of dispersion management in soliton transmission.

Optical fibers can transmit information with extremely low loss over a wide range of wavelengths. By virtue of this outstanding property, fiber-optic communication technologies have been applied to a variety of transmission systems throughout the world, such as international undersea networks, terrestrial links, and access networks [1, 2]. The invention of the erbium doped fiber amplifiers (EDFAs) in the late 1980’s, in particular, has brought remarkable progress in this field. EDFAs have played a critical role in constructing fiber-optic communication systems with remarkably large capacity over much longer distance, allowing transmission of multiple wavelength channels by the use of wavelength division multiplexing (WDM). A recent surge of data traffic due to the widespread use of Internet, on the other hand, has accelerated demands for much larger capacity in transmission links. As this trend grows continuously, fiber-optic communication systems are expected to mature into an infrastructure of the next generation, which will revolutionize our society in the 21st century. In order to meet the explosive growth of demands, terrestrial links will be required to support more than 1 Tbit/s transmission capacity in the near future. In constructing such high-speed transmission systems, lying far beyond the limit of electronic signal processing, it is important to understand extensively the physical properties of optical fibers in order to take full advantage of their potential.

Physical properties of optical fibers have been studied since the 1960’s, such as their waveguide characteristics, chromatic dispersion, loss, and nonlinearity [3, 4].

Optical fiber cables guide waves by total internal reflection at the interface between the core layer having higher refractive index and the cladding layer having lower index. Boundary condition at the core-cladding interface permits a finite number of guided modes supported by fibers. The lowest mode is known as HE_{11} mode, and as the core radius gets larger, higher modes such as TE_{01} and TM_{01} are also allowed to be guided. When more than two guided modes propagate simultaneously in fibers, signals get distorted at the receiver because each mode propagates with different speed, which is the phenomenon known as multimode dispersion.
In addition, chromatic dispersion of optical fibers brings about the dependence of group velocity on frequency. In the presence of dispersion, different spectral components of an optical pulse propagates at different group velocities, which leads to pulse broadening. As a result, a signal is distorted at the receiver in a way similar to the multimode dispersion. This phenomenon is referred to as group-velocity dispersion (GVD). Chromatic dispersion has two contributions: material dispersion and waveguide dispersion. Material dispersion originates from a physical property of the silica, i.e., a retarded response of bound electrons in silica for lightwave electric field, which gives frequency dependence of the refractive index. Waveguide dispersion arises from the geometry of the guided structure such as a core radius.

Fiber loss, another limiting factor of transmission distance, originates from material absorption in the far-infrared region and Rayleigh scattering arising from random density fluctuation that takes place during fiber fabrication. Pure silica absorbs light at the wavelength \( \lambda \sim 2 \mu m \), while Rayleigh scattering loss is dominant at short wavelengths since it increases as \( \lambda^4 \). Hence the fiber exhibits a minimum loss at the wavelength in the vicinity of 1.55 \( \mu m \).

Nonlinear effects in optical fibers [5–7] have two major contributions: nonlinear refractive index arising from nonlinear electric polarization of bound electrons in the silica, and stimulated inelastic scattering arising from the excitation of vibrational mode of the silica. Since silica fibers do not exhibit second order nonlinear effects due to the inversion symmetry of the molecular, third order nonlinear electric polarization (Kerr nonlinearity) contributes to the lowest order nonlinear effect in fibers. Since the Kerr effect induces intensity dependence of the refractive index of silica, it brings about intensity dependent phase shift. The nonlinear phase shift introduced by the optical field itself is called self phase modulation, whereas the cross phase modulation is a phase shift which is induced by the other light copropagating with different frequencies or polarization components. These nonlinear phase shifts result in spectral broadening during propagation and, by the interplay with GVD, may produce considerable waveform distortion. In addition to phase modulations, once the phase matching conditions are satisfied, third order nonlinearity induces a parametric process called four wave mixing, where three copropagating optical fields generate the fourth electric field with a different frequency. This leads to inter-channel crosstalk in WDM systems as a result of energy transfer between neighboring wavelength channels, and imposes a limit on WDM transmission performance such as the number of channels or channel spacing.

In an inelastic scattering process, as a result of transferring a part of the incident energy to vibrational mode excitation in the silica, the incident light suffers from a loss of power and generates a scattered light wave whose frequency is downshifted by the amount equal to the number of phonons transferred from the incident photons. Furthermore, once the incident power exceeds a threshold value, the power of the scattered light grows exponentially due to stimulated scattering. Stimulated Raman scattering (SRS) causes the energy transfer to optical phonons, whereas stimulated Brillouin scattering (SBS) transfers the energy to acoustic phonons. Since SBS scatters light in the backward direction, the threshold of SBS limits the launched optical power.

Although silica fibers do not intrinsically exhibit high nonlinearity (Kerr coefficient of the silica is the
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magnitude of $10^{-20}$ m$^2$/W), nonlinear effects accumulate over a long distance of propagation and may have a considerable impact because of its rather high efficiency due to the low loss and high density of lightwave over a small cross section in waveguide geometry. Nevertheless, as described below, they had not been taken into consideration carefully before the development of EDFA.

To overcome the limitations imposed by the physical properties of optical fibers, there have been made a number of technical advances.

To avoid multimode dispersion, waveguide geometry of optical fibers has to satisfy the single mode condition, which is determined by the condition that $\text{TE}_{01}$ and $\text{TM}_{01}$ modes reach cutoff. This requires a core radius $< 10 \mu$m and fractional index change $< 1\%$ at the core-cladding interface. Thus the multimode dispersion can be avoided by the use of single mode fibers (SMFs) that satisfy the cutoff condition. Since SMF exhibits zero dispersion at the wavelength of 1.3 $\mu$m, lightwave systems at the early age was operated at this wavelength.

Such primary systems, however, were limited mostly by fiber loss. Advances in fabrication technology of fibers had made it possible to achieve the minimum loss of 0.2 dB/km at the wavelength of 1.55 $\mu$m [8]. On the other hand, at this wavelength, GVD exceeds 15 ps/nm/km for SMF and brings about significant pulse broadening during propagation. This difficulty was overcome by the use of dispersion shifted fibers (DSFs) having minimum dispersion at 1.55 $\mu$m by a careful design of the index profile such that the zero dispersion wavelength is shifted from 1.3 $\mu$m to the vicinity of 1.55 $\mu$m. Now that we have almost precise control over the arbitrary choice of GVD value, it is possible to fabricate fibers even with negative GVD that compensates for the high value of GVD in SMF installed. These fibers are referred to as dispersion compensating fibers (DCF).

In such lightwave systems using DSF at the operating wavelength of 1.55 $\mu$m, electronic regeneration was employed to compensate for the loss at intervals of 60–80 km, where the input optical signal is detected, converted to an electronic signal, and then after reshaping and retiming it at the electronic circuit, regenerated as a brand-new optical signal at the output. The electronic regenerators, however, include complicated signal processing, and they are not only less cost-effective but also impose a limit on transmission speed.

The invention of an optical amplifier in 1987 operating at 1.55 $\mu$m making use of the Erbium doped fiber [9, 10] was thus welcome and excited considerable enthusiasm among the worldwide researchers involved in the field of lightwave systems. The development of EDFA has accelerated the experimental research toward longer distance and larger capacity thanks to its compatibility with WDM and contribution to improved receiver sensitivity.

EDFA solved the loss problem, however EDFA restated the significance of nonlinear effects at the same time, as lightwave systems making use of EDFA operate at relatively high power in order to maintain the average power without being buried by noise. In addition to the nonlinear effects, amplified spontaneous emission (ASE) noise accumulate over multiple amplification stages, which was absent in conventional systems employing the electronic repeaters. Since nonlinear effects cannot be compensated by passive methods, the only approach to cope with them is to reduce the fiber nonlinearity itself by the use
of fibers with large core area or by keeping local GVD relatively large on purpose to suppress the nonlinear effects while minimizing the average GVD by compensating for the cumulative GVD. The latter approach, referred to as dispersion management, reduces nonlinear effects by the help of GVD.

Pioneering works on nonlinear effects in fibers back in the 1970’s have recently been revived as nonlinear effects have induced considerable attention especially in long-haul transmission systems using EDFA. Among those contributions, theoretical prediction of optical solitons by Hasegawa and Tappert in 1973 [11] is now attracting profound interest as an ultimate solution to overcome the nonlinear effects [12–14]. Hasegawa and Tappert derived the nonlinear Schrödinger equation for the propagation of the slowly varying envelope of an optical pulse in a fiber with dispersion and nonlinearity and demonstrated the soliton solutions to be effective in high-speed signal transmission in optical fibers. Optical soliton preserves its shape during propagation, where the nonlinear chirp arising from Kerr effect counteracts with the dispersion-induced chirp. Solitons thus do not suffer from either the pulse broadening in the presence of GVD or the spectral broadening due to the self phase modulation. This indicates their potential application to high-speed optical transmission. The important thing is that, theoretically speaking, the integrability of the nonlinear Schrödinger equation [15] guarantees the stability of soliton propagation and, at the same time, indicates that any pulse of arbitrary shape launched with a proper amount of power evolves itself to a soliton (or solitons) during propagation whenever the nonlinearity is maintained large enough by loss compensated by amplifiers. The flexibility of solitons is an important property not only from a mathematical but also from a technical point of view.

As a result of technical advances in lightwave systems, such as the development of semiconductor lasers with high power, optical fibers with low loss, and optical amplifiers, there have been a large number of theoretical as well as experimental contributions toward the application of optical solitons to long-haul high-speed transmission systems. One important theoretical discovery is that the averaged dynamics of optical pulses in the presence of periodic perturbations such as non-adiabatic loss and lumped amplifications or weak dispersion management is also described by the nonlinear Schrödinger equation by means of the guiding center theory, as long as the periodicity is much shorter than the characteristic distance called the soliton period [16–18]. Hereafter we generally refer to the soliton solution of the nonlinear Schrödinger equation as a ‘classical’ soliton, whether it is the solution of the unperturbed equation or the averaged equation.

Soliton based communications also face some technical difficulties unique to solitons. One of the most serious issues is the phenomenon referred to as the Gordon-Haus effect [19]. Gordon-Haus effect is a timing jitter which originates from random fluctuation of the carrier frequency of solitons caused by the nonlinear interaction with ASE noise. Gordon-Haus effect crucially limits the available capacity and transmission distance in soliton based systems. Nonlinear interaction between two neighboring solitons in a single channel also degrades the performance [20, 21], since two solitons, when they are in-phase, attract with each other during propagation, resulting in their complete overlap at some distance. To avoid the attraction, the interval between solitons should be set at least five time as large as the pulse width of the soliton. Moreover, in WDM transmissions, solitons in different wavelength
channels could induce their timing jitter. Since the nonlinear Schrödinger equation is integrable, solitons interact elastically and their amplitudes and velocities remain the same as those prior to the collision. A collision, however, can introduce nonlinear interactions between the wavelength channels through cross phase modulation and four wave mixing. These effects affect soliton transmission in a manner slightly different from the case of the conventional linear systems [22–29]. Cross phase modulation and four wave mixing bring about central frequency shift [22–26] and the sideband generation [27–29], respectively, during the collision process. In a lossless fiber, these nonlinear effects are canceled out completely after the collision is over because of the symmetry of the whole collision process [26, 29]. As a consequence of the integrability, the colliding pair of solitons preserves their amplitudes and velocities, but they experience temporal displacement after the collision by the amount which is given by the integral of the temporary frequency shift along the distance. The situation, however, gets much worse in the case of the collision process within periodically inserted lumped amplifiers because of the breakdown of the symmetry [23]. Here we consider two cases. When the walk-off distance of the two colliding solitons is sufficiently large compared with the amplifier spacing, which is the case of narrower channel spacing, solitons do not recognize the perturbation since the effect of the lumped amplifications are averaged out. On the other hand, two solitons with wide channel spacing may experience asymmetric collision process (partial collisions) because of the walk-off distance comparable to the amplifier spacing. In the latter case, central frequency shift due to the cross phase modulation is not canceled out after the collision is over, resulting in residual frequency shift. The residual frequency shift leads to the shift of their temporal position increasing in proportional to the distance and causes considerable timing jitter. Note that even for narrow channel spacing, another limitation comes from the overlap of multi-solitons at the input of a transmission line, referred to as the initial overlap [22, 25]. This is another consequence of the asymmetric collision process, since the first part of the collision is absent. As a result, they experience a residual shift of the central frequency which is given by the amount of the temporary frequency shift that would have been offset in a complete collision process. In this case, the temporary frequency shift, which is significant for narrower channel spacing, is responsible for timing jitter during the whole propagation.

Spatial frequency as a result of the periodic variation of optical power in the presence of the periodic damping and lumped amplifications may help satisfy the phase matching condition responsible for the accumulation of the four wave mixing component [27, 28]. Such pseudo phase matching may enhance the sideband generation within the collision process, resulting in inter-channel crosstalk as an additional noise. It is difficult to control these nonlinear effects because they depend on data pattern of the individual channels.

Several techniques have been proposed to overcome these limitations. The simplest method is to combine a bandpass filter with an amplifier [30, 31]. Filters with narrow bandwidth inserted periodically are able to stabilize the amplitude and frequency of a soliton. This takes advantage of a unique property of the optical solitons that their amplitude is always proportional to the inverse of their pulse width. Excessive amplification, for instance, leads to the narrowing of the bandwidth according to this property,
thus the spectrum broadens. This broadened spectrum then goes through the bandpass filter where the spectral components outside the bandwidth are eliminated. The excess amplitude therefore can be diminished. In this principle, the guiding filters give feedback against the variation of soliton amplitude and frequency. Linear waves such as ASE noise, on the other hand, are diffused in time domain by the filters, making it possible for only solitons to be selectively controlled in principle. The guiding filter, however, requires excess gain in EDFA, which is necessary to compensate for the loss of soliton energy lost by the filtering action. However, the excess gain, at the same time, amplifies linear waves within the filter bandwidth every time the pulse goes through a filter. This leads to significant growth of the noise and may even destroy the soliton [32]. To avoid the instability, several methods have been studied, such as sliding frequency guiding filter [33] and synchronized amplitude [34] and phase [35] modulation, which attempt to separate noise from solitons. These schemes have demonstrated successful soliton transmission over a long distance, far beyond the limitation imposed by the instability [36, 37]. However, the sliding frequency filters, which require precise control of the central frequency at every stage, are troublesome in a practical application. The synchronous modulation is not compatible with WDM transmission, since the pulses in different channels propagating with different speeds have to be retimed separately, which requires demultiplexing and multiplexing of all the channels every time they go through modulators.

Through a number of attempts to overcome these limitations, a significant breakthrough has finally come about in soliton transmissions: the discovery of dispersion managed (DM) solitons. DM soliton is a new stable nonlinear pulse which propagates in a dispersion managed fiber that consists of multiple sections of positive and negative GVD. The dispersion management, which is originally introduced to suppress nonlinear effects in linear transmission systems, is demonstrated to be beneficial also in soliton transmission systems. In 1993, Foyysiak et al. proposed post transmission compensation of cumulative GVD altogether by connecting DCF prior to the receiver [38]. Their motivation was to reduce the Gordon-Haus effect, noting that the timing jitter decreases by reducing the total amount of GVD. Suzuki et al., in 1995, succeeded in the reduction of Gordon-Haus jitter experimentally by periodically compensating for the GVD accumulation by the use of DCF [39]. Also in 1995, Knox et al. demonstrated numerically that solitons can propagate with reasonable power in conventional SMF with large GVD by periodic dispersion compensation with DCFs at every amplifier and reducing the average dispersion [40]. Furthermore, in 1996, Smith et al. numerically showed that a chirped quasi-stationary pulse, now referred to as the DM soliton, exists in a periodically dispersion managed fiber, whose shape is close to Gaussian. The DM soliton has enhanced energy compared with the energy of the classical solitons in a fiber with the constant GVD equal to the average GVD of the dispersion managed line [41]. The energy enhancement is a particularly important property in soliton transmission, since it allows the suppression of Gordon-Haus jitter by reducing the average GVD without sacrificing the degradation of the signal-to-noise ratio [42].

Since then, it has been clarified by a number of theoretical and experimental studies that the DM solitons have remarkable properties that are not observed in the classical solitons [43–45]. One of their
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outstanding properties is the large margin for initial conditions, such as launched power, pulse width, and prechirp. This flexibility is an important issue in practice. Experimental studies have verified their superb characteristics and have been demonstrating their feasibility for practical transmission systems. The DM soliton evolution and interactions have also been elucidated by theoretical studies based on the variational method [46, 47], Lie transformation [48, 49], and multiple scale method [50] as well as direct numerical simulations. Some of these features are discussed in detail in the succeeding chapters.

On the other hand, considerable efforts have been made in linear transmission systems to cope with nonlinear effects. In addition to dispersion management or the use of new fibers with reduced nonlinearity, optical modulation in the return-to-zero (RZ) format helps reducing nonlinear effects rather than in the conventional non-return-to-zero (NRZ) format. NRZ had been employed since it requires less bandwidth associated with the bit stream. NRZ had also been considered to suppress nonlinear effects by transmitting continuous waves over the total time slot of successive bits of “1” and thus reducing the peak power. Nonlinearity, however, plays a crucial role even in the NRZ format as the bit rate increases and the peak power is enhanced to keep the average power within one bit slot. For this reason, the RZ format, more tolerant to nonlinearity, has recently been employed. The pulse modulated in the RZ format propagating in a dispersion managed line is sometimes called the chirped RZ pulse or the nonlinear supported RZ pulse.

Dispersion management is now regarded as a simple but powerful scheme to deal with nonlinear effects in both linear and nonlinear transmission systems. It is an interesting contrast that linear systems take advantage of GVD to suppress nonlinear perturbations, whereas classical solitons cope with GVD by the help of nonlinearity. The main difference between the chirped RZ pulse and the DM soliton is that the DM solitons positively exploit the self phase modulation whereas the chirped RZ pulses attempt to avoid any kind of nonlinear effects. As in the case of the classical solitons, self phase modulation is beneficial also for the DM solitons, in that it gives a feedback effect against amplitude and frequency fluctuations by the help of the bandpass filtering action.

Figure 1.1 shows the latest results of transmission experiments collected from the post-deadline papers presented at the international conferences held in 1998 and 1999. Open marks represent the results of linear transmission systems, whereas closed circles are for the DM soliton transmission. At present, the performance of linear systems looks superior to that of solitons both in the achievable distance and total capacity. However, solitons can provide higher bit rate per channel in WDM systems and in ultra long transmissions. Furthermore, it should be noted that some of these superior linear transmissions are significantly assisted by forward error correction (FEC). Without FEC, the error-free transmission distance is reduced to less than a half. In addition, some of these experiments combine Raman amplification with EDFA in order to reduce the ASE noise generated from EDFA as a result of its reduced gain. These sophisticated techniques are expected to be helpful also to improve the performance of the DM soliton systems. One of the advantages of DM solitons is that, in contrast to those linear systems employing post transmission compensation of GVD, they are intrinsically a periodic system, giving more flexibility in constructing practical systems including network applications.
Figure 1.1: Recent experimental results of high-speed optical transmissions. Total capacities are denoted as the number of wavelength channels times the bit rate per single channel.

OFC: Optical Fiber Communication Conference,
ECOC: European Conference on Optical Communication,
DWDM: Dense Wavelength Division Multiplexing, OTDM: Optical Time Division Multiplexing,
DMS: Dispersion Managed Soliton, FEC: Forward Error Correction.

The further increase of transmission capacity beyond Tbit/s gives rise to other limiting issues and requires a more careful study of optical fibers. As short optical pulses are used to increase the bit rate per channel up to 40 Gbit/s or even more, the bandwidth occupied by the individual pulse becomes considerably large, resulting in a relatively large influence of higher order effects in fibers such as third order dispersion, nonlinear retarded response, and polarization mode dispersion (PMD). Third order dispersion, often referred to as dispersion slope, brings about pulse distortion as a result of the dependence of GVD on the frequency component within its own spectrum. Retarded response of nonlinear electric polarization is responsible for Raman effect observed within the spectrum, known as the self-induced Raman effect, i.e. a continuous downshift of the frequency. Polarization mode dispersion induces signal distortion as a consequence of stochastic group velocity difference and coupling between the two orthogonal polarization components in a birefringent optical fiber. Compared with linear pulses, solitons are more tolerant to PMD owing to the self confinement of the two orthogonal modes by cross phase modulation. However, the energy loss induced by PMD generates dispersive radiation, resulting in interference with other solitons. In dense WDM, further expansion of the total bandwidth available to WDM transmission is an important issue. Gain flattening over the whole bandwidth of EDFA as well as GVD equalization is thus required, while taking into account the impact
of nonlinear crosstalk to decrease the channel spacing.

The scope covered by this thesis and its objectives are now ready to be clarified. The discussions in this section so far have focused on how nonlinear effects in optical fibers affect and why they play an important role in constructing high-speed optical communication systems. Particular emphasis has been placed on the claim that the DM soliton is a natural solution to cope with these perturbations. Yet there still remains much clarification with respect to the feasibility of its employment in practical systems. In particular, the study of DM soliton interaction in single-channel as well as multi-channel transmissions is an important subject. Improvements of the transmission control schemes which take advantage of self phase modulation should also be pursued. Theoretical studies on these issues are expected to provide guidance to experimental developments, just as the classical solitons have owed much of their improvement to a number of theoretical indications. These are the main aspect what the thesis aims for.

1.2 Overview

Reflecting on the recent trends in fiber-optic communication systems described in the previous section, this thesis provides a theoretical investigation on the feasibility of ultra high-speed fiber-optic transmission by the use of dispersion managed (DM) solitons. Applications to all-optical network systems are taken into account consistently in the thesis as well as point-to-point transmission links. We first clarify the physical and technical restrictions on the increase of transmission capacity in DM soliton transmission, by means of optical time and wavelength division multiplexing. Based on the theory, we present practical configuration of dispersion managed transmission lines especially with respect to an arrangement of the GVD profile. We further study several control schemes to stabilize DM soliton transmissions to improve their performance, by taking advantage of the identity of DM solitons as a nonlinear stationary pulse. The overall results obtained in the thesis are devoted to motivate developments of soliton based fiber-optic transmission systems in the next generation with much larger capacity and improved stability.

Chapter 2 provides an analytical model that describes the pulse dynamics of DM solitons. DM solitons in optical fibers with damping, lumped amplification, and periodic dispersion management behave according to the modified nonlinear Schrödinger equation where the coefficients of the dispersion and nonlinear terms are given by periodic functions of distance. Although the equation is written in Hamiltonian form, it is not integrable because of the inhomogeneity in the dispersion and nonlinear coefficients, making it difficult to treat mathematically. We demonstrate that the DM soliton evolution is described, with good accuracy, simply by a finite number of ordinary differential equations which is reduced via the variational method from the nonlinear Schrödinger equation, namely by trailing the evolution of parameters that identify the DM soliton (typically its pulse width and frequency chirp). Based on the obtained reduced model, we study fast (within one period) and slow (averaged over one period) dynamics of the DM solitons, and elucidate their peculiar characteristics that are not observed
in the classical solitons. We further derive ordinary differential equations that describe the adiabatic behavior of these parameters under the influence of higher order effects and external perturbations. The analytical results obtained in this chapter not only provide a deep insight on understanding fundamental dynamics of DM solitons but also are frequently referred to in the analyses in the subsequent chapters.

In Chapter 3, we analytically study the impact of the cross phase modulation for DM solitons in WDM transmissions, which has been one of the major limitations on transmission performance in classical soliton WDM systems. We employ the perturbation method introduced in Chapter 2 to evaluate the frequency shift caused by the cross phase modulation in a strongly dispersion managed transmission line. As a result of the strong dispersion management, solitons in different wavelength channels collide repeatedly with each other due to the periodic variation of the sign of GVD, which leads to a residual frequency shift even in an ideal lossless transmission line. This frequency shift, however, is shown to be reduced significantly by employing strong dispersion management, indicating its potential applicability for soliton WDM systems.

In Chapter 4, the interaction between neighboring DM solitons in the same channel is studied, and a properly designed densely dispersion managed transmission system is demonstrated to overcome the limitation. DM soliton is also known to suffer from the nonlinear interaction between neighboring bits, and the impairment may be more significant than classical solitons especially for strongly dispersion managed lines. Meanwhile in a sufficiently weak dispersion management regime, where the pulse dynamics are described in the frame of the guiding center theory, the interaction is shown to be reduced thanks to the faster decaying tail of the stationary core pulse compared with the sech shape of the classical soliton. Therefore the optimal strength of dispersion management exists that minimizes the interaction, which has been verified by numerical simulations. The optimal condition is, however, difficult to meet in a conventional two-step GVD profile over one or more amplifier spacing as the bit rate increases, because the optimization imposes a lower limit on the pulse width available for a given GVD profile, or equivalently, requires sufficiently small GVD for a short pulse width. In order to satisfy the two demands simultaneously, dense dispersion management (sometimes referred as short scale dispersion management) has been successfully demonstrated to suppress the interaction without these restrictions. On the other hand, DM soliton transmission at higher bit rate per channel up to 160 Gbit/s, supported by the dense dispersion management, is required to cope with the above mentioned higher order perturbations that explicitly influence the performance. Among them, dispersion slope may be the dominant perturbation, leading to considerable pulse distortion. We therefore take into account these perturbations in arranging GVD profile of dense dispersion management and study the feasibility of 160 Gbit/s transmission in the revised profile.

Chapter 5 deals with the improvement of DM soliton systems, both in single-channel and WDM transmission, by means of the transmission control schemes such as nonlinear gain elements, optical phase conjugations, and guiding filters. Nonlinear gain elements combined properly with guiding filters, realized by fast saturable absorbers, are shown by the perturbative analysis and numerical simulations to improve considerably the DM soliton stability in a single-channel transmission. The nonlinear gain
helps suppress the growth of background radiation even for nearly-zero average dispersion, allow the large tolerance with respect to the initial energy or chirp fluctuations, and avoid the instability caused by lumped filtering actions in an inadequate location within one dispersion management period. From a point of view of the suppression of the pulse-to-pulse interactions, we next consider the application of optical phase conjugation (OPC) to the ‘quasi-soliton’ transmission, where the GVD profile is properly programmed so that the pulse is confined by a trapping potential, suppressing the pulse width oscillation within one period, thus reducing the interaction. OPC provides not only compensation of cumulative dispersion, but also contributes to form the trapping potential. The quasi-soliton supported by OPC is shown through numerical simulations to provide ultra-fast single-channel transmission over thousands of kilometers. This scheme is also compatible with WDM transmission. Finally, we return to the conventional scheme of the guiding filter. Guiding filter with excess gain provides instability caused by the noise growth that is induced by the amplification of dispersive wave within the bandwidth of the filter by the excess gain. We demonstrate that, in WDM DM soliton systems, the instability may be avoided by the help of the cross phase modulation of the linearly unstable mode induced by other WDM solitons channels. Numerical simulations are carried out to observe the evolution of initially generated noise and to demonstrate successful suppression of the noise growth. This result presents a substantial advantage of dense WDM soliton transmission systems supported by guiding filters.

Chapter 6 summarizes the overall results obtained in the thesis.
Chapter 2

Dynamics of dispersion managed solitons

2.1 Introduction

As described in Chapter 1, periodic dispersion management is attracting profound interest in soliton-based communication systems for the past few years. It has been found that there exists a quasi-stationary pulse known as dispersion managed (DM) soliton in periodically dispersion compensated systems that has features more attractive than a classical soliton such as the reduced timing jitter caused by amplifier noise (Gordon-Haus effect) or the improved signal to noise ratio. The waveform deviates from the classical soliton (sech-type pulse) and is closer to Gaussian. A unique feature common to such a pulse is a periodically changing chirp along its propagation. The strong chirp helps reduce effective nonlinearity which is necessary for balancing the local dispersion. In this chapter, we present the result on the study of fundamental dynamics of the DM solitons and the influence of perturbative effects in transmission lines by means of the variational method. (See also [46, 51].)

2.2 Lagrangian formulation

Propagation of optical pulses in fibers with variable dispersion can be described by the nonlinear Schrödinger equation of the form

\[ i \frac{\partial q}{\partial Z} + \frac{d(Z)}{2} \frac{\partial^2 q}{\partial T^2} + |q|^2 q = -i \Gamma q + i G(Z) q, \]  \hspace{1cm} (2.1)  

where \( T \) and \( Z \) are the normalized time and distance respectively, \( \Gamma \) is the normalized loss, and \( d(Z) \) and \( G(Z) \) are periodic functions that represent the normalized dispersion and lumped amplification, respectively. A detail of its derivation and these normalizations can be found in the Appendix. We introduce new amplitude \( u(T, Z) \) through \( q(T, Z) = a(Z)u(T, Z) \) with \( da/dZ = [-\Gamma + G(Z)]a \) in order to remove the oscillating amplitude due to loss and periodic amplification. The newly introduced amplitude \( u(T, Z) \) satisfies

\[ i \frac{\partial u}{\partial Z} + \frac{d(Z)}{2} \frac{\partial^2 u}{\partial T^2} + a^2(Z)|u|^2 u = 0. \]  \hspace{1cm} (2.2)
It should be noticed that (2.2) has a Hamiltonian structure whereas the original equation (2.1) does not. Equation (2.2), however, is not integrable because of the inhomogeneity due to the periodic variation of \(\delta\) and \(u\). Thus we solve the problem approximately by means of the variational method based on the observation that the system described by (2.2) supports a well-defined solution of a chirped pulse whose shape is close to Gaussian. In order to introduce the variational method, we start from Lagrangian formation of the problem [14, 52].

Suppose we have a functional \(L\) called Lagrangian density which is a function of the field quantity \(u, u^*\), and their derivatives with respect to \(Z\) and \(T\). We adopt formulation of the infinite dimensional Euler-Lagrange problem [53]. For infinite dimensional problems, Lagrange’s principle of least action is given by

\[
\delta I = \frac{\partial L}{\partial u} \bigg|_{\delta u} + \frac{\partial L}{\partial u^*} \bigg|_{\delta u^*} + \frac{\partial L}{\partial u_T} \bigg|_{\delta u_T} + \frac{\partial L}{\partial u_Z^*} \bigg|_{\delta u_Z^*} + \frac{\partial L}{\partial u_T^*} \bigg|_{\delta u_T^*}.
\]

Hereafter in this chapter, the subscripts denote the partial derivative with respect to the coordinate. Then (2.3) leads to

\[
\delta I = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\partial L}{\partial u} \delta u dT dZ + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\partial L}{\partial u^*} \delta u^* dT dZ + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\partial L}{\partial u_T} \delta u_T dT dZ + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\partial L}{\partial u_Z^*} \delta u_Z^* dT dZ + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\partial L}{\partial u_T^*} \delta u_T^* dT dZ
\]

where we took the integration by parts with respect to the \(T\) and \(Z\)-derivative, and assumed that the variations \(\delta u\) and \(\delta u^*\) vanish at the boundary of the integration; for instance

\[
\int_{-\infty}^{\infty} \frac{\partial L}{\partial u} \bigg|_{\delta u} \bigg|_{-\infty}^{\infty} = - \int_{-\infty}^{\infty} \frac{\partial L}{\partial u} \bigg|_{-\infty}^{\infty} \delta u dZ
\]

Since the variations \(\delta u\) and \(\delta u^*\) are taken to be arbitrary and independent in (2.5), we obtain
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\[
\frac{\partial L}{\partial u} - \frac{\partial}{\partial Z} \left( \frac{\partial L}{\partial u_Z} \right) - \frac{\partial}{\partial T} \left( \frac{\partial L}{\partial u_T} \right) = 0, \tag{2.6a}
\]

and

\[
\frac{\partial L}{\partial u^*} - \frac{\partial}{\partial Z} \left( \frac{\partial L}{\partial u'^*_Z} \right) - \frac{\partial}{\partial T} \left( \frac{\partial L}{\partial u'^*_T} \right) = 0. \tag{2.6b}
\]

These equations are Euler-Lagrange equations in infinite dimension. For the case of the nonlinear Schrödinger equation, (2.2) is formulated as Euler-Lagrange equation of the form

\[
\frac{\delta L}{\delta u^*} = \frac{\partial L}{\partial u^*} - \frac{\partial}{\partial Z} \left( \frac{\partial L}{\partial u'^*_Z} \right) - \frac{\partial}{\partial T} \left( \frac{\partial L}{\partial u'^*_T} \right) = 0 \tag{2.7}
\]

with the Lagrangian density defined as

\[
L[u, u^*, u_Z, u'^*_Z, u_T, u'^*_T; Z] = \frac{i}{2} (u_Z u^* - u'^*_Z u) - \frac{d(Z)}{2} |u_T|^2 + \frac{\kappa^2(Z)}{2} |u|^4. \tag{2.8}
\]

We now apply the variational method to analyze approximately the dynamics of the DM solitons. We first assume the solution of (2.2) to be given by a chirped pulse of the form

\[
A(T, Z) = A(Z) \exp \left[ \int \chi(Z) \{T - T_0(Z)\} \right] \times \exp \left[ i C(Z) \{T - T_0(Z)\}^2 - i \kappa(Z) \{T - T_0(Z)\} + i \theta_0(Z) \right], \tag{2.9}
\]

where \( f \) is a pulse shape. We use the variational method to (2.2) and the ansatz (2.9) to derive a set of ordinary differential equations for the parameters \( A, p, C, \kappa, T_0, \text{ and } \theta_0 \). Integrating \( L \) in (2.8) over \( T \) and with this ansatz, we obtain the following form of Lagrangian

\[
L = \int_{-\infty}^{\infty} L dT = -dA^2 \left( \frac{p I_D}{2} + \frac{2C^2 I_C}{p^2} + \frac{\kappa^2 I_L}{2p} \right) + \frac{a^2 A^4 I_N}{2p} - \frac{A^2 I_C}{p} \frac{dC}{dZ} + \frac{A^2 I_L}{p} \left( T_0 \frac{dK}{dZ} - \frac{d\theta_0}{dZ} \right), \tag{2.10}
\]

where

\[
I_L = \int_{-\infty}^{\infty} f^2(\tau) d\tau, \quad I_C = \int_{-\infty}^{\infty} \tau^2 f^2(\tau) d\tau, \quad I_D = \int_{-\infty}^{\infty} \left( \frac{df}{d\tau} \right)^2 d\tau, \quad I_N = \int_{-\infty}^{\infty} f^4(\tau) d\tau. \tag{2.11}
\]

The original infinite dimensional problem (2.2) is now reduced to a Lagrangian form in finite dimension whose Lagrangian is given by (2.10), which involves only finite sets of variables.

Euler-Lagrange equation for a finite dimensional problem can be obtained in a way similar to the derivation for the infinite dimensional case. The Lagrange’s principle of least action

\[
\delta I = \delta \int_{-\infty}^{\infty} L[r, r_Z; Z] dZ = 0, \tag{2.12}
\]

where \( r \) is one of the parameters in (2.10), gives,

\[
\int_{-\infty}^{\infty} \left\{ \frac{\partial L}{\partial r} \frac{d}{dZ} \left( \frac{\partial L}{\partial r_Z} \right) \right\} \delta r dZ = 0. \tag{2.13}
\]

As a result, Euler-Lagrange equation reads

\[
\frac{\delta L}{\delta r} \equiv \frac{\partial L}{\partial r} - \frac{d}{dZ} \left( \frac{\partial L}{\partial r_Z} \right) = 0. \tag{2.14}
\]
From this expression, we are able to construct a set of equations for each parameter in Lagrangian (2.10). Equation (2.14) gives the following equations for each parameter $r = A, p, C, \kappa, T_0$, and $\theta_0$.

For $r = A$:
\[
\frac{\partial L}{\partial A} - \frac{d}{dZ} \left( \frac{\partial L}{\partial A_Z} \right) = -dA \left( pI_D + 4C^2 \frac{p^3}{p^3} I_C + \frac{\kappa^2}{p} I_L \right) + \frac{2a^2A^3}{p} \frac{dC}{dZ} I_C
+ \frac{2A}{p} \left( T_0 \frac{d\kappa}{dZ} - \frac{d\theta_0}{dZ} \right) I_L
= 0. \tag{2.15a}
\]

For $r = \kappa$:
\[
\frac{\partial L}{\partial \kappa} - \frac{d}{dZ} \left( \frac{\partial L}{\partial \kappa_Z} \right) = -dA^2 \left( \frac{I_D}{2} - \frac{6C^2}{p} I_C - \frac{\kappa^2}{2p^2} I_L \right) - \frac{\partial A^2}{2p^2} I_N + \frac{3A^2}{p} \frac{dC}{dZ} I_C
- \frac{A^2}{p^2} \left( T_0 \frac{d\kappa}{dZ} - \frac{d\theta_0}{dZ} \right) I_L
= 0. \tag{2.15b}
\]

For $r = C$:
\[
\frac{\partial L}{\partial C} - \frac{d}{dZ} \left( \frac{\partial L}{\partial C_Z} \right) = -\frac{4dA^2C}{p^3} I_C + \frac{2A}{p} \frac{dA}{dZ} I_C - \frac{3A^2}{p^3} \frac{dp}{dZ} I_C
= 0. \tag{2.15c}
\]

For $r = \kappa$:
\[
\frac{\partial L}{\partial \kappa} - \frac{d}{dZ} \left( \frac{\partial L}{\partial \kappa_Z} \right) = -\frac{dA^2}{p} I_L - \frac{2AT_0}{p} \frac{dA}{dZ} I_L - \frac{A^2}{p} \frac{dT_0}{dZ} I_L + \frac{A^2}{p^2} \frac{dp}{dZ} I_L
= 0. \tag{2.15d}
\]

For $r = T_0$:
\[
\frac{\partial L}{\partial T_0} - \frac{d}{dZ} \left( \frac{\partial L}{\partial T_0_Z} \right) = \frac{A^2}{p} \frac{d\kappa}{dZ} I_L
= 0. \tag{2.15e}
\]

For $r = \theta_0$:
\[
\frac{\partial L}{\partial \theta_0} - \frac{d}{dZ} \left( \frac{\partial L}{\partial \theta_0_Z} \right) = \frac{2A}{p} \frac{dA}{dZ} I_L - \frac{A^2}{p^2} \frac{dp}{dZ} I_L
= 0. \tag{2.15f}
\]

From (2.15a)-(2.15f), we obtain
\[
\frac{dA}{dZ} = -ACd, \tag{2.16a}
\]
\[
\frac{dp}{dZ} = -2pCd, \tag{2.16b}
\]
\[
\frac{dC}{dZ} = \left( \frac{I_D}{2} - \frac{4}{IC} \right) \frac{d}{dZ} I_N - \frac{2a^2A^2}{4C} \frac{d}{dZ} I_L, \tag{2.16c}
\]
\[
\frac{d\kappa}{dZ} = 0, \tag{2.16d}
\]
\[
\frac{dT_0}{dZ} = -\kappa d, \tag{2.16e}
\]
\[
\frac{d\theta_0}{dZ} = \left( \frac{\kappa^2}{2} - \frac{I_D}{I_L} \right) \frac{d}{dZ} I_N + \frac{4A^2}{4C} \frac{d}{dZ} I_L. \tag{2.16f}
\]
2.3. Fast and slow dynamics of DM solitons

We note from (2.16a) and (2.16b) that \( A \) and \( p \) are not independent since (2.16a) and (2.16b) give the relation

\[
A = \alpha \sqrt{p},
\]

with some constant \( \alpha \). Thus the dynamics of DM solitons can be described by the two parameters \( p \) and \( C \), that is the inverse of the pulse width and the frequency chirp, respectively. We further assume that the pulse shape is approximated as Gaussian, namely \( f(\tau) = \exp(-\tau^2) \). With this approximation, the integral constants \( I_L \), \( I_C \), \( I_D \), and \( I_N \) are given by

\[
\begin{align*}
I_L &= \int_{-\infty}^{\infty} \exp(-2\tau^2) \, d\tau = \sqrt{\frac{\pi}{2}}, \quad I_C = \int_{-\infty}^{\infty} \tau^2 \exp(-2\tau^2) \, d\tau = \frac{1}{4} \sqrt{\frac{\pi}{2}}, \\
I_D &= \int_{-\infty}^{\infty} \left\{ \frac{d}{d\tau} \exp(-\tau^2) \right\}^2 \, d\tau = \sqrt{\frac{\pi}{2}}, \quad I_N = \int_{-\infty}^{\infty} \exp(-4\tau^2) \, d\tau = \frac{\sqrt{\pi}}{2}.
\end{align*}
\]

Equations (2.16a) and (2.16b) now read

\[
\frac{dp}{dZ} = -2pCd, \quad \frac{dC}{dZ} = 2(p^4 - C^2)d - \frac{\sqrt{\pi}a^2\alpha^2p^3}{2}. \tag{2.19a}
\]

Note that in the absence of nonlinearity, that is when \( a = 0 \), we have

\[
\frac{dp}{dZ} = -2pCd, \quad \frac{dC}{dZ} = 2(p^4 - C^2)d. \tag{2.20a}
\]

This can be integrated with the conserved quantity

\[
H_0 = p^2 + \frac{C^2}{p^2}. \tag{2.21}
\]

\( H_0 \) is mathematically a Hamiltonian of the system (2.20a) and (2.20b), and physically corresponds to the spectral width of the pulse.

In the presence of nonlinearity, however, the system can be formally integrated to give

\[
\begin{align*}
H_0 &= p^2 + \frac{C^2}{p^2} - \int \frac{d^2\alpha^2}{\sqrt{2d}} \, dp \\
&= p^2 + \frac{C^2}{p^2} - \int \sqrt{2d^2\alpha^2pCdZ}
\end{align*}
\]

and the spectral width is no longer constant during propagation. Equations (2.19a) and (2.19b) admit a periodic evolution of the parameters by a proper choice of the initial conditions, which gives evidence of the stationary propagation of DM solitons.
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In this section, we provide a couple of introductory remarks on dynamics of the DM solitons using (2.19a) and (2.19b) derived in Section 2.2. We solve the equations to study fast (short term) dynamics within one dispersion management period as well as slow (long term) dynamics that is observed, in an averaged form, over multiple dispersion management spans.

We consider an example of the periodic solutions $p$ and $C$ in a lossless dispersion managed line shown in Fig. 2.1. The GVD profile is given by

$$d(Z) = \begin{cases} 
    d_1, & \text{for } nZ_d < Z < nZ_d + \frac{Z_d}{4}, \quad nZ_d + \frac{3}{4}Z_d < Z < (n + 1)Z_d \\
    d_2, & \text{for } nZ_d + \frac{Z_d}{4} < Z < nZ_d + \frac{3}{4}Z_d
\end{cases} \quad (2.23)$$

with $d_1 = 31.0$, $d_2 = -29.0$, and $Z_d = 0.1$. The solution $p$ ($C$) is shown in Fig. 2.2 (Fig. 2.3). The solid line represents the analytical result obtained from (2.19a) and (2.19b), and circles are obtained by solving (2.1) directly by means of the split-step Fourier method with the same parameters. This result also clarifies the difference between the DM solitons and linear Gaussian pulses in a completely dispersion compensated system. Note that the periodic solution in the nonlinear system (2.19a) and (2.19b) is obtained only for the particular value of the initial conditions, whereas in the linear system (2.20a) and (2.20b) periodic solutions exist for arbitrary values of the initial conditions provided that $\langle d \rangle = 0$. This observation is a consequence of the asymmetric evolution of the parameters on the propagation in the positive and the negative GVD segment in the presence of nonlinearity.

The difference between the linear system and the nonlinear system can be clearly seen by plotting a periodic orbit in the $p$-$C$ plane [54] as shown in Fig. 2.4. The upper branch (a-b, d-e) is given by the propagation in the positive GVD segment ($d_1$), whereas the lower branch (b-c-d) corresponds to the propagation in the negative GVD segment ($d_2$). This means that DM solitons acquire pulse width oscillation and bandwidth broadening in the positive GVD larger than in the negative GVD. Note that the distinction is not observed in the linear case, since the periodic orbit is characterized by the relation in (2.21), and $H_0$ is a conserved quantity during the whole propagation.

Long range evolution of the DM solitons discloses their peculiar properties that the classical solitons do not exhibit. One of their unique properties is that the nonlinear-induced asymmetric periodic orbit allows stationary propagation of DM solitons in systems with $\langle d \rangle = 0$ or even $\langle d \rangle < 0$ [55]. This can be understood by writing down the propagation equation that the core of the pulse satisfies. Substituting into (2.2) the solution $u(T, Z) = A(Z)e^{i\phi(T, Z)}\exp(\imath CT^2)$, $\tau = pT$ with (2.17), one obtains

$$i\frac{\partial v}{\partial Z} + dp^2 \frac{\partial^2 v}{\partial \tau^2} + \alpha^2 a^2 p|v|^2 v - K\tau^2 v = 0 \quad (2.24)$$

with

$$K(Z) \equiv \frac{1}{p^2} \left( \frac{dC}{dz} + C^2 d \right) = \frac{d}{2ICp^2} - \frac{a^2}{4IC} p, \quad (2.25)$$

where we used (2.16b) and (2.16c). Slow scale dynamics of $v(\tau, Z)$ can be well approximated by the equation obtained by averaging the coefficients in (2.25) over $Z_d$. 

\[ i \frac{\partial v}{\partial Z} + \langle dp^2 \rangle \frac{\partial^2 v}{\partial T^2} + \alpha^2 \langle a^2 p \rangle |v|^2 v - \langle K \rangle r^2 v = 0. \] (2.26)

The obtained equation (2.26) describes the evolution of the solution \( v \), supported by the ‘weighted’ dispersion \( \langle dp^2 \rangle \) and the self-trapping potential \(-\alpha^2 \langle a^2 p \rangle |v|^2\), as well as the linear parabolic potential \( \langle K \rangle r^2 \). We note that, even when \( \langle d \rangle \leq 0 \), the asymmetric evolution of \( p \) within one period can make the average of the weighted potential over one period \( \langle dp^2 \rangle \) to be positive. Thus we expect stationary propagation of the DM solitons by the balance between the nonlinear chirp and the linear chirp produced by the weighted dispersion \( \langle dp^2 \rangle \), rather than by the intrinsic dispersion \( \langle d \rangle \).

Furthermore, the DM solitons possess peculiar characteristics with respect to their large margin of the initial conditions, which are not seen in linear systems. Figures 2.5 and 2.6 show plots of Poincaré section in \( p-C \) plane, namely a trajectory of the parameters at every period of the dispersion map (in this case, the middle of \( d_1 \) segment) for several different values of the initial condition. Figure 2.5 shows plots for different values of \( p(0) \) and \( C(0) \) with the fixed energy of \( E_0 = 3.629 \), whereas Fig. 2.6 is obtained for different values of \( E_0 \) with the fixed value of \( p(0) = 1/\sqrt{2} \) and \( C(0) = 0 \). As shown in these figures, evolution of the parameters starting from the vicinity of the stationary state is a closed loop around the fixed point corresponding to the stationary state (i.e. \( p(0) = 1/\sqrt{2}, C(0) = 0, E_0 = 3.629 \)), and exhibits a long term quasi-periodicity. This is in contrast to the behavior of the classical solitons, where the pulse having parameters deviating from the stationary state generates radiative waves and approaches asymptotically to the stationary solution. Too much deviation from the stationary state, however, results in the collapse of the pulse, as shown in Fig. 2.6 for \( E_0 = 1.0 \).

Detailed analyses on these interesting properties, however, are out of scope of this thesis. Intensive studies and discussions on the role of the linear parabolic potential or the exact range of \( \langle d \rangle \) available to support the stationary solution can be found in [56, 57]. Numerical studies on the chaotic behavior of the Poincaré map can be found in [58]. Integrability of the slow dynamics of DM solitons has also been discussed elsewhere [59–61].

### 2.4 Lagrangian perturbation method

We extend the problem considered in Section 2.2 to the perturbed system of the form

\[ i \frac{\partial u}{\partial Z} + \frac{d(Z)}{2} \frac{\partial^2 u}{\partial T^2} + a^2(Z)|u|^2 u = \varepsilon R[u, u^*]. \] (2.27)

where \( \varepsilon R[u, u^*] \) represents the perturbation with \( |\varepsilon| \ll 1 \). Euler-Lagrange equation in infinite dimension which corresponds to (2.7) can now be written as

\[ \frac{\delta L}{\delta u} = \varepsilon R. \] (2.28)

We note that the action integral of Lagrangian \( L \) is given by the Lagrangian density of the form

\[
\int_{-\infty}^{\infty} \delta L dZ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta L dT dZ \\
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \frac{\delta L}{\delta u} \delta u + \frac{\delta L}{\delta u^*} \delta u^* \right) dT dZ.
\] (2.29)
Figure 2.1: Dispersion profile given by (2.23).

Figure 2.2: The evolution of $p(Z)$ obtained by solving (2.19a) and (2.19b) (solid line) and by a direct numerical simulation of (2.1) with the same initial condition (dots).
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Figure 2.3: The evolution of $C(Z)$. Solid line shows the analytical result obtained by solving (2.19a) and (2.19b), and dots are the numerical result of (2.1) with the same initial condition.

Figure 2.4: A periodic orbit of Fig. 2.2 and Fig. 2.3 in $p$-$C$ plane.
Figure 2.5: Poincaré maps for the solutions of (2.19a) and (2.19b) with several values of $p(0)$ and $C(0)$ and the fixed energy $E_0 = 3.629$.

Figure 2.6: Poincaré maps for the solutions of (2.19a) and (2.19b) with several values of $E_0$ and the fixed initial condition $p(0) = 1/\sqrt{2}$ and $C(0) = 0$. 
From the relation $\delta u = (\partial u/\partial r)\delta r$, we have

$$
\int_{-\infty}^{\infty} \delta L dZ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \frac{\delta L}{\delta u} \frac{\partial u}{\partial r} + \frac{\delta L}{\delta u^*} \frac{\partial u^*}{\partial r} \right) \delta r dT dZ

= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \varepsilon R^* \frac{\partial u}{\partial r} + \varepsilon R \frac{\partial u^*}{\partial r} \right) \delta r dT dZ.

(2.30)$$

Compared with (2.13), Euler-Lagrange equation in the presence of the perturbation $\varepsilon R$ can be written as

$$
\frac{\delta L}{\delta r} = \int_{-\infty}^{\infty} \left( \varepsilon R^* \frac{\partial u}{\partial r} + \varepsilon R \frac{\partial u^*}{\partial r} \right) dT.

(2.31)$$

We now write down explicitly the equation (2.31) for the each parameter $r = A, p, C, \kappa, T_0,$ and $\theta_0$.

For $r = A$:

$$
\frac{\partial L}{\partial A} - \frac{d}{dZ} \left( \frac{\partial L}{\partial AZ} \right) = -dA \left( \frac{p I_D + 4C^2}{p^3} I_C + \frac{\kappa^2}{p^2} I_L \right) + \frac{2A^2}{p} \frac{A^2}{p} \frac{2A^2}{p} I_N - \frac{2A dC}{p^3} I_C

+ \frac{2A^2}{p} \frac{d}{dZ} \left( T_0 \frac{d}{dZ} \frac{d}{dZ} \right) I_L

\int_{-\infty}^{\infty} \left( \varepsilon R^* \frac{\partial u}{\partial A} + \varepsilon R \frac{\partial u^*}{\partial A} \right) dT = \int_{-\infty}^{\infty} \left( \varepsilon R^* \varepsilon R^* + \varepsilon R \varepsilon R^* \right) f(\tau) dT

= \frac{2A}{p} \int_{-\infty}^{\infty} \text{Re}[\varepsilon R \varepsilon R^*] \theta_0 d\tau.

(2.32a)$$

For $r = p$:

$$
\frac{\partial L}{\partial p} - \frac{d}{dZ} \left( \frac{\partial L}{\partial pZ} \right) = -dA^2 \left( \frac{p I_D}{2} - \frac{6C^2}{p^3} I_C - \frac{\kappa^2}{2p^2} I_L \right) - \frac{2A^2}{p^3} I_N + \frac{2A dC}{p^3} I_C

- \frac{2A^2}{p^3} \frac{d}{dZ} \left( T_0 \frac{d}{dZ} \frac{d}{dZ} \right) I_L

\int_{-\infty}^{\infty} \left( \varepsilon R^* \frac{\partial u}{\partial p} + \varepsilon R \frac{\partial u^*}{\partial p} \right) dT = \int_{-\infty}^{\infty} \left( \varepsilon R^* \varepsilon R^* + \varepsilon R \varepsilon R^* \right) \frac{A}{p} \frac{df}{d\tau} dT

= \frac{2A}{p^3} \int_{-\infty}^{\infty} \text{Re}[\varepsilon R \varepsilon R^*] \frac{df}{d\tau} d\tau.

(2.32b)$$

For $r = C$:

$$
\frac{\partial L}{\partial C} - \frac{d}{dZ} \left( \frac{\partial L}{\partial CZ} \right) = -4dA^2 C \frac{I_C}{p^3} + \frac{2A dA}{p^3} I_C - \frac{2A^2}{p^3} I_C

\int_{-\infty}^{\infty} \left( \varepsilon R^* \frac{\partial u}{\partial C} + \varepsilon R \frac{\partial u^*}{\partial C} \right) dT = i \int_{-\infty}^{\infty} \left( \varepsilon R^* \varepsilon R^* - \varepsilon R \varepsilon R^* \right) (T - T_0)^2 A f(\tau) dT

= \frac{2A}{p^3} \int_{-\infty}^{\infty} \text{Im}[\varepsilon R \varepsilon R^*] \frac{df}{d\tau} d\tau.

(2.32c)$$

For $r = \kappa$:

$$
\frac{\partial L}{\partial \kappa} - \frac{d}{dZ} \left( \frac{\partial L}{\partial \kappa Z} \right) = -dA^2 \frac{\kappa}{p} I_L - \frac{2A T_0 dA}{p} I_L - \frac{A^2}{p} \frac{d}{dZ} I_L + \frac{A^2 T_0}{p^3} \frac{d}{dZ} I_L

\int_{-\infty}^{\infty} \left( \varepsilon R^* \frac{\partial u}{\partial \kappa} + \varepsilon R \frac{\partial u^*}{\partial \kappa} \right) dT = -i \int_{-\infty}^{\infty} \left( \varepsilon R^* \varepsilon R^* - \varepsilon R \varepsilon R^* \right) T A f(\tau) dT

= -\frac{2A}{p^3} (1 + p T_0) \int_{-\infty}^{\infty} \text{Re}[\varepsilon R \varepsilon R^*] \frac{f(\tau)}{d\tau} d\tau.

(2.32d)$$
For $r = T_0$:

$$\frac{\partial L}{\partial T_0} - \frac{d}{dT} \left( \frac{\partial L}{\partial T_0} \right) = \frac{A^2}{p} \frac{d\kappa}{dT} I_L,$$

$$\int_{-\infty}^{\infty} \left( \varepsilon R^+ \frac{\partial u}{\partial T_0} + \varepsilon R \frac{\partial u}{\partial T_0} \right) d\tau = -\int_{-\infty}^{\infty} \left( \varepsilon R^+ \varepsilon \varepsilon^+ + \varepsilon \varepsilon \varepsilon^+ \right) A p \frac{df}{dT} d\tau$$

$$-2i \int_{-\infty}^{\infty} \left( \varepsilon R^+ \varepsilon \varepsilon^+ - \varepsilon \varepsilon \varepsilon^+ \right) A C(T - T_0) f(\tau) d\tau = -2 A \int_{-\infty}^{\infty} \text{Re}[\varepsilon R \varepsilon \varepsilon^+ \varepsilon] \frac{df}{dT} d\tau - \frac{4 A C}{p^2} \int_{-\infty}^{\infty} \text{Im}[\varepsilon R \varepsilon \varepsilon^+ \varepsilon] f(\tau) d\tau.$$

(2.32c)

For $r = \theta_0$:

$$\frac{\partial L}{\partial \theta_0} - \frac{d}{d\tau} \left( \frac{\partial L}{\partial \theta_0} \right) = 2 A \frac{dA}{d\tau} I_L - \frac{A^2}{p^2} \frac{dp}{d\tau} I_L,$$

$$\int_{-\infty}^{\infty} \left( \varepsilon R^+ \frac{\partial u}{\partial \theta_0} + \varepsilon R \frac{\partial u}{\partial \theta_0} \right) d\tau = i \int_{-\infty}^{\infty} \left( \varepsilon R^+ \varepsilon \varepsilon^+ - \varepsilon \varepsilon \varepsilon^+ \right) A f(\tau) d\tau$$

$$= \frac{2 A}{p} \int_{-\infty}^{\infty} \text{Im}[\varepsilon R \varepsilon \varepsilon^+ \varepsilon] f(\tau) d\tau.$$

(2.32f)

In these equations, $\tau \equiv p(Z)\{T - T_0(Z)\}$, $\varphi \equiv C(Z)\{T - T_0(Z)\}^2 - \kappa(Z)\{T - T_0(Z)\} + \theta_0(Z)$. Solving (2.32a)–(2.32f) with respect to $d\tau/dZ$ ($\tau = A, p, C, \kappa, T_0, \theta_0$), we obtain

$$\frac{dA}{dZ} = -ACd - \frac{1}{2ILc} \int_{-\infty}^{\infty} \text{Im}[\varepsilon R \varepsilon \varepsilon^+ \varepsilon] (I_L \tau^2 - 3I_c) f(\tau) d\tau,$$

(2.33a)

$$\frac{dp}{dZ} = -2 pCd - \frac{p}{ILcA} \int_{-\infty}^{\infty} \text{Im}[\varepsilon R \varepsilon \varepsilon^+ \varepsilon] (I_L \tau^2 - 3I_c) f(\tau) d\tau,$$

(2.33b)

$$\frac{dC}{dZ} = \left( \frac{I_D}{2I_c} p^4 - 2C^2 \right) d + \frac{I_N}{4I_c} A^2 p^2 + \frac{p^2}{2ILcA} \int_{-\infty}^{\infty} \text{Re}[\varepsilon R \varepsilon \varepsilon^+ \varepsilon] \left( f(\tau) + 2\tau \frac{df}{d\tau} \right) d\tau,$$

(2.33c)

$$\frac{dk}{dZ} = -\frac{2}{I_LAp} \int_{-\infty}^{\infty} \left\{ p^2 \text{Re}[\varepsilon R \varepsilon \varepsilon^+ \varepsilon] \frac{df}{d\tau} + 2 C \text{Im}[\varepsilon R \varepsilon \varepsilon^+ \varepsilon] f(\tau) \right\} d\tau,$$

(2.33d)

$$\frac{dT_0}{dZ} = -\kappa d + \frac{2}{I_LAp} \int_{-\infty}^{\infty} \text{Re}[\varepsilon R \varepsilon \varepsilon^+ \varepsilon] f(\tau) d\tau,$$

(2.33e)

$$\frac{d\theta_0}{dZ} = \left( \frac{\kappa^2}{2} - \frac{I_D}{I_L} p^3 \right) d + \frac{5 I_N}{4I_L} A^2 p^2$$

$$- \frac{1}{2ILAp} \int_{-\infty}^{\infty} \left\{ p \text{Re}[\varepsilon R \varepsilon \varepsilon^+ \varepsilon] \left( 3 f(\tau) + 2\tau \frac{df}{d\tau} \right) - 4A \text{Im}[\varepsilon R \varepsilon \varepsilon^+ \varepsilon] f(\tau) \right\} d\tau.$$

(2.33f)

### 2.5 Conclusion

We have derived ordinary differential equations for the characteristic parameters of the DM solitons. Fundamental dynamics of the DM solitons are characterized by their pulse width and frequency chirp. We further studied adiabatic evolution of these parameters to study the behavior of the DM solitons under the perturbations. These equations give useful estimation on the influence of perturbative effects in transmission lines such as amplifier noise, higher-order dispersion, self-induced Raman effect, and nonlinear interaction with other solitons. We refer to these equations frequently in the following chapters.
Chapter 3

Wavelength division multiplexing of dispersion managed solitons

3.1 Introduction

In this chapter, we theoretically analyze the nonlinear interactions among solitons in strongly dispersion managed WDM systems. We employ the perturbation method derived in Chapter 2 to evaluate the frequency shift and the chirp alteration caused by collisions of solitons in different WDM channels.

3.2 Soliton interaction in WDM systems

In soliton based WDM systems, where solitons in different wavelength channels propagate at different speeds, collisions between the solitons take place and induce nonlinear interactions among the colliding solitons such as cross phase modulation and four wave mixing. The cross phase modulation leads to their central frequency shift, and the four wave mixing produces sideband components. In the ideal collision process, the frequency shift arising in the first half of the collision process is offset exactly in the latter half of the collision because of the symmetric picture of the whole collision process. The four wave mixing components, which are generated in the first half of the collision, also diminish completely in the latter half. These properties can be clearly seen in Fig. 3.1, where we plot spectrum of two colliding solitons in a lossless fiber.

However, in the presence of a lumped amplifier in the middle of a collision process, for instance, the symmetric picture breaks down. The effect of the asymmetric collision process is well averaged out if a collision takes place over multiple amplifier spans, whereas a collision over a distance comparable to the amplifier spacing may lead to a residual frequency shift and to time displacement [23].

The temporary frequency shifts that the colliding solitons suffer from are calculated either by the adiabatic perturbation method [23], the inverse scattering transform [25], or the asymptotic expansion of the $N$ soliton solution [26]. For the case of a complete collision of two solitons that takes place in a lossless fiber, the frequency shift at $Z$ is given by

$$
\delta \nu(Z) = \frac{4}{\Delta B} \frac{\Delta B Z \cosh(\Delta B Z) - \sinh(\Delta B Z)}{\sinh^3(\Delta B Z)}.
$$

(3.1)
Figure 3.1: Spectrum of two colliding solitons in a lossless fiber. Two solitons collide at \( Z = 0 \) in time domain. The channel spacing \( \Delta B = 4.0 \).

where \( \Delta B \) represents a frequency separation between the solitons\(^1\), and collision is assumed to take place at \( Z = 0 \). We note that \( \delta b(Z) \) in (3.1) has the maximum value at \( Z = 0 \):

\[
\delta b(0) = \frac{4}{3\Delta B^2},
\]

or in real units

\[
\delta f(0) = \frac{0.105}{t_s^2\Delta f},
\]

where \( t_s \) is the pulse width of a soliton. Thus the frequency shift is inversely proportional to the channel spacing \( \Delta B \) (\( \Delta f \)) and the square of the pulse width \( t_s^2 \). The frequency shift is offset in a complete collision in a lossless fiber, whereas the initially overlapped solitons suffer from a net frequency shift, the amount of which is given by (3.2) or (3.3). The initial overlap is a significant problem especially for solitons with narrower frequency separation.

The extension of the analysis is discussed in [23] in the presence of damping and lumped amplifications. The effect of the non-adiabatic periodic perturbation depends on the ratio between the walk-off distance of colliding solitons and the amplifier spacing \( Z_a \). The walk-off distance \( Z_{\text{coll}} \) is defined as the length over which the two solitons begin and end to overlap at their half power points:

\[
Z_{\text{coll}} = 2 \frac{1.763}{\Delta B}.
\]

For \( Z_{\text{coll}}/Z_a > 2 \), that is for narrow channel spacing, the local events during a collision are well averaged out over the multiple amplifier spans and thus the net frequency shift becomes negligible. On the other hand, for \( 0.5 < Z_{\text{coll}}/Z_a < 2 \), i.e. when the walk-off distance is comparable to the amplifier spacing, effects of the collision are no longer averaged out, resulting in net frequency shift. In contrast to the

\(^1\)In this chapter, we define the frequency separation \( \Delta B \) to be the central frequency deviation of one channel from the other channel. Thus \( \Delta B \) is negative for the slower channel with respect to the faster channel.
initial overlap, this problem is significant for relatively wide channel spacing with a fixed value of $Z_a$, or equivalently, the condition $Z_{\text{coll}}/Z_a > 2$ impose an upper limit on $Z_a$ with a fixed value of $\Delta B$.

It should be noted that the residual frequency shift as well as radiative waves generated during the collision are suppressed considerably by the use of the `adiabatic' dispersion management [62-64], where the stepwise decreasing dispersion is employed to approximate the exponentially decreasing GVD profile so that the balance is maintained between the dispersion and the varied nonlinearity due to loss and amplifications through the propagation in a lossy fiber. As a result of the dispersion tapering, collisions become symmetric regardless of the ratio $Z_{\text{coll}}/Z_a$ or the channel spacing.

3.3 Soliton interaction in strongly dispersion managed WDM systems

Soliton WDM systems also benefit from non-adiabatic dispersion management. Although the dispersion managed (DM) soliton system is not integrable and thus careful studies may be necessary to consider their compatibility with WDM transmission, it demonstrates peculiar properties that have not been observed in the classical solitons and even in the adiabatically dispersion managed transmission.

One of the peculiar characteristics of dispersion managed WDM transmission is that the frequency shift that arises in the normal (positive) dispersion regime has a sign opposite from the one in the anomalous (negative) dispersion regime. In addition, the relative direction of propagation with respect to each other in different channels is reversed in the normal dispersion regime, so that collisions between the pulses are expected to take place repeatedly in dispersion managed systems. This indicates the frequency shift produced by a collision might be mostly canceled out under certain conditions, although a residual frequency shift could appear in general even in the absence of loss.

Recognizing this, Sugahara et al. [65] and Devaney et al. [66] derived the optimal design of dispersion compensation that averages out the asymmetric process of collisions in a topological manner. In their analyses, however, a weak dispersion management (i.e. $\Delta D Z_a \ll 1$, where $\Delta D \equiv d_1 - d_2$) was assumed, and the effect of pulse width oscillation and chirp, that characterize the DM solitons, was not taken into account. We apply the perturbation method derived in Section 2.4 to a two-channel WDM system, and elucidate the effect of collisions on dispersion managed WDM soliton transmissions [67].

We assume the frequency separation between the two pulses $u_1$ and $u_2$ to be sufficiently large, so that their propagation is described by (2.2), by replacing $u$ with a simple linear superimposition $u_1 + u_2$:

$$i \frac{\partial}{\partial Z}(u_1 + u_2) + \frac{d(Z)}{2} \frac{\partial^2}{\partial T^2}(u_1 + u_2) + a^2(Z)|u_1|^2 u_1 + u_2|^2(u_1 + u_2) = 0.$$  \hspace{1cm} (3.5)

Expanding the nonlinear terms and separating them according to their frequencies, we obtain a coupled equation of the form

$$i \frac{\partial u_i}{\partial Z} + \frac{d(Z)}{2} \frac{\partial^2 u_i}{\partial T^2} + a^2(Z)|u_i|^2 u_i = -2a^2(Z)|u_{3-i}|^2 u_i,$$  \hspace{1cm} (3.6)

where $i = 1, 2$ denotes each WDM channel. In deriving (3.6), we neglected the four wave mixing components $a^2(Z)u_i^2 u_{3-i}$, which is well validated for strongly dispersion managed systems. Equation
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(3.6) indicates that the propagation of each channel in WDM systems is described by the perturbed equation (2.27) with the perturbation term originating from the cross phase modulation. We thus apply the perturbation analysis in Section 2.4 with the perturbation given by the right hand side of Eq. (3.6): \\

$$
\varepsilon R = -2\alpha^2(Z)|u_\alpha|^2 u_i.
$$

Inserting this into Eqs. (2.33a)–(2.33e), we have

$$
\begin{align}
\frac{dA}{dZ} &= -ACd, \\
\frac{dp}{dZ} &= -2pCd, \\
\frac{dC}{dZ} &= \left( \frac{I_D}{2IC}\beta^4 - 2C^2 \right) d \frac{I_N}{4I_N} a^2 A^2 p^2 - \frac{a^2 A^2 p^2}{k} \int_{-\infty}^{\infty} f(\tau_i)f^2(\tau_{3-i}) \left\{ f(\tau_i) + 2\tau_i \frac{df}{d\tau_i} \right\} d\tau_i, \\
\frac{d\kappa}{dZ} &= 4a^2 A^2 p \int_{-\infty}^{\infty} f(\tau_i)f^2(\tau_{3-i}) \frac{df}{d\tau_i} d\tau_i, \\
\frac{dI_0}{dZ} &= -\kappa d.
\end{align}
$$

We do not write down here the explicit form of the equation for \( \theta_0 \), because it is somewhat complicated form and is not directly related to the subject. We notice from Eq. (3.7d) that frequency shift takes place owing to the interaction of the DM solitons. The frequency shift \( \delta \kappa \) follows the equation

$$
\frac{d(\delta \kappa)}{dZ} = \frac{4a^2 A^2 p^2}{I_L} \int_{-\infty}^{\infty} f(\tau)f^2(\tau + p\Delta T) \frac{df}{d\tau} d\tau,
$$

where \( \Delta T \equiv T_{0,i} - T_{0,3-i} \), and we used (2.17). The Gaussian ansatz for a pulse shape \( f(\tau) = \exp(-\tau^2) \) reduces Eq. (3.8) to

$$
\frac{d(\delta \kappa)}{dZ} = 2\sqrt{2} a^2 A^2 p^3 \Delta T \exp(-p^2\Delta T^2).
$$

Integrating Eq. (3.8) or (3.9) over a distance \( Z \) yields the frequency shift at \( Z \).

In addition to the frequency shift, we can see from Eq. (3.7c) that a collision of dispersion managed WDM solitons also gives rise to the temporary alteration of the frequency chirp, expressed as the following form with the Gaussian ansatz

$$
\frac{dC}{dZ} = (p^3 - C^2) d - \frac{\sqrt{2} a^2 A^2 p^3}{2} + \sqrt{2} a^2 A^2 p^3 (2p^2 \Delta T^2 - 1) \exp(-p^2\Delta T^2).
$$

The chirp alteration may be responsible for the temporary modification of the behavior of the DM solitons.

### 3.4 Numerical results

With the Gaussian ansatz, we study a two-channel dispersion managed WDM soliton transmission in a lossless fiber. The dispersion management period is taken \( Z_d = 0.156 \), and the average dispersion over \( Z_d \) is set \( \langle d \rangle = 1.0 \). We evaluated the frequency shift as well as the chirp alteration for several different values of dispersion management strength \( \Delta D \), the difference between the anomalous GVD \( d_1 \) and the normal GVD \( d_2 \). The channel spacing is fixed to be \( \Delta B = 24 \), which gives the walk-off distance of \( Z_{\text{coll}} = 0.147 \), and thus \( Z_{\text{coll}}/Z_d = 0.94 \).
3.4. Numerical results

Figure 3.2: Residual frequency shift $\delta \kappa(\infty)$ as a function of $\Delta D$. The solid curve shows the analytical result calculated from Eq. (3.9) and dots are the result obtained from direct numerical simulations. The initial channel spacing is $\Delta B = 24$, which corresponds to 212 GHz for the 20 ps pulse.

Figure 3.3: The evolution of chirp $C$ at every midpoint of the anomalous GVD segment of the dispersion profile. The initial channel spacing is the same as Fig. 3.2.
Figure 3.4: Collision-induced frequency shift of a DM soliton and a classical soliton versus normalized distance. Here the classical soliton propagates in a fiber with uniform dispersion equivalent to the averaged value of the dispersion profile.

Figure 3.2 shows plots of the residual frequency shift $\delta \kappa(\infty)$ as a function of $\Delta D$. Here the maxima of $\delta \kappa(\infty)$ for several colliding points with respect to the dispersion profile are plotted for each $\Delta D$, since the amount of frequency shift depends on the colliding points; the maximum frequency shift is given by the collision at the dispersion discontinuity point. For the particular values of $\Delta D$, we can achieve a symmetric collision process regardless of the colliding points, and suppress those residual shifts in the same way as discussed in [65] and [66]. Although the pulses acquire a residual shift of their central frequency even in a lossless fiber, the residual frequency shift, as a whole, is considerably reduced for a large $\Delta D$. This is of particular interest, since in spite of the large variation of pulse width and chirp during the collision, the effect of collision can be well averaged out. This observation is expected to hold also in lossy cases, where the residual shift for the case of $0.5 < Z_{\text{coll}}/Z_d < 2$ in the classical solitons may be suppressed thanks to this averaging effect.

Figure 3.3 shows the chirp $C$ at every midpoint in $d_1$ segment of the dispersion map, calculated by the direct numerical simulations where a periodic solution is launched. $Z = 0$ represents the complete colliding point. For the stationary state without collisions or any other perturbations, the chirp $C$ is uniformly zero in a lossless case. Collisions, however, give rise to the alteration of $C$ from the stationary state. Unlike the case of the frequency shift, the chirp alteration goes asymptotically back to zero after the collision regardless of the value of $\Delta D$. This result somewhat disagrees with the result obtained from (3.7c); the variational result predicts a residual chirp alteration for the particular values of $\Delta D$ as in the case of the residual frequency shift. This discrepancy may be a consequence of radiative effects.

Figure 3.4 shows comparison of the collision-induced frequency shift of a DM soliton and a classical
soliton, both having the same pulse width. In order to eliminate effects of the repeated collisions as a result of periodic dispersion compensations, the frequency shift of the DM soliton is evaluated at each amplifier position. Reduction of the nonlinear interaction within a collision process is clearly seen in this figure. Moreover, we note that a large $\Delta D$ increases effective collision length. These observations are of practical importance in reducing the effect of the initial overlap.

Finally we address two additional remarks on the obtained results. First, although the present calculations are restricted to the two-channel case, the analysis for a WDM system with more than two channels is well approximated by the sum of the effect of pairwise collisions especially for larger channel spacing [26]. Second, it should be noted that the timing shift, given by the integral of the temporary frequency shift, may not be suppressed significantly and is still a major limitation in WDM DM soliton transmissions [68, 69].

3.5 Conclusion

We have analytically studied the impact of the cross phase modulation on dispersion managed WDM soliton transmissions. The residual frequency shift is of negligible amount in strongly dispersion managed systems. The analysis shows that a collision also induces chirp degeneration, which is verified by the numerical simulations. For a fixed value of the path averaged GVD and the transform limited pulse width, compared with classical solitons, the DM solitons suffer less nonlinear interaction in a collision process. This result indicates their potential applicability for WDM systems. The analytical results obtained in this chapter can also be applied to make a quick estimate of the timing jitter induced by the frequency shift [68, 69], simply by solving the coupled equations (3.7a)–(3.7e) without carrying out direct numerical simulations of the nonlinear Schrödinger equation.
Chapter 4

Densely dispersion managed soliton transmission

4.1 Introduction

We numerically demonstrate 160 Gbit/s densely dispersion managed soliton transmission in a single channel over 2,000 km in the dispersion-flattened fibers in the presence of polarization mode dispersion (PMD) and of large variation in group-velocity dispersion (GVD). The best performance is achieved by a proper design of the dispersion profile with possible minimum average dispersion so that the soliton interactions are minimized [70].

4.2 Dispersion managed soliton interaction in the same channel

Due to nonlinear interactions between the neighboring solitons in the same channel, they attract each other in time domain and may end up to their complete overlap at a certain propagation distance. In a classical soliton transmission, two in-phase solitons separated over $\Delta T$ at the launching point attract and collide at $Z \sim (\pi/4) \exp(\Delta T/2)$ [20, 21, 71], which is obtained by the perturbation method called ‘quasi-particle approach,’ where the well-separated two solitons are individually treated as particles. For a distance typically $\sim 10,000$ km, two solitons need to be separated widely enough (typically $> 6t_s$, where $t_s$ is the pulse width) to avoid the interaction. This significantly degrades spectral efficiency.

Several attempts have been studied to reduce the interaction by means of the introduction of the phase [72, 73] and/or amplitude difference [74] between the neighboring solitons, or the polarization interleaving that takes advantage of the reduction of nonlinear interactions between orthogonally polarized solitons [75]. These schemes, however, may create additional complications in that the former requires precise tuning of phase and amplitude, and the latter may suffer from the PMD-induced relative delay between a pair of orthogonally polarized solitons [76] and the collision-induced depolarization in WDM transmission as a result of the random fluctuation of the orthogonal birefringence axes [77].

Dispersion managed (DM) solitons also suffer from nonlinear interactions between the neighboring slots, but in a different manner. DM soliton interaction has been investigated both analytically and numerically, and as a result, it has been clarified that the interaction is strongly dependent on the
dispersion management strength $S$ defined as

$$S = \frac{|k'' z_1 - k'' z_2|}{t_s},$$

(4.1)

where $k'' = -(\lambda^2/2\pi c)D$, and $t_s$ is the full-width at half-maximum of the pulse when it is transform-limited, and subscripts 1 and 2 denote the anomalous and normal GVD regime, respectively.

In a small $S$ regime, namely in a weak dispersion management regime, the interaction is shown to decrease as $S$ increases, according to the guiding center theory applied to the weak dispersion management [49]. This improvement is a consequence of the faster decrease of the pulse tail whose exact form can be analytically obtained. On the other hand, for large $S$, namely in a strong dispersion management regime, they exhibit the large oscillation of their pulse width, resulting in strong cross phase modulation (XPM) between the neighboring pulses. As a result, system performance can even be worse than in classical solitons. Note that the cross phase modulation is the major contribution here, since the overlapped tail exhibits a rapid variation of frequency due to the periodically changing chirp, and thus incoherent nonlinear terms such as $g_i^2 g_{3-i}$ or $|g_i| \overline{g_{3-i}}$ with $i = 1$ or 2 are not responsible for the pulse-to-pulse interaction. This indicates that the phase difference does not improve the performance. We also note that we are able to apply the adiabatic perturbation methods to study the interaction just as we discussed in Chapter 3 by imposing the initial conditions $|T_i(0) - T_{3-i}(0)| = \Delta T$ and $\kappa_i(0) = \kappa_{3-i}(0) = 0$ [78, 79]. Overall, the dependence of the collision distance on $S$ is summarized as shown in Fig. 4.1, where we show the numerical results of the collision distance for each value of $S$ in a lossless case. We recognize that the interaction is minimized at $S \sim 1.65$ [80]. This is the most desirable choice in terms of a high-speed single-channel DM soliton transmission.

Before closing the introductory remarks, we briefly comment on the recent trends on the ‘quasi-soliton transmission’ utilizing a properly programmed dispersion profile [81] and the ‘pulse-overlapped DM soliton transmission’ utilizing an extremely strong dispersion management [82], both intended to reduce the pulse-to-pulse interaction.

In the quasi-soliton transmission, the varying dispersion profile provides pulse confinement, resulting in less oscillation of pulse width within one dispersion management period and thus the increase of achievable transmission distance by an order of magnitude compared to the two-step DM soliton systems [83]. Quasi-soliton transmission is studied in detail in Section 5.3.

On the other hand, it has been suggested that sufficiently strong dispersion management may in turn suppress the pulse-to-pulse interaction, based on the observation that the XPM-induced frequency shift, whose derivative is proportional to the temporal profile of the pulse, is reduced considerably for the larger $S$ as a result of considerable pulse spreading [82]. This is based on a completely different philosophy from the design principle of the utilization of the moderate dispersion management with $S = 1.65$ or the quasi-soliton. The pulse-overlapped transmission might be an effective approach to cope with the nonlinear interaction in DM soliton transmission systems where pre-installed standard fibers are upgraded by DCF, having inevitably large $S$. However the suppression of cross phase modulation critically depends on data pattern, and in some cases it may lead to large amplitude jitter via intra-
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Figure 4.1: Collision distance of two DM solitons for each value of $S$.

channel four wave mixing [82].

In the following discussions, we focus on the issue of how to realize the optimal dispersion management profile with $S \sim 1.65$.

4.3 Densely dispersion managed soliton

One of the most important properties of dispersion management is that it provides high-capacity soliton transmission over pre-installed standard fibers which are upgraded by connecting dispersion compensating fibers [84]. However there exists a major limitation on the bit rate per single channel in such dispersion managed soliton (DMS) systems caused by soliton interactions between the neighboring pulses induced by the large pulse breathing within one dispersion management period. As we reviewed in Section 4.2, strong dispersion management could lead to system performance even worse than in the classical soliton systems. Moreover, since $S$ depends on $t_s^{-2}$, the condition $S \sim 1.65$ may not be satisfied for dispersion managed transmission systems even utilizing DSF when they are operated at higher bit rate with much shorter pulses.

To overcome this limitation, densely dispersion managed soliton (DDMS) system was recently proposed in which one amplifier spacing is composed of $n(>1)$ dispersion management periods [85]. By a proper choice of $n$, a stationary pulse propagates with less oscillation of pulse width and hence suffers from less interaction with the neighboring pulses compared with the conventional DMS system with the same local and average group-velocity dispersion (GVD). As a result, it is numerically shown that 80 Gbit/s DDMS transmission over 9,000 km may be possible without any active control [85].
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We consider a DDMS system schematically shown in Fig. 4.2. It consists of the anomalous (normal) GVD section of $D_1$ ($D_2$) over a length of $z_1$ ($z_2$), and one amplification period $z_a$ consists of $n$ DM periods. As we described in Section 4.2, the DM soliton interaction can be minimized by arranging the GVD profile such that it satisfies the condition $S = 1.65$ in a lossless case. Such an optimization in conventional DMS systems is equivalent to the proper choice of $n$ in DDMS systems given the amplifier spacing, the local and the average GVD, and the pulse width.

Figure 4.3 shows a dependence of collision distance on $n$ (and corresponding $S$), when two DDMS’s are launched with the initial separation of 6.25 ps. Here we used the parameters $z_a = 40$ km, $D_1 = 2.5$ ps/nm/km, $D_2 = -2.49$ ps/nm/km, $\langle D \rangle = 0.005$ ps/nm/km, $t_s = 2.0$ ps, and introduced the fiber loss of 0.2 dB/km. Dispersion slope and PMD, neglected here for simplicity, are taken into account carefully later in this chapter. From Fig. 4.3, we find the optimum $n$ to be 20 which corresponds to $S \sim 1.6$. A slight difference from the previous condition $S = 1.65$ is due to the fiber loss and amplifications. Note that in classical soliton systems with uniform GVD ($D = 0.005$ ps/nm/km), two sech solitons collide at 2,400 km under the same condition. As we note in Fig. 4.3 that the collision distance asymptotically approaches to 2,400 km for $S < 1.6$, confirming that the soliton interaction in this region originates from the fact that the stationary pulse approaches to the sech soliton [49]. For $S > 1.6$, on the other hand, the interaction forces become stronger (even stronger than sech solitons) because of too much oscillation of pulse width.

To illustrate the impairment of the system arising from soliton interactions for the larger average GVD as well as from the amplifier noise for smaller peak power, we measured Q values for 100 Gbit/s transmission of PRBS (pseudo random bit sequence) 32 bit sequence of DDMS over 2,000 km for each value of $\langle D \rangle$ and initial peak power $R_0$, with the fixed DM strength of $S = 1.6$. The noise figure of
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Figure 4.3: Dependence of collision distance on \( n \) (and corresponding \( S \) parameter). A pair of solitons, whose pulse width is set to be constant (2 ps), are initially separated by 6.25 ps.

Figure 4.4: Contour map of Q values measured for 160 Gbit/s DDMS transmission over 2,000 km with variable launched power. GVD profile has a variable \( \langle D \rangle \) with fixed DM strength of \( S = 1.6 \).
amplifiers was set 5.0 dB. The Q value is the signal-to-noise ratio of the received eye diagram defined as
\[
Q = \frac{\mu_1 - \mu_0}{\sigma_0 + \sigma_1},
\]
where \( \mu \) and \( \sigma \) represent the mean value and the standard derivation of the signal, and the subscripts 1 and 0 denote the bit that corresponds to “1” and “0,” respectively. The dotted line represents a periodic solution evaluated for each \( \langle D \rangle \). In Fig. 4.4, we note that \( \langle D \rangle \) less than 0.01 ps/nm/km may be necessary to achieve the maximum transmission performance.

Furthermore, the increase of the bit rate in D DMS system up to 160 Gbit/s requires a careful management of dispersion slope and PMD. To cope with dispersion slope, two schemes may be implemented: dispersion slope compensation and dispersion flattening. However, it is not easy to fabricate fibers that have a low GVD and negative dispersion slope simultaneously, whereas dispersion-flattened fibers have normally a large distribution in GVD. Here we consider the utilization of dispersion-flattened fibers having distribution in the value of GVD. It is expected that even when fiber GVD varies, soliton interactions may be minimized by properly connecting fibers with different GVD in a manner such that \( S = 1.6 \) is maintained. For instance, given a pair of fibers having anomalous and normal GVD \( D_1 \) and \( D_2 \) respectively, the length of each section \( z_1 \) and \( z_2 \) may be chosen so that \( S \) becomes 1.6 and the average GVD is set as close as to zero along the line. In addition, by connecting fibers in descending value of GVD, we expect further improvement of transmission characteristic [86]. This improvement can be understood by noting that nonlinearity gets weaker in the direction of propagation due to the loss.

Figure 4.5 shows the arrangement of GVD profile based on this principle constructed from the pieces of fibers having Gaussian distribution in GVD with the average \( \bar{D} = 0 \) ps/nm/km and the variance \( \bar{D}^2 = 3.0 \) (ps/nm/km)\(^2\), and the average GVD at each span \( \langle D \rangle \) is set as close as to zero. The parameters used in this profile is shown in Table 4.1. An example of DDMS propagation in this GVD profile is plotted in Fig. 4.6. It should be noted that, in practice, it is difficult to design the average GVD to be exactly zero at every span because of the inaccuracy in GVD measurement, especially for shorter

Table 4.1: GVD value [ps/nm/km] and length [km] of each span in GVD profile shown in Fig. 4.5. The average dispersion and DM strength for each span is also listed.

<table>
<thead>
<tr>
<th>#</th>
<th>( D_1 )</th>
<th>( z_1 )</th>
<th>( D_2 )</th>
<th>( z_2 )</th>
<th>( \langle D \rangle )</th>
<th>( S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.50</td>
<td>0.5</td>
<td>-2.60</td>
<td>1.0</td>
<td>-0.233</td>
<td>1.546</td>
</tr>
<tr>
<td>2</td>
<td>2.92</td>
<td>1.0</td>
<td>-2.27</td>
<td>1.0</td>
<td>0.325</td>
<td>1.654</td>
</tr>
<tr>
<td>3</td>
<td>2.22</td>
<td>1.0</td>
<td>-0.507</td>
<td>5.0</td>
<td>-0.052</td>
<td>1.516</td>
</tr>
<tr>
<td>4</td>
<td>1.59</td>
<td>1.5</td>
<td>-0.438</td>
<td>5.5</td>
<td>-0.003</td>
<td>1.529</td>
</tr>
<tr>
<td>5</td>
<td>1.15</td>
<td>2.0</td>
<td>-0.280</td>
<td>9.0</td>
<td>-0.020</td>
<td>1.537</td>
</tr>
<tr>
<td>6</td>
<td>0.687</td>
<td>4.0</td>
<td>-0.183</td>
<td>13.5</td>
<td>0.035</td>
<td>1.773</td>
</tr>
</tbody>
</table>
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![Graph showing dispersion profile in DDMS system](image)

**Figure 4.5:** An example of dispersion profile in DDMS system.

![Graph showing propagation of DDMS in the profile shown in Fig. 4.5](image)

**Figure 4.6:** Propagation of DDMS in the profile shown in Fig. 4.5.
length. However, we can manage the average GVD over one amplifier spacing as close as to zero simply by arranging the length of the anomalous or normal GVD segment of the final span, depending on the magnitude of \( \langle D \rangle \) measured over the whole span expect for the final one. For the particular GVD profile in Table 4.1, we increased the length of the anomalous GVD segment of the final span, since the measured \( \langle D \rangle \) over the first five segment is negative as a result of the insufficient accuracy of GVD. As a result, \( \langle D \rangle \) over the whole span is calculated to be 0.008 ps/nm/km. In other words, although it is impossible to manufacture a fiber with such a small value of the average dispersion, the proper scheme allows one to construct a transmission line with practically any value of \( \langle D \rangle \).

4.4 Numerical results

To evaluate the system performance, we carried out numerical simulations of the transmission of PRBS 32 bit sequence at 160 Gbit/s on the dispersion map shown in Fig. 4.5. We assumed fibers having loss of 0.2 dB/km, the nonlinear coefficient \( \gamma_2 \alpha_0 / c A_{eff} \) of 1.86 W^{-1} km^{-1}, PMD of 0.05 ps/\sqrt{km}, and the residual dispersion slope of 0.005 ps/nm²/km. Amplifiers are assumed to have the noise figure of 5.0 dB.

To reduce the soliton interaction, in-line optical filters with the bandwidth of 1,800 GHz are inserted at every amplifier location (45 km interval). We numerically solved the coupled nonlinear Schrödinger equation that includes the effect of third order dispersion and PMD:

\[
\begin{align*}
\frac{\partial u}{\partial Z} + \frac{\partial}{\partial T} \left( \frac{d(Z)}{2} \frac{\partial^2 u}{\partial T^2} - i \frac{\beta_3}{6} \frac{\partial^3 u}{\partial T^3} \right) & + \left( |u|^2 + \frac{2}{3} |v|^2 \right) u = -i \Gamma u + i \sum_n G_0 \delta(Z - nZ_o) u, \\
\frac{\partial v}{\partial Z} - \frac{\partial}{\partial T} \left( \frac{d(Z)}{2} \frac{\partial^2 v}{\partial T^2} - i \frac{\beta_3}{6} \frac{\partial^3 v}{\partial T^3} \right) & + \left( |v|^2 + \frac{2}{3} |u|^2 \right) v = -i \Gamma v + i \sum_n G_0 \delta(Z - nZ_o) v
\end{align*}
\]

(4.3)

where \( u \) and \( v \) are the two orthogonal components. In order to introduce random variation of the orientation of the fiber birefringence, we rotate the fields by \( \theta \) (with uniform distribution in \([0 : \pi]\)) at the interval of 200 m by the transformation of the form [87]

\[
\begin{pmatrix}
    u' \\
    v'
\end{pmatrix} = \begin{pmatrix}
    \cos \theta & \sin \theta \exp(i\phi) \\
    -\sin \theta \exp(-i\phi) & \cos \theta
\end{pmatrix} \begin{pmatrix}
    u \\
    v
\end{pmatrix},
\]

(4.4)

We also imposed random phase difference \( \phi \) (with uniform distribution in \([0 : \pi]\)) between \( u \) and \( v \).

Figure 4.7 shows the calculated Q value versus transmission distance, obtained by averaging the values over 20 runs with different random number sequences for \( \theta, \phi \), and the ASE noise. Since the residual dispersion slope is kept small, it simply produces a position shift and the degradation may be caused by the PMD. In another simulation without PMD, we have confirmed 160 Gbit/s transmission over > 3,000 km. These results demonstrate successful DDMS transmission on a terrestrial scale utilizing practical fibers. Although the simulation is carried out for the particular profile in Fig. 4.5, we expect improved performance similar to Fig. 4.7 for other GVD profile with different pieces of fibers, by following the above arrangement in individual design of GVD profile. We also expect further improvement by employing the polarization interleaving between the neighboring time slots.
4.5 Conclusion

In conclusion, we have investigated the feasibility of ultra-fast single-channel soliton transmission in a densely dispersion managed fiber. Thanks to the large tolerance of DMS to random distribution of GVD, 160 Gbit/s single-channel soliton transmission is possible on a terrestrial scale by reducing the dispersion slope and the average dispersion, and by a proper arrangement of the dispersion profile. Finally we emphasize that the DDMS systems having well separated RZ pulses at any point in transmission line has a strong advantage over those with chirped RZ pulses in network applications in allowing the installation of add-drop multiplexers at any point in the system.
Chapter 5

Transmission control of dispersion managed solitons

5.1 Introduction

We analyze several schemes, both theoretically and numerically, to improve transmission characteristics in dispersion managed (DM) soliton systems in single-channel transmission as well as multi-wavelength channels.

In Section 5.2, we investigate the stabilizing action of nonlinear gain elements on DM soliton transmissions. By means of a proper combination of the nonlinear gain and filtering, the background and amplitude instability introduced by lumped guiding filters can be controlled. Indeed, radiative background that may not be separated from the signal when the average dispersion is close to zero is shown to be suppressed. Following a theoretical analysis based on the variational method, we present numerical results to demonstrate that nonlinear gain has a strong stabilizing action on the amplitude, frequency, and chirp of the DM soliton. In Section 5.3, we demonstrate that the quasi-soliton supports ultra high-speed single-channel optical transmission over $10^2$ Tbit-km/s with a help of the properly programmed dispersion profile and optical phase conjugation. The varying dispersion profile allows less variation of pulse width and thus less interaction between adjacent pulses. In addition, the optical phase conjugation provides strong pulse confinement by producing linear trapping potential that is beneficial for further reduction of the interaction. In Section 5.4, we observe the suppression of noise growth enhanced by the filtering action, with a help of the cross phase modulation of the noise by solitons in different wavelength channels. This may open up the possibility of soliton based massive WDM transmission with considerably improved performance.

5.2 Stabilization of dispersion managed soliton transmissions by nonlinear gain

Dispersion managed (DM) solitons are attracting considerable interest recently in return-to-zero (RZ) format optical communication systems because of their superb characteristics which are not observed in the classical solitons, as we have seen in the preceding chapters. In particular, strong periodic dispersion
management allows for the stationary propagation of nonlinear RZ pulses with finite energy when the average dispersion is close or even equal to zero [55, 88]. This helps suppress the Gordon-Haus effect without sacrificing the signal-to-noise ratio. Dispersion management also plays an important role in high-speed soliton transmissions over pre-installed standard fibers, and it is shown to be compatible with dense wavelength-division-multiplexed (WDM) transmissions [84].

Such strong dispersion management, however, enhances the nonlinear interactions between adjacent pulses because of the large pulse breathing within one management period. Furthermore, for small average dispersions, linear waves may strongly degrade the transmission performance. Indeed, the propagation of nonlinear stationary pulses in real fiber links is always accompanied by radiative background (or linear mode). These dispersive waves originate from the amplifier noise or from the mismatch between the input pulse and the truly stationary pulse. Small average dispersions prevent the separation of the linear wave from the signal, which delays the formation of a stationary pulse.

Transmission control methods such as guiding filters (with its frequency fixed or slid) [89–91] or synchronous modulation [92, 93] were studied in order to stabilize DM soliton transmissions against the above mentioned perturbations. Although the guiding filter is shown to decrease pulse interactions, it requires excess gain in order to compensate for the filter-induced loss, which in turn may enhance the accumulation of such linear mode. In addition, it was recently shown [90, 93] that filtered DM solitons suffer from additional instabilities, depending on the location of lumped filters, owing to the opposite direction of the filter action on stabilizing energy against spectrum fluctuation. Whereas the synchronous modulation may also not be effective as long as the linear wave is not shed away.

On the other hand, nonlinear gain may be an alternative to the above schemes [94–97]. Nonlinear gain is realized by making use of polarization controllers [94], nonlinear amplifying loop mirrors [95], or fast saturable absorbers [96]. Note that sub-picosecond response times are presently achievable with semiconductor saturable absorbers using low temperature growth techniques [98–100]. In the same way as the passive mode-locking in fiber ring lasers, it suppresses the growth of the linear mode and thus avoids soliton instability caused by such linear mode accumulation. Thanks to the DM soliton power enhancement, nonlinear gain is expected to be more beneficial to DM solitons than to classical solitons [96]. A recent experiment [101] demonstrated that passive control by use of saturable absorption, combined with strong filtering, allows for error-free DM soliton transmissions over 200 Mm at 10 Gbit/s, and the growth of the ASE noise is significantly suppressed. We apply the perturbation method in Section 2.4 to the DM soliton system controlled by the nonlinear gain elements and filtering, and analyze their stabilizing effects.

We start from the modified nonlinear Schrödinger (NLS) equation in a dimensionless form including the effect of dispersion management, non-adiabatic loss and lumped amplification, excess gain, filtering, and quadratic and quartic nonlinear gain on the right hand side

$$\frac{\partial u}{\partial Z} = i \frac{d(Z)}{2} \frac{\partial^2 u}{\partial T^2} + i a^2(Z) |u|^2 u + \delta(Z) u + \beta(Z) \frac{\partial u}{\partial T^2} + \gamma_1(Z) |u|^2 q + \gamma_2(Z) |u|^4 u, \quad (5.1)$$

where $d(Z)$ represents the variable group-velocity dispersion and $a^2(Z)$ represents the exponential
variation of the power. We consider the two step GVD profile as usual; for example, whenever \( Z_d = Z_1 + Z_2 \) denotes the length of the dispersion map, one has \( d = d_1 \) for \( n Z_d < Z < n Z_d + Z_1 \), and \( d = d_2 \) for \( n Z_d + Z_1 < Z < (n+1) Z_d \), respectively. Moreover, \( a(Z) = A_0 \exp(-\Gamma Z) \) for \( n Z_d < Z < (n+1) Z_d \), where \( \Gamma \) is the (supposed constant for simplicity) fiber loss coefficient, and \( A_0 \) is the nonlinearity amplitude after the amplifier. Note that the coefficients \( \delta, \beta, \gamma_1, \) and \( \gamma_2 \) are expressed in terms of delta functions when we consider periodic lumped filters and nonlinear gain elements (e.g. located after every amplifier). In the following, we shall consider \( \gamma_1 > 0 \) and \( \gamma_2 < 0 \), that is, the quartic nonlinearity term in (5.1) acts as a key stabilizing nonlinear loss term. We note that this gain profile can be realized by the use of both polarization controllers and fast saturable absorbers. The relation between the real value of the polarization controller components and the dimensionless parameters \( \gamma_1 \) and \( \gamma_2 \) is shown in [94]. The gain profile in (5.1) also corresponds to the Taylor expansion of the nonlinearity of the fast saturable absorbers. The instantaneous response of the saturable absorbers of the form

\[-\alpha_0/(1 + |u|^2/L)\]

can be expanded, up to the second order, into

\[-\alpha_0 + (\alpha_0/L_a)|u|^2 - (\alpha_0/L_a^2)|u|^4,\]

where \( \alpha_0 \) and \( L_a \) are the loss coefficient and the saturation intensity, respectively. Thus the coefficients of the second and third term give \( \gamma_1 \) and \( \gamma_2 \) respectively.

With the ansatz (2.9) with \( f(\tau) = \exp(-\tau^2) \), and from the perturbation method (2.33a) - (2.33f), we obtain equations that describe the adiabatic evolution of each parameter in (2.9) owing to the nonlinear gain and filtering. For example, for the energy \( E = (A^2/p)\sqrt{\pi/2} \) and frequency \( \kappa \), one obtains

\[
\frac{dE}{dZ} = 2\delta E - 2\beta \kappa^2 E - 2\beta \left( \frac{p^2 + C^2}{p^2} \right) E + \sqrt{2} \gamma_1 A^2 E + \frac{2\sqrt{3}}{3} \gamma_2 A^4 E, \tag{5.2}
\]

\[
\frac{d\kappa}{dZ} = -4 \beta \left( \frac{p^2 + C^2}{p^2} \right) \kappa. \tag{5.3}
\]

When we consider a steady state in (5.2), the excess gain can be evaluated as

\[
\delta = \beta B_0 - \frac{\sqrt{3}}{2} \gamma_1 A_0^2 - \frac{\sqrt{3}}{3} \gamma_2 A_0^4, \tag{5.4}
\]

where \( B \equiv p^2 + C^2/p^2 \) is proportional to the square of the spectral bandwidth, and the subscript 0 denotes the evaluation at the location of filter and/or nonlinear gain element in the steady state. As expected, with the aid of nonlinear gain one can reduce the excess gain at the amplifiers, without sacrificing filter strength. If we linearize \( B(E) \) and \( A(E) \) around the steady state \( E = E_0 \), the equation for the DM soliton energy fluctuations reads as

\[
\frac{dE}{dZ} = \left[ -2\beta B'(E_0) + \left\{ 2\sqrt{2} \gamma_1 A_0 + \frac{8\sqrt{3}}{3} \gamma_2 A_0^3 \right\} A'(E_0) \right] (E - E_0) E. \tag{5.5}
\]

Without nonlinear gain, the pulse energy fluctuations may not be compensated for, rather they may be even enhanced for large \( E_0 \), since \( B'(E_0) \) can be negative in this case [93]. This severely limits the acceptable energy and thus the signal-to-noise ratio in the case of DM soliton transmissions with nearly zero average dispersion. On the other hand, nonlinear gain permits to avoid the above limitation since one may tune the \( \gamma_1 \) and \( \gamma_2 \) parameters so that the coefficient of \( (E - E_0)E \) is negative. (Note \( A'(E_0) \) is always positive even when \( B'(E_0) < 0 \).)
Figure 5.1: Waveforms of a DM soliton at $Z = 0$ (dotted line) and $Z = 100Z_c$ (solid lines). (a) With guiding filter ($\delta = 0.161$, $\beta = 0.6$), (b) With guiding filter and nonlinear gain ($\delta = 0.0$, $\beta = 0.6$, $\gamma_1 = 4.6 \times 10^{-2}$, $\gamma_2 = -1.6 \times 10^{-3}$), (c) Without any control.

In order to demonstrate the stabilizing action of nonlinear gain, we carried out direct numerical simulations of (5.1). We considered a periodic dispersion profile with zero average dispersion, which consists of anomalous dispersion ($d_1 = 100$) fiber spans of length $Z_1 = 0.2$, followed by normal dispersion ($d_2 = -400$) spans with length $Z_2 = 0.05$. The dimensionless loss coefficient in each span was $\Gamma = 11.5$. Amplifiers, filters, and nonlinear gain elements were located after each $d_2$ span, i.e. they were spaced at an interval of $Z_a = Z_d$. Amplifier ASE noise was not included for simplicity. We considered in-line guiding filters with a Gaussian transfer function $T(\Omega) = \exp[(\delta - \beta \Omega^2)Z_c]$ with $\beta = 0.6$. We further introduced a nonlinear gain element represented by a lumped gain function $G = 1 + \gamma_1 Z_a |u|^2 + \gamma_2 Z_a |u|^4$ with $\gamma_1 = 4.6 \times 10^{-2}$ and $\gamma_2 = -1.6 \times 10^{-3}$. Whenever the guiding filters and the nonlinear gain elements are combined, no excess gain is introduced in the system, which clearly permits to reduce the background instability of filtered DM solitons.

Figure 5.1 shows a comparison of DM soliton waveforms at a propagation distance $Z = 100Z_c$: the propagation was supported by guiding filters alone, by filters combined with nonlinear gain, and without any control. The initial waveform, chosen as a Gaussian pulse, is also plotted in this figure. The substantial suppression of the linear mode by introducing nonlinear gain can be clearly seen in this figure. We also note that filters alone may not be effective in stabilizing the DM soliton transmission.

Figure 5.2 (Figure 5.3) shows the evolution along the link of the energy (chirp and frequency) fluctuations with filtering and nonlinear gain. As can be seen, even if a transform-limited (i.e. unchirped) pulse is launched at the input, the proper frequency chirp is acquired upon propagation.

Note that, as is pointed out in [91], DM solitons may suffer from propagation instability with this
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Figure 5.2: Acquisition of the steady state energy $E$ by guiding filter and nonlinear gain. The same parameters are used as (b) in Fig. 5.1. $E(0)=40, 60, 80, 100$.

Figure 5.3: Acquisition of the steady state frequency $\kappa$ and chirp $C$ by guiding filter and nonlinear gain. The same parameters are used as (b) in Fig. 5.1. $\kappa(0)=-0.1$, and $C(0)=-0.2, -0.1, 0$. 
filter location, namely at the end of normal dispersion section, owing to the dependence of spectral width on pulse energy which is opposite to the case of classical solitons (i.e., the filters introduce a positive feedback action on the DM soliton bandwidth). One may not be able to suppress the pulse fluctuations without nonlinear gain.

So far we have considered a particular choice for the nonlinear gain coefficients. One may wonder at this point how robust is the control of DM solitons by the nonlinear gain technique whenever the coefficients $\gamma_1$ and $\gamma_2$ slightly deviate from one saturable absorber to the other. Moreover, another important point to consider is the tolerance of the control method with respect to small deviations in the above nonlinearity coefficients with respect to the ‘optimal values.’ While we leave a detailed analysis of these issues to further work, we may simply note here that even when the nonlinear gain parameters are slightly modified with respect to their original value, the stable pulse amplitude may be kept fixed by just adjusting the excess gain $\delta$ such that (5.4) remains satisfied. It should also be noted that the stability of the control technique is not affected as long as negative feedback results whenever the various parameters are inserted in (5.5).

As a concluding remark of this section, we studied the stability of DM soliton propagation supported by nonlinear gain elements. We have shown that nonlinear gain may improve considerably the DM soliton stability. The role of nonlinear gain elements is the suppression of the growth of dispersive waves which is important for nearly-zero average dispersions. Moreover, nonlinear gain allows for a large tolerance with respect to fluctuations in the initial pulse parameters such as energy and chirp. In addition to the recovery of the steady state, nonlinear gain helps avoiding the instability which is caused by lumped filters when these are placed at certain positions in the map such as the midpoint of the normal GVD span. In addition to the several above mentioned improvements introduced by nonlinear gain control, we anticipate that nonlinear gain combined with nonlinear gain saturation may allow to reduce the ASE noise accumulation and waveform distortions caused by polarization mode dispersion (PMD). As a final note, the analysis presented here may also be applied to study DM pulse dynamics in stretched pulse mode-locked lasers [102], where nonlinear polarization rotation is employed as passive mode-locking mechanism.

### 5.3 Quasi-soliton propagation with periodic optical phase conjugation

Optical phase conjugation (OPC), which compensates for both fiber chromatic dispersion [103] and nonlinear effects [104], is an attractive scheme as a transmission control in fiber-optic communication systems. OPC is an effective technique also for optical soliton transmission [105]; although solitons take advantage of self phase modulation to cancel out the dispersion-induced chirp, OPC is still effective to suppress nonlinear interactions between signal and noise (Gordon-Haus effect) and/or among adjacent pulses, as well as self-induced Raman effect, which are the major limitations on their transmission capacity. No matter which format is employed, ultra high-speed transmission ($\gtrsim 100$ Gbit/s per channel)
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requires dense packing of short pulses. Pulse width oscillation observed in dispersion managed densely packed pulses brings about a problem that each bit may not be properly detected in the middle of a transmission line, which presents a serious problem especially in a network application. Although a classical soliton has no variation of pulse width during the transmission, interaction forces between adjacent pulses present a problem when two solitons are packed closely.

In this section, we consider the use of OPC for the quasi-soliton transmission to overcome these difficulties [106]. The quasi-soliton [81] is a nonlinear stationary pulse which is characterized by reduced nonlinearity as a result of the periodic variation of chirp. With a help of the pulse confinement by means of properly programmed dispersion profile, the quasi-soliton is shown to have less variation of pulse width and suffers less interaction between adjacent pulses than a DM soliton [83].

The outline of the quasi-soliton propagation is summarized as follows: the propagation of nonlinear optical pulse in dispersion managed fibers can be described by the modified nonlinear Schrödinger equation (2.2). For a strong dispersion management, the stationary pulse has a periodically varying chirp. We thus assume the solution of (2.2) to have a form similar to (2.9):

$$u(T, Z) = \alpha \sqrt{p(Z)} v(\tau, Z) \exp[iC(Z)/T^2/2], \quad \tau \equiv pT.$$  \hfill (5.6)

The factor 1/2 in the chirp parameter is introduced just to facilitate the arrangement of the following equations. We first tailor the dispersion in proportional to $a^2(Z)$ to remove the non-adiabatic effect owing to the loss and lumped amplifiers. In addition, we further program the dispersion profile such that $d(Z) = 1/p(Z)$. Eq. (5.6) then becomes

$$i \frac{\partial v}{\partial Z'} + \frac{1}{2} \frac{\partial^2 v}{\partial \tau^2} + \alpha^2 |v|^2 v - \frac{K}{2} \tau^2 v = 0,$$  \hfill (5.7)

where $Z' \equiv \int_0^Z p(Z')dZ'$, $Z' \equiv \int_0^Z a^2(Z)dZ$, and $K$ is a positive constant. We note that $v(\tau, Z)$ can be interpreted as the wave function confined by self-trapping potential and linear quadratic potential. Assuming $v(\tau, Z) = f(\tau) \exp(i\lambda Z')$, we obtain

$$\frac{1}{2} \frac{d^2 f}{d\tau^2} + \alpha^2 f^3 - \frac{K}{2} \tau^2 f - \lambda f = 0.$$  \hfill (5.8)

This gives a localized stationary solution of $f(\tau)$ whose waveform is between the hyperbolic-secant and Gaussian. The dispersion profile is given by

$$d(Z) = d(0)a^2(Z) \left[ \cosh(\delta Z') + \frac{C(0)d(0)}{\delta} \sinh(\delta Z') \right],$$  \hfill (5.9)

where $\delta \equiv \sqrt{K/d(0)^2 + C(0)^2d(0)^2}$. Quasi-soliton recovers its pulse width at $Z'$ such that $p(Z') = p(0)$ (this means that $C(Z_1) = -C(0)$), where

$$Z'_1 = \frac{1}{\delta} \ln \left( \frac{\delta - C(0)d(0)}{\delta + C(0)d(0)} \right).$$  \hfill (5.10)

If we reverse the sign of the chirp at every $Z_1$, we regain the initial condition.

In the previous works, the chirp is reversed by the use of fiber gratings [81, 107] or dispersion compensating fibers [83]. These schemes, however, produce linear potential with the opposite sign i.e.,
detrapping, when averaged over one period, owing to residual nonlinearity. This may fail to maintain the localized stationary solution [54]. On the other hand, if we employ the OPC, this problem is avoided and the linear potential always contributes to pulse confinement.

We have carried out numerical simulations to show the validity of the proposed scheme. For practical feasibility, we approximate the profile by combination of three fibers with different constant dispersion. Figure 5.4 shows the comparison between the dispersion profile given by (5.9) and the stepwise profile. System parameters are as follows: wavelength = 1.55 μm, loss = 0.2 dB/km, dispersion slope = 0.02 ps/μm²/km, nonlinear refractive index = 3.2×10⁻¹⁶ cm²/W, core effective area = 40 μm², Raman characteristic time = 3 fs, pulse width = 2.2 ps, bit rate = 80 Gbit/s, input peak power = 12 mW, the amplifier noise figure = 5 dB, amplifier spacing = 30 km, and power penalty at the phase conjugator = 15 dB. In-line filters with 360 GHz bandwidth are inserted at each amplifier. Figure 5.5 shows the received eye diagram after 2,000 km propagation. In spite of no dispersion slope compensation and insufficient phase conjugation efficiency, successful transmission is achieved over thousands of kilometers. Since OPC does not compensate for the third order dispersion, this is the dominant limiting factor to the transmission capacity. In fact, we have confirmed in simulation, if the dispersion slope is made to zero, 160 Gbit/s data can be transmitted beyond a distance of 4,000 km in this scheme.

We note that the system is significantly flexible against the fluctuation of dispersion profile or peak pulse power owing to the symmetric property of phase conjugated system. Without the third order dis-
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Figure 5.5: Received eye diagram formed from 32 bits data detected by electrical filter with 42 GHz bandwidth.

...ersion and PMD, the initial condition is completely recovered at every two stages even for mismatched initial conditions. Since OPC can compensate for phase distortion due to group-velocity dispersion and Kerr as well as Raman nonlinearities, the present scheme can also be useful for transmission of NRZ format. However, since NRZ pulses are nonstationary and are less tolerant to the third order dispersion due to interplay with self phase modulation, the resultant transmission capacity is found to be limited than the quasi-soliton.

In summary, it is shown that the quasi-soliton supported by optical phase conjugation can provide ultra-fast single-channel transmission. Combined with WDM technology, it may enable us to construct terabit wide-area networks over thousands of kilometers.

5.4 Stable filter control of wavelength division multiplexed soliton systems

In wavelength division multiplexed (WDM) soliton transmission systems with frequency filter control, the growth of spontaneous emission from amplifiers due to excess gain near the central region of the filter is expected to be suppressed due to the spectral diffusion caused by cross phase modulation by solitons in other WDM channels. We numerically demonstrate that, for a canonical case of the map strength $S$ of about 5, if the number of channels is six or more, the spectral diffusion is sufficient to suppress the growth, and stable filter control is achieved without sliding, phase and/or amplitude modulation [108].

Soliton timing jitter was shown to be effectively controlled by means of a combination of amplifiers
with excess gain $\delta$ and frequency filters inserted in the transmission line [30, 31]. However, linear growth of spontaneous emission near the central region of the filter is found eventually to destroy solitons [32]. Several techniques to suppress the growth, such as sliding the filter frequency [33], gain modulation [34] and phase modulation [35], and the amplifiers with nonlinear gain [94, 95] have been proposed. However, these methods complicate the soliton transmission systems, and may not be compatible with dense WDM transmissions.

In WDM soliton transmission systems, however, the cross phase modulation of the linearly unstable mode by solitons in other WDM channels is expected to cause spectral diffusion which transports the unstable spectrum into the stable region of the filter. This process may be described by a phenomenological transport equation for the spontaneous emission spectrum $\tilde{\sigma}(\omega, Z)$:

$$\frac{\partial \tilde{\sigma}}{\partial Z} = \delta \tilde{\sigma} - \frac{\omega^2}{\omega_0^2} \tilde{\sigma} + D \frac{\partial^2 \tilde{\sigma}}{\partial \omega^2}. \quad (5.11)$$

Here $Z$ is the dimensionless distance of propagation, $\omega_0$, the characteristic width of the filter, $\delta$, the excess gain at the center of the filter and $D$ is the spectral diffusion rate in distance caused by irreversible phase shifts. Such irreversible phase shifts take place if the soliton amplitude changes during the cross phase modulation due to amplifications and/or collisions with solitons in other channels.

It is noted that Eq. (5.11), which produces exponentially growing spectrum near $\omega = 0$ in the absence of the diffusion term, allows a stationary spectrum given by a Hermite polynomial described by a solution of

$$D \frac{\partial^2 \tilde{\sigma}}{\partial \omega^2} + \left(\delta - \frac{\omega^2}{\omega_0^2}\right) \tilde{\sigma} = 0. \quad (5.12)$$

In order to confirm this conjecture, we carried out numerical simulations of the evolution of a linear wave envelope by taking into account of the cross phase modulation caused by solitons in a number of WDM channels. We have numerically solved the following equation that describes the evolution of linear wave in time domain:

$$i \frac{\partial w}{\partial Z} + \frac{d(Z)}{2} \frac{\partial^2 w}{\partial T^2} = -i\Gamma w + iG(Z)w + \frac{i}{\omega_0^2} \frac{\partial^2 w}{\partial T^2} + i\delta w - 2 \sum q_i^2 w, \quad (5.13)$$

where $\Gamma$ is normalized damping rate, $d(Z)$ and $G(Z)$ represent periodic variation of the fiber chromatic dispersion and lumped amplification respectively, and $q_i$ denotes the amplitude of the $i$-th solitons including the soliton in the same channel as $w$. Note that $q_i$ is a function of time through its $(T + \kappa_i Z - T_i)$ dependence, where $\kappa_i$ is the frequency difference between $w$ and $q_i$ channels and $T_i$ is the time position of the $i$-th soliton at $Z = 0$. We further note that $T^2$ dependence of the statistical average of the last term at $\kappa_i Z = T_i$ produces the spectrum diffusion shown in Eq. (5.11).

We observed the growth of the noise generated at $Z = 0$. For simplicity, we neglect the effect of noise which would be added at every amplifier other than the initial noise. Furthermore, we considered soliton transmission in a strongly dispersion managed line to enhance the suppression of noise, taking advantage of the enhanced power that the solitons acquire. The parameters used in the simulation are as follows: the normalized time $t_0$ and the dispersion distance $\omega_0$, used for normalization of real
5.5. Conclusion

units $T = t/t_0$ and $Z = z/z_0$, is given by the average dispersion of $\langle k'' \rangle = -0.128 \text{ ps}^2/\text{km}$ ($\langle D \rangle = 0.1 \text{ ps}/\text{nm/km}$) and pulse width of $t_\sigma = 17.63 \text{ ps}$, thus $t_0 = t_\sigma / 1.763 = 10 \text{ ps}$ and $z_0 = -\frac{t_0^2}{\langle k'' \rangle} = 781.25 \text{ km}$. We consider a two-step GVD profile given by (2.23), having the dispersion management strength $S = 5.0$. The average power of the solitons in each channel becomes $4.7 \text{ mW}$. In normalized (real) unit, the amplifier spacing, set equal to the dispersion management period, $Z_a = 0.1 \text{ (78 km)}$, and the loss $\Gamma = 30 \text{ (0.3 dB/km)}$. Solitons have channel spacing of $\Delta \Omega = 7.5 \text{ (120 GHz)}$, where each channel propagates at $10 \text{ Gbit/s}$ with a random sequence. Filters are located at every $Z_a$, having Fabry-Pérot structure with their bandwidth six times larger than the signal bandwidth (25 GHz), accompanied by the excess gain of $0.05 \text{ dB}$.

Figure 5.6 shows the evolution of the noise power within the bandwidth of $-\Delta \Omega/2 < \Omega < \Delta \Omega/2$, for the several number of wavelength channels copropagating with the signal. Without the cross phase modulation, the noise power grows to [95]

$$\int_{-\infty}^{\infty} \frac{N_0}{2\pi} \exp[2(\delta - \beta \Omega^2)Z]d\Omega = \frac{N_0}{2\pi} \sqrt{\frac{\pi}{2\beta Z}} \exp(2\delta Z)$$

(5.14)

after propagating over the distance of $Z$, where $N_0$ is the power spectrum density of the noise generated at $Z = 0$, and $\beta = 1/\omega_0^2$. The linear growth is successfully suppressed as can be seen in this figure if the number of channels is more than six. The noise spectral densities at $Z = 0$ and $Z = 50Z_a$ obtained in the simulation are shown in Fig. 5.7 with and without the cross phase modulation (XPM). The spectral density with XPM is the results with 12 WDM channels. We can see a substantial reduction of the noise accumulation in the presence of the cross phase modulation. The stationary spectrum obtained has a Gaussian type structure indicating the validity of the conjecture of the diffusion process described by the model equation (5.11). The small peaks at both sides of the spectrum is a consequence of the Fabry-Pérot filter having periodic passbands.

The spectral diffusion constant $D$ is considered to be proportional to the number of WDM channels, while the depth of the filter $\omega_0^2$ as well as the excess gain $\delta$ needed to control the timing jitter should also be increased as the number of channels. As a result, the stationary spectrum obtained in Fig. 5.7 for a special set of parameters in our numerical simulation is expected to be more or less independent of the number of channels in practical systems.

The remarkable result obtained here presents a substantial advantage for WDM soliton transmission systems since successful massive WDM soliton transmissions have already been experimentally demonstrated without filter control [84, 109].

5.5 Conclusion

We have studied several control schemes to stabilize the DM soliton transmission, which takes advantage of the peculiar features of the DM soliton as a nonlinear stationary pulse.

Nonlinear gain element has been shown to stabilize the amplitude, frequency and chirp of the DM soliton, while suppressing the growth of noise and radiative background even in the transmission line
Figure 5.6: The normalized noise power as a function of distance for the several number of wavelength channels copropagating with the signal.

Figure 5.7: The noise spectral densities at $Z = 0$ and $Z = 50Z_\alpha$. 
with nearly-zero average dispersion. It is advantageous to improve high-speed single-channel transmissions by evading ASE noise accumulation and PMD induced pulse distortion. On the other hand, in massive WDM systems, a large number of collisions between DM solitons result in the diffusion of noise spectrum and thus avoid the instability, demonstrating the potential advantage of dense WDM transmission with DM solitons. Further stabilization is achieved by the quasi-soliton transmission with properly programmed dispersion profile supported by the optical phase conjugation, which avoids the interaction between neighboring pulses and adjacent wavelength channels. Combined with these control schemes, DM solitons may enable us to construct long-haul high-speed systems as well as terabit wide-area networks.
Chapter 6

Conclusions and discussions

6.1 Conclusions
This thesis has presented theoretical investigation of the feasibility of ultra high-speed optical soliton transmission in dispersion managed fibers. The main results obtained in this thesis can be summarized as follows:

1. In WDM DM soliton transmissions, the nonlinear interaction responsible for the frequency shift and the chirp alteration is significantly suppressed especially for strongly dispersion managed systems (Chap. 3).

2. In single-channel DM soliton transmissions, the interactions are minimized by a proper design of GVD profile with possible minimum average GVD in dispersion-flattened and densely dispersion managed fibers, even in the presence of polarization mode dispersion and of large variation in group-velocity dispersion (Chap. 4).

3. A proper combination of nonlinear gain and filtering can improve DM soliton stability considerably in single-channel transmission, allowing for a large tolerance with respect to fluctuations in the initial pulse parameters and by suppressing the growth of background radiation (Sec. 5.2).

4. The quasi-soliton supported by properly programmed GVD profile combined with periodic optical phase conjugation is demonstrated to provide ultra-fast single-channel transmission with the aid of strong pulse confinement that reduces the nonlinear interactions (Sec. 5.3).

5. The instability in soliton transmission with the conventional transmission control scheme by means of the guiding filter with excess gain can be suppressed due to the spectral diffusion of background radiation with a help of the cross phase modulation by solitons in other WDM channels (Sec. 5.4).

6.2 Discussions
Based on the obtained results, we can conclude that the DM solitons can overcome fundamental challenges that the current fiber-optic communication systems are facing. We clarify their contributions
Figure 6.1: Spectral efficiency versus transmission distance in recent experimental results shown in Fig. 1.1. Total capacities are denoted as the number of wavelength channels times the bit-rate per single channel.

OFC: Optical Fiber Communication Conference,
ECOC: European Conference on Optical Communication,
DWDM: Dense Wavelength Division Multiplexing, OTDM: Optical Time Division Multiplexing,
DMS: Dispersion Managed Soliton, FEC: Forward Error Correction.

especially from a point of view of the improvement of spectral efficiency and the construction of OTDM networks.

Technical breakthroughs that have been achieved over the past few years in point-to-point fiber links have been realized by massive WDM transmission, supported by the development of low noise, flat gain erbium-doped fiber amplifiers (EDFAs). By a careful treatment of fiber nonlinearities by means of dispersion managements, Tbit/s transmission experiments over transoceanic distance have already been demonstrated (although with the aid of the forward error corrections). These transmission experiments are typically operated by multiplexing 10 Gbit/s signals over ~ 100 wavelength channels. Nevertheless, the state of the art fiber-optic communication systems have just begun to utilize a small fraction of the 25 THz bandwidth potentially available in optical fibers. Figure 6.1 shows again the recent experimental results appeared in Fig. 1.1 (except for the OTDM transmissions) but from a point of view of spectral efficiency. We note there still remains a large room to improve spectral efficiency up to 1.0 bit/s/Hz.

The scenario for the high spectral efficiency largely depends on the length scale that the transmission link covers, namely whether the system is short-hauled or long-hauled.
On a terrestrial scale, the next generation fiber-optic systems, first of all, have to expand the transmittable bandwidth for further increase of the number of wavelength channels, by developing light source, optical amplifiers, and low-loss fibers that are available over the whole bandwidth. Recent trends are focused on exploiting the bandwidth in the vicinity of 1.58 μm referred to as ‘L-band,’ in addition to the conventional bandwidth called ‘C-band’ centered in the vicinity of 1.55 μm.

Spectral efficiency can be improved either by decreasing the channel spacing or by increasing the bit rate per channel. The channel spacing can be reduced by introducing novel modulation format such as optical duobinary modulation, which allows signal bandwidth compression. Indeed, the spectral efficiency of ~ 0.6 bit/s/Hz has been achieved by the duobinary modulation [110]. The narrow spectrum also provides large tolerance to GVD. The reduction of channel spacing is, however, restricted by the resolution of optical filters at the stage of demultiplexing and by the crosstalk between the adjacent channels. These restrictions become considerable when we increase the transmission distance, since the spectrum may be distorted as a result of the cascaded filtering as in the case of the network applications. Nonlinear effects, responsible for inter-channel crosstalk, also limit the channel spacing as they accumulate over distance. It should be noted that the duobinary modulation is sensitive to nonlinear effects even in single-channel transmission.

The increase of capacity within one wavelength channel can also improve the spectral efficiency. The large spectral efficiency up to 0.4 bit/s/Hz seen in Fig. 6.1 is a consequence of multiplexing signals each having the capacity more than 20 Gbit/s. As the bit rate per channel increases, however, optical signal processing techniques beyond the limits in electronically available speed are required. Careful management may also be necessary to avoid signal distortion due to GVD and nonlinear effects. In any case, for relatively short scale, the total capacity is expected to be increased mostly by exploiting the transmittable bandwidth.

For long-haul transmission systems, on the other hand, individual channel suffers from optical signal distortion owing to the physical properties of optical fibers as we discussed in Chapter 1. This becomes a dominant limiting factor when we increase the transmission distance. As shown in Fig. 6.1, for transoceanic distance, spectral efficiency is significantly impaired without the aid of FEC.

Long-haul WDM transmission systems, in the first place, have to achieve the equalization of physical parameters throughout the bandwidth. The most important issues are the gain flattening of optical amplifiers and the equalization of GVD and dispersion slope. A number of attempts have been made to provide the equalization, such as the hybrid amplification over C- and L-band, the development of the reverse dispersion fiber (RDF) that compensates for both GVD and dispersion slope of SMF, or the combination with Raman amplifications to reduce ASE noise. Nonlinear effects, however, are still major limiting factors, since the optical power has to be kept large enough to maintain the optical signal-to-noise ratio. These systems have to sacrifice spectral efficiency to cope with spectral broadening induced by the self phase modulation, and nonlinear interactions between adjacent channels by separating them sufficiently.

Recognizing the fundamental challenges in fiber-optic systems today, we examine the roles that the
DM solitons can play to overcome the difficulties. The potential advantage of DM solitons for short-haul and long-haul systems can be summarized as follows. For long-haul systems, they are more tolerant to nonlinear effects in fibers, namely they do not suffer from the spectral broadening due to the self phase modulation. Moreover, we can take advantage of the self phase modulation to stabilize the DM soliton transmission (Chap. 5). Another advantage of DM solitons, which is not observed in conventional linear transmission, is their intrinsic periodicity discussed in Chapter 2. This is particularly beneficial for both submarine and terrestrial systems, allowing flexibility in system configurations. In the linear systems employing post transmission compensation of the cumulative GVD, signals are not recognized at each amplification period. Furthermore, for terrestrial systems, DM solitons have been demonstrated to provide considerably large spectral efficiency as shown in Fig. 6.1. The two closed circles lying in the vicinity of 0.4 bit/s/Hz over 1,000 km represent the experimental results by CNET presented at the postdeadline sessions of ECOC 98 [111] and OFC 99 [84] respectively. In addition to the high spectral efficiency, the system having the amplifier spacing of ~ 100 km and the gain of EDFA > 20 dB demonstrates large signal-to-noise ratio. This is a consequence of a unique property of DM solitons that GVD and nonlinear effects are positively exploited. This outstanding result indicates the potential benefit of DM solitons in short-haul transmission systems including unrepeated systems.

DM solitons, however, still face fundamental difficulties but in a somewhat different manner from conventional systems. The major limiting factor in DM soliton systems is nonlinear interactions among different WDM channels as well as neighboring pulses in the same channel, as we discussed in Chapters 3 and 4, once the Gordon-Haus effect is overcome by means of the dispersion management. For short-haul transmission, the interaction among the neighboring pulses within one channel impairs the bit rate per channel and thus the spectral efficiency (Chap. 4). In addition, for long-haul transmission, the interaction between the adjacent channels becomes significant (Chap. 3) as the transmission distance increases. A somewhat contradictory observation is that the relatively weak dispersion management is considered to be effective to reduce the interaction within one channel, whereas the relatively strong dispersion management is beneficial to suppress the interaction between the channels.

One scenario to improve the spectral efficiency while minimizing the nonlinear interaction is to adopt the weak dispersion management in terrestrial systems and the strong dispersion management in long-haul systems. Since the increase of bit rate per channel is a crucial issue in terrestrial systems, and taking into account the observation that the DM soliton allows the fluctuation in physical parameters of fibers to some extent, the optimization of transmission line following the $S \sim 1.6$, such as the configuration we introduced in Chapter 4, is expected to meet the requirement. An ultimately superb performance may be realized by making use of the quasi-soliton supported by OPC (Sec. 5.3).

On the other hand, in long-haul systems, the nonlinear inter-channel crosstalk and the channel equalization are the critical issues. In order to provide the channel equalization over the total bandwidth with respect to the physical parameters of fibers, total compensation of GVD and slope by the use of SMF and DCF or RDF may be preferable. This configuration is given by strong dispersion management, which leads to reduced cross phase modulation between adjacent channels (Chap. 3) while inducing
strong interaction within the individual channels at the same time (Chap. 4). In this case, transmission control schemes (Chap. 5) may contribute as a key technology to overcome the limitation, some of which have been shown to be compatible with dense WDM transmission (Sec. 5.4).

Finally we provide some additional remarks on OTDM transmission with DM solitons in high-speed optical data networks operating at a rate > 100 Gbit/s. Research trends in optical data networks are, at present, focused largely on WDM networks, because of their relatively simple configuration and the commercial availability of WDM components required for wavelength routing. Therefore they can meet increasing bandwidth requirements immediately. One of the important features of WDM based networks is their transparency; they can provide independency for each wavelength channels with respect to signal format and bit synchronization and thus demonstrate flexibility in accommodating information packets from individual access nodes. In this sense, WDM networks are intrinsically an ‘analog’ system.

On the other hand, OTDM based networks [112–115] are naturally compatible with the synchronous digital hierarchy that facilitates network management and control, and with sophisticated signal processing at the stage of routing the traffic or 3R regeneration in the optical domain. In this respect, they are intrinsically a ‘digital’ system. Furthermore, OTDM networks provide large scalability in terms of distance and the number of nodes, and considerable flexibility in terms of bandwidth requirements that can vary from ~ 1 Gbit/s to burst traffic at very high data rate such as ~ 100 Gbit/s. OTDM network configuration that takes advantage of this observation is sometimes referred to as slotted TDM or statistically multiplexed TDM [114], which are distinguished from bit-interleaved TDM. In spite of their outstanding property, OTDM networks are still not feasible, mainly because they require advanced photonic technologies operating at ultra fast rates, that include short pulse generation, high-speed transmission, multiplexing and demultiplexing, data processing that is employed to address recognition, clock recovery, buffering, rate conversion, and all-optical switching.

DM solitons are expected to play a vital role in such OTDM networks not only in high-speed transmission but also in other technologies. They are obviously beneficial in terms of high-speed transmission. They allow single-channel transmission > 100 Gbit/s (Chap. 4) and exhibit intrinsic periodicity (Chap 2), which provide huge scalability in network configuration. Recently, 100 Gbit/s soliton transmission in a densely dispersion managed line over 1,000 km has been experimentally demonstrated utilizing a continuously fabricated fiber with built-in GVD and slope compensation [116]. For an ultra high-speed OTDM transmission at 160 Gbit/s or even at 640 Gbit/s, in a more practical situation, optical fibers themselves are required to suppress GVD fluctuation and provide dispersion flattening and lower PMD.

We would like to emphasize that solitons in general may contribute also to various components in OTDM networks which are fabricated based on optical fibers. In particular, DM soliton has been applied to stabilize pulse generation from the fiber ring laser referred to as the stretched pulse laser, whose ring resonator consists of an erbium-doped fiber having normal GVD and a standard fiber with anomalous GVD [102]. Stretched pulse laser eliminates some of the limitations observed in conventional soliton
fiber lasers such as the reduction of nonlinear effects responsible for sideband generation, resulting in improved performance in terms of energy enhancement and pulse compression. Pulse dynamics in ring cavity of stretched pulse lasers with passive mode-locking can be described in the context of DM soliton transmission with the aid of filters and nonlinear gain elements (Sec. 5.2). We also note that the unique property of (classical) solitons to preserve their shape and phase throughout the propagation in fibers is quite attractive to their application to buffering of optical data packets [117] and logic gates by means of interferometric optical switching [118, 119]. These techniques, taking advantage of Kerr effect, namely a nonlinear electric polarization of the silica, can in principle achieve femto-second response.

The maturity of OTDM networks crucially depends on several technological innovations in the future. For extensive development of next generation Internet, solitons will undoubtedly make a remarkable contribution.
Appendix

Nonlinear Schrödinger equation

We derive the nonlinear Schrödinger equation that describes the behavior of solitons in optical fibers, starting from first principles, i.e., Maxwell's equation in isotropic, dispersive, and nonlinear dielectric material. To avoid complexity in computations, we restrict the derivation to the propagation of wave packets in a planar waveguide, where the electric field is taken to be a scalar property. Despite the restriction, the essential idea is the same. The extension of the scalar analysis to the vector case in optical fibers is briefly summarized in Section A.5. (See [120] for detail.)

A.1 Maxwell equation

We begin with Maxwell's equation

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad (A.1) \]

\[ \nabla \times \mathbf{B} = \mu_0 \frac{\partial \mathbf{D}}{\partial t}, \quad \text{(A.2)} \]

\[ \nabla \cdot \mathbf{D} = 0, \quad \text{(A.3)} \]

\[ \nabla \cdot \mathbf{B} = 0, \quad \text{(A.4)} \]

where \( \mathbf{E}, \mathbf{D}, \mathbf{B} \) represent electric field, electric flux density, and magnetic flux density, respectively. Since the magnetic properties of silica can be ignored, the permeability is given by \( \mu_0 \), namely the one for free space. Eliminating \( \mathbf{B} \) in (A.1)−(A.4), we obtain

\[ \nabla \times (\nabla \times \mathbf{E}) = -\frac{\partial}{\partial t}(\nabla \times \mathbf{B}) = -\mu_0 \frac{\partial^2 \mathbf{D}}{\partial t^2}. \quad \text{(A.5)} \]

In dielectric material, \( \mathbf{D} \) is expressed as the sum of the contribution of the electric field in free space \( \varepsilon_0 \mathbf{E} \) and the effect of the electric polarization of the material \( \mathbf{P} \):

\[ \mathbf{D} = \varepsilon_0 \mathbf{E} + \mathbf{P}, \quad \text{(A.6)} \]

where \( \varepsilon_0 \) is the permittivity of free space. Silica exhibits linear and nonlinear response with retardation. The electric polarization \( \mathbf{P} \) has thus two contributions:

\[ \mathbf{P} = \mathbf{P}_L + \mathbf{P}_{NL} \]
\[
\begin{align*}
&= \int_{-\infty}^{t} \epsilon_0 \chi^{(1)}(\mathbf{r}, t - \tau) \cdot \mathbf{E}(\mathbf{r}, \tau) d\tau \\
&+ \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \epsilon_0 \chi^{(3)}(\mathbf{r}, t - \tau_1, t - \tau_2, t - \tau_3) \mathbf{E}(\mathbf{r}, \tau_1) \mathbf{E}(\mathbf{r}, \tau_2) \mathbf{E}(\mathbf{r}, \tau_3) d\tau_1 d\tau_2 d\tau_3,
\end{align*}
\]  

(A.7)

where \(\chi^{(1)}\) and \(\chi^{(3)}\) represent the linear and third order nonlinear susceptibility tensors, respectively, having the dependence of the spatial coordinates \(\mathbf{r}\) of the material, and

\[
\begin{align*}
\left(\chi^{(1)} \cdot \mathbf{E}\right)_i &= \sum_j \chi^{(1)}_{ij} E_j \\
\left(\chi^{(3)} : \mathbf{E} \mathbf{E} \mathbf{E}\right)_i &= \sum_{jk,l} \chi^{(3)}_{ijkl} E_j E_k E_l \quad (i = x, y, z).
\end{align*}
\]  

(A.8)

Because of the centrosymmetric crystal structure of silica, optical fibers do not exhibit the second order nonlinear effect. Using the following formula of the vector analysis

\[
\nabla \times \nabla \times \mathbf{E} = \nabla(\nabla \cdot \mathbf{E}) - \nabla^2 \mathbf{E}
\]  

(A.9)

on the left hand side of (A.5), and assuming a weakly guided mode (i.e. \(\nabla \cdot \mathbf{E} = 0\)), we have

\[
\begin{align*}
\nabla^2 \mathbf{E} - \frac{1}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} &= \frac{1}{\epsilon_0} \frac{\partial^2 \mathbf{P}}{\partial t^2} \\
&= \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \int_{-\infty}^{t} \chi^{(1)}(\mathbf{r}, t - \tau) \cdot \mathbf{E}(\mathbf{r}, \tau) d\tau \\
&+ \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \int_{-\infty}^{t} \int_{-\infty}^{t} \int_{-\infty}^{t} \chi^{(3)}(\mathbf{r}, t - \tau_1, t - \tau_2, t - \tau_3) \mathbf{E}(\mathbf{r}, \tau_1) \mathbf{E}(\mathbf{r}, \tau_2) \mathbf{E}(\mathbf{r}, \tau_3) d\tau_1 d\tau_2 d\tau_3.
\end{align*}
\]  

(A.10)

A.2 Quasi monochromatic approximation

We introduce two assumptions to derive the nonlinear Schrödinger equation by means of a proper approximation of (A.10). First, we assume the electric field to be a scalar quantity, since the planer waveguide allows a single transverse polarization, unlike the case of the guided modes in optical fibers. Second, we apply the quasi monochromatic approximation, namely we assume that the waveform having slowly varying envelope, or in frequency domain having narrow spectrum with respect to its carrier frequency. The latter approximation leads to slow variation of the lightwave envelope with respect to time and distance. The nonlinear Schrödinger equation is derived as the equation that describes long range evolution of the slowly varying envelope.

Before introducing the quasi monochromatic approximation, we first write down the electric field vector \(\mathbf{E}\) as a plane wave in the form

\[
\begin{align*}
\mathbf{E}(x, z, t) &= \hat{\mathbf{y}} E(x, z, t) \\
&= \hat{\mathbf{y}} [AU(x, \omega_0) \exp(i k_0 z - i \omega_0 t) + \text{c.c.}],
\end{align*}
\]  

(A.11)

where c.c. denotes the complex conjugate, \(\hat{\mathbf{y}}\) is the unit vector along \(y\) axis, \(\omega_0\) and \(k_0 \equiv k(\omega_0)\) represent the angular frequency and the wave number of the carrier respectively, and \(A\) and \(U\) are the wave envelope and the mode distribution over a cross section in the waveguide geometry. We assumed the
A.3. Linear and nonlinear polarization

waveguide having guiding structure in $x$ and $y$ coordinates, namely optical wave propagates along $z$ axis, and having uniform structure in $y$ direction (i.e. $\partial/\partial y = 0$) so that $E$ is polarized along $y$ axis. Taking the Fourier transform of (A.11), we obtain the electric field in frequency domain:

$$
\hat{E}(x, z, \omega) = \int_{-\infty}^{\infty} E(x, z, t) \exp(i\omega t) dt \\
= 2\pi \delta(\omega - \omega_0) U(x, \omega_0) \exp(i\kappa_0 z) + c.c. \quad (A.12)
$$

Note that $A$ is constant with respect to $t$ and $z$ at present, as long as the wave is monochromatic, i.e. the spectrum is given by the delta function standing at the frequency $\omega = \pm \omega_0$. However, as a result of the quasi monochromatic approximation, the envelope $A$ acquires sufficiently slow variation in time domain, whereas in frequency domain it exhibits sufficiently small spectral broadening over the bandwidth $\Delta \omega$ in the vicinity of $\pm \omega_0$. We introduce a small parameter $\varepsilon \sim \Delta \omega/\omega_0$ as a factor characterizing the small scale of the spectral broadening. Long range evolution of $A$ is described in a slow scale coordinate $Z = \varepsilon z$. As a consequence of the long term amplitude modulation, $\hat{E}(x, z, \omega)$ now has the form

$$
\hat{E}(x, z, \omega) = \hat{A}(Z, \omega - \omega_0) U(x, \omega_0) \exp(i\kappa_0 z) + c.c. \quad (A.13)
$$

By taking the inverse Fourier transform, we have

$$
E(x, z, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{E}(x, z, \omega) \exp(-i\omega t) d\omega \\
= \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{A}(Z, \omega - \omega_0) U(x, \omega_0) \exp(i\kappa_0 z - i\omega t) d\omega + c.c. \\
= \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{A}(Z, \omega - \omega_0) \exp[-i(\omega - \omega_0)t] d(\omega - \omega_0) \right) U(x, \omega_0) \exp(i\kappa_0 z - i\omega_0 t) + c.c. \\
= \varepsilon A(Z, \varepsilon t) U(x, \omega_0) \exp(i\kappa_0 z - i\omega_0 t) + c.c. \quad (A.14)
$$

where we introduced another independent variable $T = \varepsilon t$ similar to $Z$ to describe long term behavior of $A$, and

$$
A(Z, T; \varepsilon) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{A}(Z, \Omega; \varepsilon) \exp(-i\Omega T) d\Omega, \quad \varepsilon \Omega \equiv \omega - \omega_0. \quad (A.15)
$$

A.3 Linear and nonlinear polarization

We impose the quasi monochromatic approximation to the linear and nonlinear polarizations in the scalar Maxwell equation

$$
\frac{\partial^2 E}{\partial x^2} + \frac{\partial^2 E}{\partial y^2} - \frac{1}{c^2} \frac{\partial^2 E}{\partial t^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \int_{-\infty}^{t} \chi^{(1)}(x, t - \tau) E(x, z, \tau) d\tau \\
- \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \int \int \int \chi^{(3)}(x, t - \tau_1, t - \tau_2, t - \tau_3) E(x, z, \tau_1) E(x, z, \tau_2) E(x, z, \tau_3) d\tau_1 d\tau_2 d\tau_3 = 0, \quad (A.16)
$$
where \( \chi^{(1)} = \chi^{(1)}_{x\nu} \) and \( \chi^{(3)} = \chi^{(3)}_{x\nu\nu} \) are scalar functions of \( x \) and \( t \) and assumed to be independent of \( z \).

Since we are interested in the behavior of lightwave electric field in the vicinity of the stationary state \((\varepsilon = 0)\), it is natural to introduce an asymptotic expansion of \( E(x, z, t) \) with respect to \( \varepsilon \):

\[
E(x, z, t) = E_0 + \varepsilon E_1 + \varepsilon^2 E_2 + \cdots. \tag{A.17}
\]

Note that, in the frame of the quasi monochromatic approximation, \( E_t \sim O(\varepsilon) \) as shown in (A.14).

We apply the quasi monochromatic approximation to the linear and the nonlinear polarization for each \( O(\varepsilon^n) \). First we consider \( O(\varepsilon) \) contribution in the linear polarization term. Taking the Fourier transform of the \( O(\varepsilon) \) component in \( P_L \), we obtain

\[
\text{F.T.} \left( \frac{\partial^2}{\partial t^2} \int \chi^{(1)}(x, t - \tau) E_0(x, z, \tau) d\tau \right)
= -\omega^2 \chi^{(1)}(x, \omega) \hat{E}_0(x, z, \omega)
= -\omega^2 \chi^{(1)}(x, \omega) \hat{A}(Z, \omega - \omega_0) U(x, \omega_0) \exp(i\omega_0 z) + \text{c.c.}, \tag{A.18}
\]

Following (A.14), the inverse transform (i.e., multiply \((1/2\pi)\exp(-i\omega t)\) and integrate over \( \omega \)) results in

\[
\frac{\partial^2}{\partial t^2} \int \chi^{(1)}(x, t - \tau) E_0(x, z, \tau) d\tau
= -\frac{1}{2\pi} \int \omega^2 \chi^{(1)}(x, \omega) \hat{A}(Z, \omega - \omega_0) U(x, \omega_0) \exp(i\omega_0 z - i\omega t) d\omega + \text{c.c.}
= -\left( \frac{1}{2\pi} \int [\omega_0 + (\omega - \omega_0)]^2 \chi^{(1)}(x, \omega, \omega_0 + (\omega - \omega_0)) \hat{A}(Z, \omega - \omega_0) \exp[-i(\omega - \omega_0)t] d(\omega - \omega_0) \right)
\times U(x, \omega_0) \exp(i\omega_0 z - i\omega_0 t) + \text{c.c.}
= -\left( \frac{\varepsilon}{2\pi} \int (\omega_0 + \varepsilon\Omega)^2 \chi^{(1)}(x, \omega_0 + \varepsilon\Omega) \hat{A}(Z, \varepsilon\Omega) \exp(-i\Omega t) d\Omega \right) U(x, \omega_0) \exp(i\omega_0 z - i\omega_0 t) + \text{c.c.}, \tag{A.19}
\]

where we referred to the following relation

\[
\left( i\varepsilon \frac{\partial}{\partial T} \right)^n \hat{A}(Z, T; \varepsilon) = \frac{\varepsilon}{2\pi} \int \varepsilon^n \Omega^n \hat{A}(Z, \Omega; \varepsilon) \exp(-i\Omega t) d\Omega. \tag{A.20}
\]

It can be easily verified that the higher order terms of \( P_L \) have a form similar to (A.19).

Kerr nonlinearity has a lowest order contribution at \( O(\varepsilon^3) \). The quasi monochromatic approximation to the nonlinear electric polarization \( P_N \) requires somewhat complicated calculations, but in principle, we just follow the calculation for the linear polarization. We first take the Fourier transform of the nonlinear term:

\[
\text{F.T.} \left( \frac{\partial^2}{\partial t^2} \int \int \chi^{(3)}(x, t - \tau_1, t - \tau_2, t - \tau_3) E_0(x, z, \tau_1) E_0(x, z, \tau_2) E_0(x, z, \tau_3) d\tau_1 d\tau_2 d\tau_3 \right)
= \text{F.T.} \left( -\frac{1}{(2\pi)^3} \int \int \int d\omega_1 d\omega_2 d\omega_3 (\omega_1 + \omega_2 + \omega_3)^2 \chi^{(3)}(x, \omega_1, \omega_2, \omega_3)
\times \hat{E}_0(x, z, \omega_1) \exp(-i\omega_1 t) \hat{E}_0(x, z, \omega_2) \exp(-i\omega_2 t) \hat{E}_0(x, z, \omega_3) \exp(-i\omega_3 t) \right)
= -\frac{1}{(2\pi)^3} \int dt \exp(i\omega t) \int \int \int d\omega_1 d\omega_2 d\omega_3 (\omega_1 + \omega_2 + \omega_3)^2 \chi^{(3)}(x, \omega_1, \omega_2, \omega_3)\]
\[ \begin{align*}
&\times \mathcal{E}_0(x, z, \omega_1) \mathcal{E}_0(x, z, \omega_2) \mathcal{E}_0(x, z, \omega_3) \exp\left(-i(\omega_1 + \omega_2 + \omega_3) t\right) \\
&= - \frac{1}{(2\pi)^3} \int \int \int d\omega_1 d\omega_2 d\omega_3 \ 2\pi \delta(\omega - \omega_1 - \omega_2 - \omega_3)(\omega_1 + \omega_2 + \omega_3)^2 \chi^{(3)}(x, \omega_1, \omega_2, \omega_3) \\
&\times \mathcal{E}_0(x, z, \omega_1) \mathcal{E}_0(x, z, \omega_2) \mathcal{E}_0(x, z, \omega_3) \\
&= - \frac{1}{(2\pi)^2} \int \int \int d\omega_1 d\omega_2 d\omega_3 \delta(\omega - \omega_1 - \omega_2 - \omega_3)(\omega_1 + \omega_2 + \omega_3)^2 \chi^{(3)}(x, \omega_1, \omega_2, \omega_3) \\
&\times \left( \hat{A}(Z, \omega_1 - \omega_0) U(x, \omega_0) \exp(i k_0 z) + c.c. \right) \left( \hat{A}(Z, \omega_2 - \omega_0) U(x, \omega_0) \exp(i k_0 z) + c.c. \right) \\
&\times \left( \hat{A}(Z, \omega_3 - \omega_0) U(x, \omega_0) \exp(i k_0 z) + c.c. \right).
\end{align*} \]

where we used the formula

\[ \int \exp\left[i(\omega - \omega_1 - \omega_2 - \omega_3) t\right] dt = 2\pi \delta(\omega - \omega_1 - \omega_2 - \omega_3) \]

in the integration over \( t \) in (A.21). We note that the nonlinear term (A.21) includes eight contributions in total: three components having the wave number of \( k_0 \) and \(-k_0\) respectively (i.e. \( \propto \exp(ik_0 z) \) and \( \propto \exp(-ik_0 z) \)), and one harmonic component having the wave number of \( 3k_0 \) and \(-3k_0\) respectively (i.e. \( \propto \exp(3ik_0 z) \) and \( \propto \exp(-3ik_0 z) \)). We are interested in \( \exp(\pm ik_0 z) \) terms; we consider specifically one of the \( \exp(ik_0 z) \) components of the form

\[ \begin{align*}
&- \frac{1}{(2\pi)^2} \int \int \int d\omega_1 d\omega_2 d\omega_3 \delta(\omega - \omega_1 - \omega_2 - \omega_3)(\omega_1 + \omega_2 + \omega_3)^2 \chi^{(3)}(x, \omega_1, \omega_2, \omega_3) \\
&\times \hat{A}^*(Z, -\omega_1 - \omega_0) \hat{A}(Z, \omega_2 - \omega_0) \hat{A}(Z, \omega_3 - \omega_0) U^*(x, \omega_0) U(x, \omega_0) \exp(i k_0 z) 
\end{align*} \]

among the three contributions. Taylor expansion in the vicinity of \( \omega_1 = -\omega_0, \omega_2 = \omega_0, \) and \( \omega_3 = \omega_0 \) in (A.23) yields

\[ (A.23) = - \frac{1}{(2\pi)^2} \int \int \int d\omega_1 d\omega_2 d\omega_3 \delta(\omega - \omega_1 - \omega_2 - \omega_3) \\
\times \left( \omega_0^2 + 2\omega_0(\omega_1 - (-\omega_0))^2 + 2\omega_0(\omega_2 - \omega_0)^2 + 2\omega_0(\omega_3 - \omega_0)^2 + \cdots \right) \\
\times \left( \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) + \frac{\partial \chi^{(3)}}{\partial \omega_1}(x, -\omega_0, \omega_0, \omega_0)(\omega_1 - (-\omega_0)) \\
+ \frac{\partial \chi^{(3)}}{\partial \omega_2}(x, -\omega_0, \omega_0, \omega_0)(\omega_2 - \omega_0) + \frac{\partial \chi^{(3)}}{\partial \omega_3}(x, -\omega_0, \omega_0, \omega_0)(\omega_3 - \omega_0) + \cdots \right) \\
\times \hat{A}^*(Z, -\omega_1 - \omega_0) \hat{A}(Z, \omega_2 - \omega_0) \hat{A}(Z, \omega_3 - \omega_0) U^3(x, \omega_0) \exp(i k_0 z), \]

where we assumed \( U \) to be real and even in \( \omega \) (\( U^*(x, \omega_0) = U(x, -\omega_0) = U(x, \omega_0) \)). Taking the inverse Fourier transform of (A.24), and replacing \( \delta(\omega - \omega_1 - \omega_2 - \omega_3) \) with the integration over \( t' \) in the same way as (A.22), we have

\[ \begin{align*}
&- \frac{1}{(2\pi)^2} \int d\omega \exp(-i\omega t) \int \int \int d\omega_1 d\omega_2 d\omega_3 \int dt' \exp[i(\omega - \omega_1 - \omega_2 - \omega_3) t'] \\
&\times \hat{A}^*(Z, -\omega_1 - \omega_0) \hat{A}(Z, \omega_2 - \omega_0) \hat{A}(Z, \omega_3 - \omega_0) U^3(x, \omega_0) \exp(i k_0 z) \\
&\times \left( \omega_0^2 \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) + \omega_0 \frac{\partial \chi^{(3)}}{\partial \omega_1}(x, -\omega_0, \omega_0, \omega_0)(\omega_1 + \omega_0) \\
+ \omega_0 \frac{\partial \chi^{(3)}}{\partial \omega_2}(x, -\omega_0, \omega_0, \omega_0)(\omega_2 - \omega_0) + \omega_0 \frac{\partial \chi^{(3)}}{\partial \omega_3}(x, -\omega_0, \omega_0, \omega_0)(\omega_3 - \omega_0) + \cdots \right) 
\end{align*} \]
\[ -\frac{1}{(2\pi)^3} \iiint d\omega d\omega_1 d\omega_2 d\omega_3 dt \exp[-i\omega(t - t')] \exp[-i(\omega_1 + \omega_2 + \omega_3)t] \]
\[ \times \left[ \omega_0^2 \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) + \cdots \right] U^3(x, \omega_0) \hat{A}^*(Z, -\omega_1 - \omega_0) \hat{A}(Z, \omega_2 - \omega_0) \hat{A}(Z, \omega_3 - \omega_0) \]
\[ \times \exp(i\hbar_0 z). \]  

(A.25)

We note that the integration over \( \omega \) in (A.25) can be written as
\[ \int_{-\infty}^{\infty} \exp[-i\omega(t - t')] d\omega = 2\pi \delta(t - t'), \]

and thus the integration over \( t' \) is equivalent to simply replacing \( t' \) with \( t \). It is also convenient to write
\[ \exp[-i(\omega_1 + \omega_2 + \omega_3)t] = \exp(-i\omega_0 t') \exp(-i(\omega_1 + \omega_0)t') \exp(-i(\omega_2 - \omega_0)t') \exp(-i(\omega_3 - \omega_0)t') \equiv \exp(-i\omega_0 t') \exp(-i\Omega_1 T') \exp(-i\Omega_2 T') \exp(-i\Omega_3 T'), \]

\[ \varepsilon \Omega_1 \equiv \omega_1 + \omega_0, \quad \varepsilon \Omega_2 \equiv \omega_2 - \omega_0, \quad \varepsilon \Omega_3 \equiv \omega_3 - \omega_0. \]  

(A.27)

Consequently (A.25) becomes to leading order
\[ (A.25) = -\varepsilon^3 \left( \frac{2\pi}{2} \right)^3 \int \int \int d\Omega_1 d\Omega_2 d\Omega_3 \]
\[ \times \exp(-i\omega_0 t) \left( \exp(-i\Omega_1 T) \hat{A}^*(Z, -\varepsilon \Omega_1) \right) \left( \exp(-i\Omega_2 T) \hat{A}(Z, \varepsilon \Omega_2) \right) \]
\[ \times \left( \exp(-i\Omega_3 T) \hat{A}(Z, \varepsilon \Omega_3) \right) \omega_0^2 \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) U^3(x, \omega_0) \exp(i\hbar_0 z) \]
\[ = -\varepsilon^3 \left( \frac{2\pi}{2} \right)^3 \exp(i\hbar_0 z - i\omega_0 t) \omega_0^2 \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) U^3(x, \omega_0) \]
\[ \times \int d\Omega_1 \hat{A}^*(Z, -\varepsilon \Omega_1) \exp(-i\Omega_1 T) \int d\Omega_2 \hat{A}(Z, \varepsilon \Omega_2) \exp(-i\Omega_2 T) \]
\[ \times \int d\Omega_3 \hat{A}(Z, \varepsilon \Omega_3) \exp(-i\Omega_3 T) \]
\[ = -\varepsilon^3 \omega_0^2 \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) A^2(Z, T; \varepsilon) A^2(Z, T; \varepsilon) U^3(x, \omega_0) \exp(i\hbar_0 z - i\omega_0 t). \]  

(A.28)

The extension of the calculation to other nonlinear terms in (A.21) proportional to \( \exp(\pm i\hbar_0 z) \) is straightforward. We finally obtain the nonlinear polarization of the form
\[ -3\varepsilon^3 \omega_0^2 \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) A^2(Z, T) A^2(Z, T) U^3(x, \omega_0) \exp(i\hbar_0 z - i\omega_0 t) \]
\[ -3\varepsilon^3 \omega_0^2 \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) A^2(Z, T) A^2(Z, T) U^3(x, \omega_0) \exp(-i\hbar_0 z + i\omega_0 t) \]  

(A.29)

as a result of the quasi monochromatic approximation.

### A.4 Asymptotic expansion

With these preparation, we now return to the Maxwell’s equation (A.16) and apply the multiple scale method to derive an approximate equation that describes the long range evolution of the slowly varying wave envelope. We asymptotically expand the electric field \( E \) as (A.17), and introduce multiple scales with respect to \( z \):
\[ Z_1 = \varepsilon z, \quad Z_2 = \varepsilon^2 z, \quad \cdots, \quad Z_n = \varepsilon^n z. \]  

(A.30)
Note that we do not observe the role of the nonlinear polarization until we proceed to $O(\varepsilon^3)$. At the lowest order $O(\varepsilon)$, we expect (A.16) simply gives the guiding mode of optical wave packets. At the second lowest order $O(\varepsilon^2)$, where the nonlinearity is still out of scope, (A.16) is expected to give rise to the long term behavior of the guided wave propagation along $z$ with the group velocity of $1/k'_0$ where $k'_0 \equiv \partial k/\partial \omega|_{\omega=\omega_0}$.

It is convenient to introduce the linear operator $L$ to represent the linear response of the electric field:

$$L \left( \frac{d}{dx}, ik_0, -i\omega \right) \equiv \frac{d^2}{dx^2} - k^2 + \frac{n^2(x, \omega)\omega^2}{c^2}, \quad (A.31)$$

where $n(x, \omega)$ and $c$ represent the refractive index of silica and the velocity of light for free space, respectively. As far as the linear response has no retardation, $L$ is written as

$$L \left( \frac{d}{dx}, i\omega_0, -i\omega_0 \right) = \frac{d^2}{dx^2} - k^2 + \frac{\omega_0^2}{c^2}, \quad (A.32)$$

where $n_0 \equiv n(x, \omega_0)$. With the operator $L$, the linear component of (A.16) has the form

$$\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \int d\tau \chi^{(1)}(x, t - \tau) \right) (E_0 + \varepsilon E_1 + \cdots)
\begin{align*}
= L \left( \frac{d}{dx}, ik_0 + \varepsilon \frac{\partial}{\partial Z_1} + \varepsilon^2 \frac{\partial}{\partial Z_2} + \cdots, -i\omega_0 + \varepsilon \frac{\partial}{\partial T} \right) \\
\times [\varepsilon A(Z_1, Z_2, \cdots, T) U(x, \omega_0) \exp(ik_0z - i\omega_0t) + c.c.],
\end{align*} \quad (A.33)$$

where we referred to (A.19). Note that the dispersion relation $k = k(\omega)$, obtained as the eigenvalue in solving the boundary value problem of the form $LV = 0$ where $E = \varepsilon V \exp(ik_0z - i\omega_0t) + c.c.$, $V \equiv U(x, \omega_0) A(Z, T)$, is given by the relation

$$D([V], k, \omega) \equiv \langle V, LV \rangle = 0, \quad (A.34)$$

where the brackets denote the inner product:

$$\langle A, B \rangle \equiv \int A^* B \, dx. \quad (A.35)$$

Taking the integration by parts, we obtain

$$k^2 = \frac{\omega^2}{c^2} \int n^2(x, \omega) |V|^2 \, dx - \int \left| \frac{\partial V}{\partial x} \right|^2 \, dx \\
= \frac{\omega^2}{c^2} \int n^2(x, \omega) U^2(x, \omega_0) \, dx - \int \left( \frac{dU}{dx}(x, \omega_0) \right)^2 \, dx \quad \int U^2(x, \omega_0) \, dx. \quad (A.36)$$

$O(\varepsilon)$: the transverse structure

Extracting $O(\varepsilon)$ contributions from (A.16), we have

$$\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \int d\tau \chi^{(1)}(x, t - \tau) \right) E_0 = 0. \quad (A.37)$$
With (A.33), we obtain
\[ L \left( \frac{d}{dx}, ik_0, -i\omega_0 \right) AU(x, \omega_0) \exp(ik_0z - i\omega_0t) + \text{c.c.} = 0. \] (A.38)

We set \( E_0 \) as the following form
\[ E_0 = \varepsilon U_0 \exp(ik_0z - i\omega_0t) + \text{c.c.} \] (A.39)

and find
\[ L \left( \frac{d}{dx}, ik_0, -i\omega_0 \right) U_0 = \frac{\partial^2 U_0}{dx^2} - k_0^2 U_0 + \frac{\eta_0^2 \omega_0^2}{c^2} U_0 = 0, \] (A.40)

which simply gives the transverse structure of \( E_0 \).

\( O(\varepsilon^2) \): linear propagation of wave packets

Before studying the \( O(\varepsilon^2) \) contributions, we expand \( L \) in a Taylor series in advance:
\[ L = L \left( \frac{d}{dx}, ik_0 + \varepsilon \frac{\partial}{\partial Z_1} + \varepsilon^2 \frac{\partial}{\partial Z_2} + \cdots, -i\omega_0 + \varepsilon \frac{\partial}{\partial T} \right) \]
\[ \equiv L(X, K, \Omega) \]
\[ = L_1 + \frac{\partial L}{\partial K} \bigg|_{k_0} (K - K_0) + \frac{\partial L}{\partial \Omega} \bigg|_{\Omega_0} (\Omega - \Omega_0) \]
\[ + \frac{1}{2} \frac{\partial^2 L}{\partial K^2} \bigg|_{k_0} (K - K_0)^2 + \frac{1}{2} \frac{\partial^2 L}{\partial \Omega^2} \bigg|_{\Omega_0} (\Omega - \Omega_0)^2 + \frac{\partial^2 L}{\partial K \partial \Omega} \bigg|_{k_0, \Omega_0} (K - K_0)(\Omega - \Omega_0) \]
\[ + \cdots \]
\[ = L_1 + L_2 \left( \varepsilon \frac{\partial}{\partial Z_1} \right) + L_3 \left( \varepsilon \frac{\partial}{\partial T} \right) \]
\[ + L_2 \left( \varepsilon^2 \frac{\partial}{\partial Z_2} \right) + \frac{1}{2} L_{22} \left( \varepsilon^2 \frac{\partial^2}{\partial Z_1^2} \right) + \frac{1}{2} L_{23} \left( \varepsilon^2 \frac{\partial^2}{\partial Z_1 \partial T} \right) + L_{23} \left( \varepsilon^2 \frac{\partial^2}{\partial Z_1 \partial T} \right) \]
\[ + \cdots, \] (A.41)

where we define the following parameters for convenience
\[ X \equiv \frac{d}{dx} \]
\[ K - K_0 \equiv ik - ik_0 = \varepsilon \frac{\partial}{\partial Z_1} + \varepsilon^2 \frac{\partial}{\partial Z_2} + \cdots, \]
\[ \Omega - \Omega_0 \equiv -i\omega - (-i\omega_0) = \varepsilon \frac{\partial}{\partial T}, \]
\[ L_1 \equiv L(X, K_0, \Omega_0), \quad L_2 \equiv \frac{\partial L}{\partial K} \bigg|_{k_0}, \quad L_3 \equiv \frac{\partial L}{\partial \Omega} \bigg|_{\Omega_0}, \quad L_{22} \equiv \frac{\partial^2 L}{\partial K^2} \bigg|_{k_0}, \quad \cdots. \] (A.42)

We also calculate the differentiation of the dispersion relation \( D([V], k, \omega) = \langle V, LV \rangle = 0 \) with respect to \( \omega \), which is used to obtain relations between certain inner products. Since (A.34) holds for all \( \omega \), we have
\[ \frac{dD}{d\omega} = \left( \frac{dV}{d\omega}, LV \right) + \left< V, L \frac{dV}{d\omega} \right> + \left< V, \frac{dL}{d\omega} V \right> = 0. \]  
(A.43)

Note in (A.43) that \( \left< V, LX \right> = \left< X, LV \right> \) for \( L \) being a self-adjoint operator. Thus we obtain
\[ 2 \left( \frac{dV}{d\omega}, LV \right) + \left< V, \frac{dL}{d\omega} V \right> = 0. \]  
(A.44)

Recall that on a solution \( U \) at \( O(\varepsilon) \), \( L_1 U = 0 \) in (A.44), so that for \( k = k_0 \) and \( \omega = \omega_0 \)
\[ \left< U, \frac{dL}{d\omega} \right|_{k_0, \omega_0} U \right> = \left< U, \left( L_2 \frac{d(ik)}{d\omega} \right|_{\omega_0} + L_3 \frac{d(-i\omega)}{d\omega} \right|_{\omega_0} U \right> \]
\[ = \left< U, (ik_0 L_2 - iL_3) U \right> \]
\[ = ik_0 \left< U, L_2 U \right> - i \left< U, L_3 U \right> \]
\[ = 0. \]  
(A.45)

At \( O(\varepsilon^2) \), we have from (A.16)
\[ \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial t^2} - \frac{1}{c^2} \frac{\partial^2}{\partial T^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \int d\tau \chi^{(1)}(x, t - \tau) \right) \varepsilon E_1 = 0. \]  
(A.46)

With (A.41), we obtain the following relation
\[ L_1(\varepsilon E_1) + \varepsilon^2 \left( L_2 U(x, \omega_0) \frac{\partial A}{\partial Z_1} + L_3 U(x, \omega_0) \frac{\partial A}{\partial T} \right) \exp(ik_0 z - i\omega_0 t) + \text{c.c.} = 0. \]  
(A.47)

We put \( E_1 = \varepsilon U_1 \exp(ik_0 z - i\omega_0 t) + \text{c.c.} \), so that we have
\[ L_1 U_1 = F_1 \equiv - \left( L_2 U(x, \omega_0) \frac{\partial A}{\partial Z_1} + L_3 U(x, \omega_0) \frac{\partial A}{\partial T} \right). \]  
(A.48)

Solvability condition of \( E_1 \) requires that the transverse component \( U(x) \) is a smooth solution that vanishes at the boundary \( |x| \to \infty \). In mathematical literature, the requirement is described as the Fredholm alternative theorem; the inhomogeneous boundary value problem \( \Lambda X = F \), with the singular operator \( \Lambda \) having nontrivial homogeneous solutions \( V \) such that \( \Lambda V = 0 \), has the bound state solution when the right hand side \( F \) is orthogonal to \( V \):
\[ \left< V, F \right> = \left< V, \Lambda X \right> = 0. \]  
(A.49)

The brackets denote the inner product defined by (A.35). For the problem (A.48), the Fredholm theorem demands thereby
\[ \left< U, F_1 \right> = \left< U, -L_2 U \right> \frac{\partial A}{\partial Z_1} + \left< U, -L_3 U \right> \frac{\partial A}{\partial T} = 0. \]  
(A.50)

From (A.45), we have
\[ \left< U, -L_2 U \right> \left( \frac{\partial A}{\partial Z_1} + k_0' \frac{\partial A}{\partial T} \right) = 0. \]  
(A.51)

Note that
\[ \left< U, -L_2 U \right> = -2ik_0 \left< U, U \right> \neq 0, \]  
(A.52)

consequently the solvability condition leads to the following equation
\[ \frac{\partial A}{\partial Z_1} + k_0 \frac{\partial A}{\partial T} = 0, \]  
(A.53)

which describe the propagation of a wave packet at the group velocity of \(1/k'_0\).

The solvability condition gives rise to the slow variation of the mode distribution \(U(x)\) with respect to \(\omega\). This can be clearly seen by evaluating the forcing function \(F_1\), namely

\[ F_1 = - \left( L_2 U \frac{\partial A}{\partial Z_1} + L_3 U \frac{\partial A}{\partial T} \right) \]
\[ = (L_2 k'_0 - L_3) U \frac{\partial A}{\partial T} \]
\[ = -i L_2 k'_0 + i L_3 U \left( \frac{\partial A}{\partial T} \right) \]
\[ = - \left( \frac{dL}{dk} \frac{\partial k}{\partial \omega_0} + \frac{dL}{\partial \omega_0} \right) \frac{\partial A}{\partial T} \]
\[ = - \frac{dL}{\omega_0} U \frac{\partial A}{\partial T}. \]  
(A.54)

where we used (A.53) and \(d/d\omega_0 \equiv d/d\omega|_{\omega_0}\). On the other hand, differentiation of \(L_1 U = 0\) with respect to \(\omega\) leads to \(dL/d\omega_0 = 0\) and thus \(F_1 = 0\), unless \(U\) has \(\omega\) dependency. Therefore (A.54) can now be written as

\[ F_1 = i L \frac{\partial U}{\partial \omega_0} \frac{\partial A}{\partial T}, \]  
(A.55)

This gives rise to nonzero \(U_1\):

\[ U_1 = \frac{i \partial U}{\partial \omega_0} \frac{\partial A}{\partial T}. \]  
(A.56)

Thus we have at \(O(\epsilon^2)\)

\[ E_0 + \epsilon E_1 = \epsilon \left( U(x, \omega_0) + \frac{i \partial U}{\partial \omega}(x, \omega_0) \frac{\partial}{\partial T} \right) A(Z, T) \exp(ik_0 z - i\omega_0 t) + c.c. \]  
(A.57)

\(O(\epsilon^3):\) the nonlinear Schrödinger equation

Before proceeding to the next order, we make several preparation again. We differentiate (A.43) again with respect to \(\omega\). Using (A.45), we find

\[ \frac{d^2 D}{d\omega^2} = \left\langle \frac{dV}{d\omega} \frac{dL}{d\omega} V \right\rangle + \left\langle V, \frac{dL}{d\omega} \frac{dV}{d\omega} \right\rangle + \left\langle V, \frac{d^2 L}{d\omega^2} V \right\rangle = 2 \left\langle V, \frac{dL}{d\omega} \frac{dV}{d\omega} \right\rangle + \left\langle V, \frac{d^2 L}{d\omega^2} V \right\rangle = 0, \]  
(A.58)

which gives (on a solution \(U\) for \(k = k_0\) and \(\omega = \omega_0\))

\[ 2 \left\langle U, (ik'_0 L_2 - iL_3) \frac{\partial U}{\partial \omega_0} \right\rangle + i k''_0 \langle U, L_2 U \rangle - k'_0 \langle U, L_2 U \rangle + 2 k'_0 \langle U, L_3 U \rangle - \langle U, L_3 U \rangle = 0, \]  
(A.59)

where we used

\[ \frac{dL}{d\omega_0} = ik'_0 L_2 - iL_3, \quad \frac{d^2 L}{d\omega_0^2} = i k''_0 L_2 - i k'_0 L_2 + 2 k'_0 L_3 - L_3. \]  
(A.60)

At \(O(\epsilon^3)\), we have to take into consideration the nonlinear polarization. Extracting the \(O(\epsilon^3)\) contributions from (A.16), we obtain
A.4. Asymptotic expansion

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \frac{1}{c^2} \frac{\partial^2}{\partial z^2} \int d\tau \chi^{(1)}(x, t - \tau) \right) \varepsilon^2 E_2
\]

\[- \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \int \int \chi^{(3)}(x, t - \tau_1, t - \tau_2, t - \tau_3) E_0(x, z, \tau_1) E_0(x, z, \tau_2) E_0(x, z, \tau_3) d\tau_1 d\tau_2 d\tau_3 = 0. \]  

(A.61)

$E_2$ has the phase components $\exp(\pm ik_0 z \pm i\omega_0 t)$ as well as $\exp(\pm 3ik_0 z \pm 3i\omega_0 t)$, which we explicitly represent as

\[
E_2 = \varepsilon U_2 \exp(ik_0 z - i\omega_0 t) + \varepsilon^3 V_2 \exp(3ik_0 z - 3i\omega_0 t) + c.c. \quad (A.62)
\]

The nonlinear polarization term contains the component proportional to $\exp(ik_0 z - i\omega_0 t)$ given by

\[- \varepsilon^3 \frac{\omega^2}{c^2} \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) A^2(Z, T) A^*(Z, T) U^3(x, \omega_0) \exp(ik_0 z - i\omega_0 t), \]  

(A.63)

where we referred to (A.29). As a consequence, using the linear operator $L$, (A.61) can be written as the following arranged form:

\[
L(\varepsilon^2 E_2) = \varepsilon^3 F_2 \exp(ik_0 z - i\omega_0 t) + \varepsilon^3 G_2 \exp(3ik_0 z - 3i\omega_0 t) + c.c., \quad (A.64)
\]

namely, for the frequency $\omega_0$ and the wave number $k_0$, we have

\[
L_1 U_2 = F_2, \quad (A.65)
\]

where

\[
F_2 = -L_2 U \frac{\partial A}{\partial Z_2} - \frac{1}{2} L_{22} U \frac{\partial^2 A}{\partial Z_1^2} - \frac{1}{2} L_{33} U \frac{\partial^2 A}{\partial T^2} - L_{23} U \frac{\partial^2 A}{\partial Z_1 \partial T}
\]

\[- iL_2 U \frac{\partial A}{\partial \omega_0} \frac{\partial^2 A}{\partial Z_1 \partial T} - iL_3 U \frac{\partial A}{\partial \omega_0} \frac{\partial^2 A}{\partial T^2}
\]

\[- \frac{3\omega^2}{c^2} \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) A^2(Z, T) A^*(Z, T) U^3(x, \omega_0). \]  

(A.66)

In terms of the linear electric polarization, the first line of (A.66) originates from $\varepsilon E_0$ and the $O(\varepsilon^2)$ contributions of $L$, whereas the second line is obtained from $\varepsilon^2 E_1$ and the $O(\varepsilon)$ contributions of $L$. (See (A.41) and (A.57).)

Following the analysis at $O(\varepsilon^3)$, we apply the Fredholm’s theorem to (A.65):

\[
\langle U, F_2 \rangle = 0, \quad (A.67)
\]

where the left hand side of (A.67) can be written as

\[
\langle U, F_2 \rangle = \langle U, -L_2 U \frac{\partial A}{\partial Z_2} + \frac{1}{2} \langle U, -L_{22} U \rangle \frac{\partial^2 A}{\partial Z_1^2} + \frac{1}{2} \langle U, -L_{33} U \rangle \frac{\partial^2 A}{\partial T^2} + \langle U, -L_{23} U \rangle \frac{\partial^2 A}{\partial Z_1 \partial T}
\]

\[+ i \left( U, -L_2 \frac{\partial U}{\partial \omega_0} \right) \frac{\partial^2 A}{\partial Z_1 \partial T} + i \left( U, -L_3 \frac{\partial U}{\partial \omega_0} \right) \frac{\partial^2 A}{\partial T^2} - \frac{3\omega^2}{c^2} \langle U, \chi^{(3)} U^3 \rangle A^2 A^* \]

\[= \langle U, -L_2 U \frac{\partial A}{\partial Z_2} + \frac{1}{2} k_0' \langle U, L_2 U \rangle - \langle U, L_3 U \rangle \rangle \frac{\partial A}{\partial Z_1 \partial T} + \frac{1}{2} \langle U, -L_{33} U \rangle \frac{\partial^2 A}{\partial T^2}
\]

\[+ \left( -i \left( U, L_2 \frac{\partial U}{\partial \omega_0} \right) + \frac{i}{k_0} \left( U, L_3 \frac{\partial U}{\partial \omega_0} \right) \right) \frac{\partial^2 A}{\partial Z_1 \partial T} - \frac{3\omega^2}{c^2} \langle U, \chi^{(3)} U^3 \rangle A^2 A^* \]
\[
\begin{align*}
&= \langle U, -L_2 U \rangle \frac{\partial A}{\partial Z_2} - i \frac{k_0^0}{2k_0^0} \langle U, -L_2 U \rangle \left( \frac{\partial^2 A}{\partial Z_1 \partial T} + \frac{1}{2k_0^0} \langle U, -L_3 U \rangle \left( \frac{\partial^2 A}{\partial Z_1 \partial T} + k_0^0 \frac{\partial^2 A}{\partial T^2} \right) \right) \\
&\quad - \frac{3\omega_0^2}{c^2} \left( \langle U, \chi^{(3)} U^3 \rangle \right) A^2 A^* \\
&= \langle U, -L_2 U \rangle \left( \frac{\partial A}{\partial Z_2} + \frac{k_0^0}{2} \frac{\partial^2 A}{\partial T^2} \right) - \frac{3\omega_0^2}{c^2} \left( \langle U, \chi^{(3)} U^3 \rangle \right) A^2 A^* \\
&\quad - 2i k_0 \langle U, U \rangle \left( \frac{\partial A}{\partial Z_2} + \frac{k_0^0}{2} \frac{\partial^2 A}{\partial T^2} \right) - \frac{3\omega_0^2}{c^2} \left( \langle U, \chi^{(3)} U^3 \rangle \right) A^2 A^* \\
&= -2i k_0 \int U^2(x, \omega_0) dx \left( \frac{\partial A}{\partial Z_2} + \frac{k_0^0}{2} \frac{\partial^2 A}{\partial T^2} \right) - \frac{3\omega_0^2}{c^2} \int \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) U^4(x, \omega_0) dx = 0. \\
&\quad \text{(A.68)}
\end{align*}
\]

We have referred to (A.59) and the following relations
\[
\frac{\partial^2 A}{\partial Z_1 \partial T} + k_0^0 \frac{\partial^2 A}{\partial T^2} = 0, \quad \frac{\partial^2 A}{\partial Z_2^2} + k_0^0 \frac{\partial^2 A}{\partial Z_1 \partial T} = 0, \\
\text{(A.69)}
\]
which are obtained by the differentiation of (A.53) with respect to \( T \) and \( Z_1 \) respectively. We now have
\[
-2i k_0 \int U^2(x, \omega_0) dx \left( \frac{\partial A}{\partial Z_2} + \frac{k_0^0}{2} \frac{\partial^2 A}{\partial T^2} \right) - \frac{3\omega_0^2}{c^2} \int \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) U^4(x, \omega_0) dx = 0. \\
\text{(A.70)}
\]
or simply,
\[
\frac{\partial A}{\partial Z_2} + \frac{k_0^0}{2} \frac{\partial^2 A}{\partial T^2} + \frac{3\omega_0^2}{c^2} \int \chi^{(3)} U^4 dx = 0. \\
\text{(A.71)}
\]

We hereafter assume for simplicity the nonlinear susceptibility \( \chi^{(3)} \) having negligibly small dependence on the transverse coordinate \( x \). We define the following parameters
\[
\eta_0 \equiv \frac{c k_0}{\omega_0}, \quad \eta_2 \equiv \frac{3\chi^{(3)}(\omega_0)}{2\eta_0}, \quad g \equiv \int \frac{U^4 dx}{U^2 dx}, \\
\text{(A.72)}
\]
so that we have
\[
\frac{\partial A}{\partial Z_2} + \frac{k_0^0}{2} \frac{\partial^2 A}{\partial T^2} - i \frac{g \eta_2 \omega_0}{c} A^2 A^* = 0. \\
\text{(A.73)}
\]

Note that in the definition in (A.72), \( \eta_0 \) and \( \eta_2 \) corresponds to the linear and the third order nonlinear coefficients of the refractive index:
\[
n(\omega_0, |E|) = n_0 + n_2 |E|^2. \\
\text{(A.74)}
\]

Combining (A.53) and (A.73), and introducing the new coordinates
\[
\tau = \varepsilon(t - k_0 z), \quad \zeta = \varepsilon^2 z, \\
\text{(A.75)}
\]
we finally obtain the canonical form of the nonlinear Schrödinger equation
A.5 Nonlinear Schrödinger equation in optical fibers

\[ \frac{\partial A}{\partial \zeta} + i \frac{k_0^2}{2} \frac{\partial^2 A}{\partial \tau^2} - i \frac{g n_2 \omega_0}{c} A^2 A^* = 0. \] (A.76)

The established nonlinear Schrödinger equation describes the long range propagation of the envelope \( A \) which is modestly modulated in a slow scale time coordinate \( \tau = \varepsilon t \) over an extended length \( \zeta = \varepsilon^2 z \).

Note that, as a result of the solvability condition, \( E \) is now written as

\[
E_0 + \varepsilon E_1 + \varepsilon^2 E_2
\]

\[ = \varepsilon \left( U(x, \omega_0) + i \varepsilon \frac{\partial U}{\partial \omega_0} \frac{\partial A}{\partial T} - \frac{\varepsilon^2}{2} \frac{\partial^2 U}{\partial \omega_0^2} \frac{\partial^2 A}{\partial T^2} \right) A(Z, T) \exp(i k_0 z - i \omega_0 t)
\]

\[ + \varepsilon^2 V_2 \exp(3 i k_0 z - 3 i \omega_0 t) + c.c. \] (A.77)

A.5 Nonlinear Schrödinger equation in optical fibers

So far, we have considered nonlinear optical pulse propagation in a planar waveguide, where an electric field has been treated as a scalar quantity. To understand the behavior of optical pulses in fibers, however, we have to take into account their physical properties, such as their material and geometric features. In this section, we point out a couple of remarks on these issues. We assume the polarization preserving fibers in the following; the generalization to birefringent fibers is studied in [122].

Attenuation

One of the major corrections required is the effect of material absorption which originates from the imaginary part of the linear and nonlinear susceptibilities, \( \text{Im}[\chi^{(1)}] \) and \( \text{Im}[\chi^{(3)}] \), respectively. Including the former contribution in the linear polarization, we have

\[ P_L = \int_{-\infty}^{t} \alpha_0 \chi^{(1)}(r, t - \tau) \cdot E(r, \tau) d\tau \]

\[ \equiv \int_{-\infty}^{t} \alpha_0 \left( \chi^{(1)}_R(r, t - \tau) + i \chi^{(1)}_I(r, t - \tau) \right) \cdot E(r, \tau) d\tau. \] (A.78)

As a result, we have the following form of the additional term at leading order in (A.18):

\[ -i \omega_0^2 \chi^{(1)}_I(x, \omega_0) A(Z, \omega - \omega_0) U(x, \omega_0) \exp(i k_0 z) + c.c. \] (A.79)

We further assume that \( \chi^{(1)}_I(x, \omega_0) \sim O(\varepsilon^2) \) and thus (A.79) has \( O(\varepsilon^2) \) contribution as a result of the quasi monochromatic approximation. By taking the inverse Fourier transform of (A.79) and the quasi monochromatic approximation, \( F_2 \) has now an additional term in (A.66), which is given by

\[ -i \omega_0^2 \chi^{(1)}_I(x, \omega_0) A(Z, T) U(x, \omega_0). \] (A.80)

The solvability condition (A.68) now reads

\[ \langle U, F_2 \rangle = -2 i k_0 \int U^2(x, \omega_0) dx \left( \frac{\partial A}{\partial z_2} + i \frac{k_0^2}{2} \frac{\partial^2 A}{\partial T^2} \right)
\]

\[ - \frac{3 \omega_0^2}{c^2} A^2 A^* \int \chi^{(3)}(x, -\omega_0, \omega_0, \omega_0) U^4(x, \omega_0) dx - i \frac{\omega_0^2}{c} A \int \chi^{(1)}_I(x, \omega_0) U^2(x, \omega_0) dx \]

\[ = 0. \] (A.81)
We finally obtain the modified equation including the material absorption

\[
\frac{\partial A}{\partial \zeta} + \frac{i k_0' \partial^2 A}{2 \partial \tau^2} - \frac{i g n_2 \omega}{c} A^2 \dot{A}^* + \frac{n_1 \omega}{c} A = 0, \tag{A.82}
\]

where we neglect the \( x \) dependency of \( \chi^{(1)}_l \) and define

\[
n_l \equiv \frac{\chi^{(1)}_l(\omega_0)}{2 n_0}. \tag{A.83}
\]

The last term of (A.82), in both physical and mathematical literature, is responsible for the attenuation of optical power. We can similarly calculate the nonlinear attenuation correction, but its contribution is negligible in practice.

**Higher order corrections**

Another effects that have been ignored so far are higher order corrections such as third order dispersion, nonlinear dispersion, and delayed response of the nonlinear polarization, which originate from \( O(\varepsilon^4) \) contributions in the asymptotic expansion of (A.16). The solvability condition at \( O(\varepsilon^4) \) leads to

\[
\frac{\partial A}{\partial Z_3} = - \frac{2 \pi n_1 \omega_0}{c} A + \frac{k_0''}{6} \frac{\partial^3 A}{\partial \tau^3} - \varepsilon \beta_1 \frac{\partial}{\partial \tau} (|A|^2 A) - \varepsilon i \beta_2 A \frac{\partial^2 |A|^2}{\partial \tau^2}, \tag{A.84}
\]

where \( Z_3 \equiv \varepsilon^3 z \). The first term on the right hand side is a consequence of the imaginary part of the linear susceptibility we have just introduced above, and the second term represents the third order dispersion which is obtained by expanding the dispersion relation \( k = k(\omega) \) in a Taylor series. The last two terms come from the higher order correction to the nonlinear polarization in (A.25). Noting that \( (\omega_1 + \omega_0), (\omega_2 - \omega_0), (\omega_3 - \omega_0) \) are \( O(\varepsilon) \), the next order correction is obtained by multiplying them respectively with \( \dot{A}^*(-\omega_1 - \omega_0) \dot{A}(\omega_2 - \omega_0) \dot{A}(\omega_3 - \omega_0) \), which is expressed as

\[
\frac{\partial X^{(3)}}{\partial \omega_1}(x, -\omega_1 - \omega_0, \omega_0, \omega_1 + \omega_0) \dot{A}^*(-\omega_1 - \omega_0) \dot{A}(\omega_2 - \omega_0) \dot{A}(\omega_3 - \omega_0)
\]

\[
+ \frac{\partial X^{(3)}}{\partial \omega_2}(x, -\omega_0, \omega_0, \omega_0 \omega_2 - \omega_0) \dot{A}^*(-\omega_1 - \omega_0) \dot{A}(\omega_2 - \omega_0) \dot{A}(\omega_3 - \omega_0)
\]

\[
+ \frac{\partial X^{(3)}}{\partial \omega_3}(x, -\omega_0, -\omega_0, \omega_3 - \omega_0) \dot{A}^*(-\omega_1 - \omega_0) \dot{A}(\omega_2 - \omega_0) \dot{A}(\omega_3 - \omega_0). \tag{A.85}
\]

After taking the inverse Fourier transform and following the computation in (A.28), we have one term proportional to \( A^2 \partial A^*/\partial T \) and two terms proportional to \( |A|^2 \partial A/\partial T \). Using the relation

\[
\frac{\partial}{\partial T} (|A|^2 A) = A^2 \frac{\partial A^*}{\partial T} + 2 |A|^2 \frac{\partial A}{\partial T}, \quad A \frac{\partial |A|^2}{\partial T} = A^2 \frac{\partial A^*}{\partial T} + |A|^2 \frac{\partial A}{\partial T}, \tag{A.86}
\]

we finally obtain these contributions in (A.84). The resultant equation is

\[
\frac{\partial A}{\partial \zeta} + \frac{i k_0' \partial^2 A}{2 \partial \tau^2} - \frac{i k_0''}{6} \frac{\partial^3 A}{\partial \tau^3} - \frac{i \omega_0}{c} g n_2 |A|^2 A + \frac{\omega_0}{c} n_1 A + \varepsilon \beta_1 \frac{\partial}{\partial \tau} (|A|^2 A) + \varepsilon i \beta_2 A \frac{\partial^2 |A|^2}{\partial \tau^2} = 0. \tag{A.87}
\]

Among the last two terms of higher order nonlinear effects, the former term represents the nonlinear dispersion which originates from the frequency dependence of \( n_2 \), whereas the latter term describes the retarded response of the nonlinear refractive index.
Geometric property

Finally we briefly summarize the procedure on the derivation of the nonlinear Schrödinger equation for single mode optical fibers, by taking into account their geometric properties. In this case, an electric field becomes vector, thus the linear operator $L$ has a matrix form that contains the differentiation operator with respect to $y$, in addition to $\partial / \partial x$. The inner product of two complex vectors $u = \{ u_i \}^i$ and $v = \{ v_i \}^i$, $i = 1, 2, 3$, that is necessary to impose the solvability condition (the Fredholm alternative theorem), is extended to the integral over a surface $(x, y)$ and now defined as

$$
\langle u, v \rangle \equiv \int (u_1^* v_1 + u_2^* v_2 + u_3^* v_3) dS.
$$

As a result of this generalization, the dispersion relation (A.36) is now written as

$$
k^2 = \frac{\omega^2}{\pi} \int n^2(x, y, \omega) U^2 dS - \int |\nabla_U U|^2 dS, \quad \nabla_U \equiv x \frac{\partial}{\partial x} + y \frac{\partial}{\partial y}
$$

and $g$ in (A.72) is expressed as

$$
g = \frac{\int U^4 dS}{\int U^2 dS}.
$$

For the fundamental mode of the step-index fiber $HE_{11}$, $U$ is given by the Bessel functions $J_0$ and $K_0$ but well approximated as a Gaussian distribution of the form [121]

$$
U(x, y) = \exp \left( - \frac{x^2 + y^2}{w^2} \right),
$$

where $w$ ($2w$) is the parameter referred to as the spot size (the mode field diameter).

A.6 Normalization of the nonlinear Schrödinger equation

For convenience for mathematical treatments, we normalize the established equation (A.76) by using the normalizing time, distance, and power: $t_0$, $a_0$, and $P_0$, respectively. This normalization may also give quick estimate on system performance [123].

First of all, we normalize the amplitude $A$ into $E$ so that $|E|^2$ represents the optical power:

$$
|E|^2 = |A|^2 \int U^2 dS.
$$

Using the new amplitude $E$, we have the following form of the nonlinear Schrödinger equation

$$
\frac{i}{\zeta} \frac{\partial E}{\partial \zeta} - \frac{k''}{2} \frac{\partial^2 E}{\partial \zeta^2} + \nu |E|^2 E = -i \gamma E + i \frac{k'''}{6} \frac{\partial^3 E}{\partial \zeta^3},
$$

where we included the effects of fiber loss and third order dispersion on the right hand side, and

$$
\nu \equiv \frac{\eta_2 \omega_0}{c A_{\text{eff}}}, \quad A_{\text{eff}} \equiv \frac{\int u^2 dS}{g} = \left( \frac{\int U^2 dS}{\int U^4 dS} \right)^2, \quad \gamma \equiv \frac{\eta_2 \omega_0}{c}.
$$

(A.94)
\( A_{\text{eff}} \) is known as the effective core area. Now we define the following normalized parameters using \( t_0 \), \( z_0 \), and \( R_0 \):

\[
T = \frac{\tau}{t_0}, \quad Z = \frac{z}{z_0}, \quad q = \frac{\mathcal{E}}{\sqrt{R_0}}. \tag{A.95}
\]

With these new parameters, the nonlinear Schrödinger equation (A.93) reads

\[
i \frac{\partial q}{\partial Z} + \frac{d(Z)}{2} \frac{\partial^2 q}{\partial T^2} + \alpha |q|^2 q = -i \Gamma q + i \beta_3 \frac{\partial^3 q}{\partial T^3}, \tag{A.96}
\]

where the new coefficients given by

\[
d(Z) = -\frac{k'' z_0}{t_0}, \quad \alpha = \nu R_0 z_0, \quad \Gamma = \gamma z_0, \quad \beta_3 = \frac{k'' z_0}{t_0^2}. \tag{A.97}
\]

Although the normalizing parameters \( t_0 \), \( z_0 \), and \( R_0 \) can be chosen arbitrary, we can represent Eq. (A.96) in a simplified and practically convenient form by their proper choice. Consider two such examples. First, if we take \( z_0 = -\langle \gamma' \rangle /\langle k'' \rangle \) and \( R_0 = -\langle k'' \rangle /\alpha \langle \gamma' \rangle \) with arbitrary \( t_0 \), then we have (we assume \( \langle k'' \rangle < 0 \))

\[
i \frac{\partial q}{\partial Z} + \frac{d(Z)}{2} \frac{\partial^2 q}{\partial T^2} + |q|^2 q = -i \Gamma q + i \beta_3 \frac{\partial^3 q}{\partial T^3},
\]

\[
d(Z) = \frac{k''(Z)}{\langle k''(Z) \rangle}, \quad \Gamma = -\frac{\gamma}{\langle \gamma' \rangle}, \quad \beta_3 = -\frac{k''}{\langle k'' \rangle t_0}. \tag{A.98}
\]

which gives the average of the dispersion coefficient \( \langle d(Z) \rangle = 1 \). We usually define \( t_0 \) to be \( t_s/T_s \), where \( t_s \) and \( T_s \) represent the full-width at half-maximum (FWHM) of the pulse measured in real and normalized unit, respectively, so that it is convenient to treat the problem technically. The normalizing distance \( z_0 \) defined above is called the dispersion distance. On the other hand, if we take \( z_0 = 1/\alpha R_0 \) and \( t_0 = \sqrt{-\langle k'' \rangle /\alpha R_0} \) with arbitrary \( R_0 \), then we have again Eq. (A.98) but with \( \Gamma = \gamma/\alpha R_0 \) and \( \beta_3 = k''/\alpha R_0^2 \). We usually define \( R_0 \) to be the peak power of the pulse also for technical convenience. In this case the normalizing distance \( z_0 \) is referred to as the nonlinear distance.
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