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3D reconstruction is a problem of estimating the 3D shape of a scene using cameras or other sensors.
It is one of the fundamental problems in computer vision. In particular, recovering a high-fidelity
3D shape is desired in various applications, such as a digital archive, virtual reality (VR), and
_robotics. In this thesis, we develop a high>fidelity 3D reconstruction method based on photometric
stereo. Photometric stereo estimates the orientations of a scene surface, i.e., surface normals, from
" multiple images captured under varying lighting conditions. Since photometric stereo observes shading
" changes in a per—pixel manper, it is suitable for recovering per-pixel surface normals, resulting in
high-resolution shape recovery. Besides, photometric stereo can estimate the reflectances of a scene
surface in addition to the surface normals
The advantages of photometric stereo are (a) it can yield high-resolution shape estimates as-high as
the resolution of input images, (b) it can estimate reflectances in addition to surface normals
which are useful for reproducing the appearance of a scene, and (c) since photometric stereo only
uses a camera and multiple light sources, its installation cost is lower than other methods that rely
on ‘expensive sensors. Despite the above advantages, photometric stereo has not been widely used in
practice because of the following three problems. (1) Conventional methods require knowledge about
the material of a scene surface in advance to model. reflectances on the surface. Because the
reflectance model depends on the surface material, there has not been a unified method that can be
applied to diverse materials. (2) A conventional capturing setup of photometric stereo requires a
large space to place light sources sufficiently far away from a target scene to approximately realize
infinitely distant light sources, i.e., parallel lighting. In other words, if light sources are
placed close to a target scene, it becomes a near—light setting; the deviation from the distant light
assumption degrades the shape estimation accuracy. (3) Most photometric sterec assumes that the
lighting conditions under which a target scene is observed are known by calibrating the light sources
in advance. However, conventional calibration methods require a special calibration target that is
carefully manufactured or measured. That makes it difficult to apply a photometric stereo to a wide
range of applications.
The goal of this thesis is to solve the above problems and develop a practical and accurate
photometric stereo method for high—fidelity 3D reconstruction. To deal with the first problem of
dealing with diverse materials, in Chapter 2, we propose a deep learning—based approach, which we
call a-deep photofietric stereo network (DPSN). DPSN learns the direct mapping from observations to
surface normals by deep neural networks, and as a result, it can handle diverse materials in the real
world. In Chapter 3, to solve the second problem caused by the distant light assumption, we extend
our deep learning-based approach to deal with the near-light setting. As a result, the proposed
method, which we call a deep near—light photometric stereo, can deal with diverse materials and near-
light setting. In Chapter 4, to solve the third problem, we present a flexible light source
calibration method. Instead of using a carefully designed calibration target, the proposed method
uses an easy-to—make calibration target and estimates a light source position by observing shadows on
the calibration target. Finally, in Chapter 5, we conclude the thesis by summarizing its
contributions and describing potential venues of the future work
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