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1 Introduction

Robotics experiments and physics simulations are im-
portant scientific tools to study animal locomotion. They
can complement animal studies by offering a platform for
studying the neural architectures and replicating the loco-
motory behaviours [1]. While robotic experiments can serve
as methods for testing neural models in real world physics,
neuromechanical simulations are beneficial when testing
models difficult to setup in hardware. Moreover, simulations
can be coupled with evolutionary algorithms to tune the pa-
rameters of neural and muscular models which can be diffi-
cult to measure from the animals directly. This approach has
been employed in a large number of works including studies
of lampreys [2], salamanders [3, 4], ants [5] or humans [6].
More precisely, [2—4] use Genetic Algorithms, [5] uses Co-
variance Matrix Adaptation Evolution Strategy and [6] uses
Particle Swarm Optimization, all of which optimize a single
cost function. In this work, we present how multi-objective
optimization can lead to a set of diverse results given a sala-
mander model with a fixed neural architecture and a simpli-
fied muscle model when optimized against conflicting ob-
jectives.

2 Methods

2.1 Salamander model

The simulated salamander model is 20 [cm] long and
weighs 20 [g]. It contains 11 body joints allowing the body
to bend laterally and 4 Degrees of Freedom (DoF) for each
limb, including 3 DoF at the interface with the body, and
one DoF at the elbow/knee. Each of these DoF is modelled
as a revolute joint controlled by a flexion-extension muscle
pair governed by the following Eq. (1):

T = oi(Mp; — Mg ;) + Bi(MF,; + Mg i) AQ; + Biv:AQ; + 6 ¢,

Tactive,i Tpassive,i

(D

where, similarly to [2-4], o; represents the active gain,
Bi the stiffness gain, ¥ the intrinsic stiffness, J; the damp-
ing coefficient, Mr; and Mg ; the neural activities for the
flexor and extensor, A@; the position and ¢; the velocity for
each joint i. In particular, we differentiate between the active
torque Tycrive,i and passive torque Tpussive,i- We use the same
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Figure 1: Convergence of the evolution along the two ob-
jective functions over the generations. Each dot represents
a feasible solution. The solutions characterised by the red
stars show the non-dominated front obtained in the final
1000¢h generation.

network equations originally implemented in [7], which is
based on a network of weakly-coupled oscillators. The ma-
jor difference is that our model includes more DoF for each
limb, which we adapt by using a pair of oscillators for each
joint and connecting them accordingly.

2.2 Optimization

In nature, the ability to locomote serves many purposes.
Salamanders need to move in their environment for differ-
ent tasks including hunting prey, escaping predators or find-
ing mates. Essentially, locomotion can be roughly reduced
to moving fairly quickly from one point to another while
minimising energy consumption, which are two conflicting
objectives. In the case of this work, we optimize a sala-
mander model to walk along a straight path, formulated in

Egs. (2)-(6):

min —||xn/ —xp|| (Distance objective) (2)
p

min ):ﬁvzo Tizactive (Torques objective) (3)
P )
S.t. Xmin < Xh < Xmax (Position boundaries) (4)

minj—g 123(||sj||) >0 (Contacts handling) (5)

[I%n |l < Vmax (Maximum velocity) (6)



Figure 2: Illustration of different walking solutions obtained from the non-dominated front of the final generation. The snap-
shots shown for each solution correspond to 2 [s], 4 [s], 6 [s], 8 [s] and 10 [s] of the simulation, The images represent the
solutions starting from the fastest at the top to the least energy consuming at the bottom. The floor is tiled with squares of
0.25 [m] side lengths.

Egs. (2) and (3) denote the distance and torque objec-
tives respectively. The variable p is the decision vector cor-
responding to the vector of parameters to be optimized and
xp’ and xp/ represent the position of the head at the initial
and final iteration of the simulation. Egs. (4) to (6) repre-
sent the set of contraints used in this optimization. Eq. (4)
forces the model to move within chosen boundaries Xpin
and Xpax, While Egs. (5) and (6) are added to avoid solu-
tions which break the numerical simulation, with s; corre-
sponding to the contacts forces for each foot j €0,...,3 and
Vmax to the maximum velocity threshold for the model.
The simulation was implemented using the Pybullet envi-
ronment [8]. The optimization problem was solved using
the Non-dominated Sorting Genetic Algorithm IIT [9] im-
plemented in Pymoo [10], with a population size of 120 op-
timized over the course of 1000 generations.

3 Discussion

The progress of the evolution is shown in Figure 1, fea-
turing the formation of a Pareto front as expected given the
conflicting objectives. In particular, the non-linear relation-
ship between the two objectives can be observed, where each
solution from this front represents the least energy consum-
ing for its given velocity. A sub-sample of solutions from
this front are illustrated in Figure 2. We observe that faster
solutions tend to make use of larger body and limb ampli-
tudes, while slower solutions tend to repress lateral body
bending and primarily use limbs. Due to Eq. 3, the solutions
obtained tend to harness the passive dynamics of the muscle
model in order to minimise the sum of active torques. In
future work, we aim to use additional objectives to optimize
over different environments.
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