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Abstract of Thesis

Robot programming is time—consuming and costly due to essential object-relative description of steps
and modeling process of the physical environment, which is not convenient and flexible enough for the
autonomous production tasks. To improve the robots autonomy, robot learning from demonstration (LfD)
has been widely utilized to endow the robot with human manipulation skills over the past decade, and
passive observation is a demonstration modality which has been applied to various tasks for its
convenience of using a human demonstrator’ s own body and reducing time and expertise required for
demonstration. This thesis is focused on two main issues regarding the robotic imitation of human
assembly skills when using passive observation as the demonstration modality: First, it is essential to
compensate for the sub—optimal demonstration to acquire reliable learning outcome; second, generalization
of the learned skill to new scenarios is still challenging. To address the issues, the thesis first
proposes an approach of motion planning using human demonstrations to augment trajectory—level
demonstrated data from passive observation to learn the high—quality trajectory. Then, a combined
learning framework is presented to achieve hybrid trajectory and force learning of assembly tasks, where
a novel LfD approach is developed to learn a trajectory—level skill policy to reduce the inherited
compounding of error, and a reinforcement learning—based controller is employed to incrementally learn
the control policy. Finally, an adaptive LfD framework is developed from the combined learning framework
to generalize the learned skill among tasks belonging to the same task class. Experimental results in
simulated environment and on real hardware show that the proposed approaches can learn an assembly skill
efficiently and safely from its trajectory—-level demonstrated data, as well as generalizing it to new

assembly tasks with topologically similar trajectories.
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