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Abstract
Consider a nonlinear system of two Klein-Gordon equatiorith wnassesm
and i . We construct a solution whose amplitude is modulateth&ynonlinear inter-
action whenu =m or u = 3m, whereas, whem # m and u # 3m, the influence of
the nonlinearity is negligible and the solution behaves Bkfree solution as — oo

1. Introduction and the main result

We are concerned with the Cauchy problem for

(1.1) t>0 xeR

(O +mP)u = F(v),

O+ uv =Gu),
with sufficiently small, smooth, compactly-supported iaditdata. Herell = 2 — 81.2, m,
w are positive constnatsy G are smooth functions of unknowrksthey are cubic
nonlinear terms in the sense that

|F(w)|+|Gw)| < Clw® if |w|<g

for some constant€ angl> 0. Though it is possible to considethnmuore general
situations (including derivative nonlinear or quasi-aneases), we do not go into such
directions for the sake of simplicity.

Recently, much efforts are made for study of the large timbab®r of solu-
tions to the Cauchy problem for the systems of critical noedir Klein-Gordon equa-
tions with possibly different masses ([8], [6], [7], [2], ][3tc). According to [6],
the Cauchy problem (1.1) admits a unique global classichitiso which tends to a
free solution ay — oo ifilr —u Yo — B )@ — n )/= 0. On the other hand, it
turns out that the casen(— u m(— w3 ¥3— un ) = 0 is much more delicate and
the previous works leave the problem open except a few padsalts. In [3], some
structual condition on the nonlinear terms is studied in-dimeensional cubic quasi-
linear case under which the solution exists globally andais la free profile even if
(m — p)(m —3u)(Bn—un) =0 (see also [2] for the corresponding result in tase of
two-dimensional quadratic nonlinearity). We do not stdteirt condition precisely but
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only point out that their condition is not satisfied if the finear terms do not contain
the derivatives of unknowns. In particular, the system gfety1 1) does not satisfy
their condition if (# — ) — 3 )3 —u ) =0.

In the present paper, we concentrate our attention on thewioly example:

(O+m?u = av?,
(1.2) @+ p?)v = u®,
(u, 0,u, v, 0;v) |;:o: (euo, €u1, gvo, €vV17), x eR,

t>0 xekR,

wherea, B € R, ¢ > 0 is a small parameter, angh, u1, vo, v1 € C(R). We will

find the large time asymptotics for the solution of (1 2) towhihat, ast — oo , the
amplitude ofv is modulated by the long range interaction wper m or u = 3n,

whereas, wherw /an p /= , the influence of nonlinearity disappesentually
andv behaves like a free solution in the large time. More petgi we will prove the
following:

Theorem 1. For any uo, u1, vo, v1 € C°(R), there existsso > 0 such that(1.2)
admits a unique global classical solutionéfe 10, eg]. Moreover the following asymp-
totics is valid ast — oo, uniformly with respect toc € R:

1 XN\ (2 n1/2
u(t,x) = —— Rel a(_)e’m(’ —|x|9)¥ :|+O t—l+5 ;
0)= = [ : ()

u(t, x) = ﬁ Re[{A(;) log? +b<)t_c)]em(z2x|2)1/z} + O 1),

Here (-)+ =maxX-, @ ,i =v/—1, § is an arbitrary small positive number(y), b(y)
are C-valued smooth functions which vanish wheh> 1, and A(y) is given by

L AP it w=3m,

rom

A=) 2 yeag)aty) i = m,
i8m

0 if w#3m, u#m.

RemARrk. It is interesting to compare this result with the corresting one to the
scalar case

(1.3) (O+ 1w =puwd, t>0, xeR.

This has been extensively studied by Delort [1] in much moeeegal situations in-
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cluding quasi-linear case. According to his result, hasfthlewing asymptotics:

w(t,x)z%Re[aG) exp[i( — |x| )1/2+L(p< )Iogt}]

+0@1™ ), - 00

with

38
o(y) = —3(1— Iv1?),
Roughly speaking, this shows that the long range charadtaeomlinearity appears at
the level of thephaseof oscillation of the solution for the scalar equation (1 ®pile
our main result claims that the long range character appgatise level of theampli-

tude of the solution for the system (1 2).

n1/2

la(y)I?.

We can obtain the similar results for a bit more general systesuch as

o+ mi)ul = Fi(u, ou),
O+ mg)ug = Fo(u, ou),

(1.4) t>0, x eR,
(O +m3)uz = Fa(u, ou),
(O+m3uas = yuruouz+ Fa(u, du),

with the initial data

(1.5) (j, Ou)) |,oo= (euoj, eurj), j=1,23 4

Hereu =@  Y<j<a, 0 =(3;,,0,), y € R and F; @, du ) =0 (u|*+|dul|*) near ¢, ou ) =
(0, 0). When we put

A= [(}»1, A2, h3) € {E1)2 i ma = hamy + Aoma + )Lsma},
the corresponding result to Theorem 1 is stated as follows:
Theorem 2. For any ug;, u1; € C§°(R), there existssg > 0 such that(1.4)1.5)

admits a unique globaC* solution # €]0, eg]. Moreover the following asymptotics
is valid ast — oo, uniformly with respect tor € R:

uj(t, ) = \/_ Re[a, (x)einz,-(zz_lx|2)1/z] +O (t_1+5) . j=123
m;j
1 X L2 | 2yl/2
il il img(te—|x|%)¥ -1+
R [A(5) logr s %) Jem 0+ 0 (1),

ug(t, x) =
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Here, 6 is an arbitrary small positive number; (j = 1, 2 3) are C-valued smooth
functions which vanish whejy| > 1, and A(y) is given by

14 .

——@1-yAY? Y 006V i A0,
i8mimoms

A®y) = (1,22, 13)€A

0 if A=0,

wherea§+1)(y) =a;(y), aﬁfl)(y) =a;(y).

Remark. This is an extension of the previous result [7, Theorem,2wlhere
only the simplest caseF{ = F, = F3 = F, = 0) is treated by using the explicit repre-
sentation of the free solution.

2. Reduction of the problem

In this section, we perform some reduction following theaiddeveloped by [1],
[2], [3]. In what follows, we fix B > 0 so that

supplo, 11, vo, v1) C {x eR:|x| < B}.

Also we fix pg > max{ 1 2B} . We begin with the fact that without loss of generality
we may treat the problem as if the Cauchy data is given on tiperupranch of the
hyperbola

{(t,x) e R™: (t +2BY — |x|>=p§, t > 0}

and it is sufficiently small, smooth, and compactly suppbrti@his is a consequence
of the classical local existence theorem and the propertfinitE propagation speed.
See [1, Proposition.1 4], [2], [3] and [5], [4, Chapter 7] foetdil.) Next, as in [1],
[5], we introduce the hyperbolic coordinates, ¢ ) in the imerof the light cone,
ie.,

t+2B =pcostp, x =p sink, for x| <t +B

so that
1 .
9, = (coshp p, — —(sinhé Yoy,
P

1
9y = —(sinhé o, +—(coshy Py,
0

2 2
D+m2:8_2+li+m2_i28_2
ap=  pap p< a0
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and
p=+(t+2By —|x|2

We also introduce the new unknowns, (" ~) as follows:

u(t.x) = i(p, 6) o(t.x) = V(p, 0)
’ pY2coshkd’ ’ pY/2coshw 8’

wherex > 0 is a parameter which is determined later. Roughlplspg, x measures
the decay of the solution outside the light cone becauseh(@s?! ~ ((1— |x/t])+ +

1/t)K/2. Now, let us derive the equations which, {” ™) satisfies when (is g solution
of (1.2). Since

v* = p~?(coshk 6 ) 4p*

and
(O +m®u = p~Y?(coshed YO, +m?)i,
we have
~ o
DK + 2 i = ~47
( )i p¥?(coshkd }*U
where

+ +
3,02 ,02 902 p2 96 ,02

92 1 92 2 tanhkd 9 1<1
4

= +x?(1— 2(tanhco 5)) .

In the same way, we see that ~ satisfies

B ~3

e+ iD= —b g3
( W p(coshfce)?u

Summing up, the original problem .(1 2) is reduced to the Wil Cauchy problem:

o

O +m?ii = —— %,
2.1) pPAcoshed} o p 6 eR
. 5 B s
|:|I( + 2 = )
( W p(coshkd )Zu

with the initial data

(2.2) { (@, 3pit)| p=po = (ello, €iin)

(0, 0,0)| p=p = (€0, £V1).
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Our strategy is to prove global exitence and uniqueness efstiution to (2 1)—
(2.2) (see Proposition 3 below), find the asymptotics forv("aS)y — oo (see (4 2),
(4.3) in §4), and finally return to the solution of the original problem

In the next section we shall prove the following propositibm what follows, we
denote byH*® R) the standard Sobolev space foe Ny = N U {0}.

Proposition 3. Letx > 0 and leto be an integer larger that + 4. For any
(ito, it1), (Do, 91) € H?* (Ry) x H¥~Y(Ry), there existssg > 0 such that the Cauchy
problem (2.1)}H2.2) admits a unique global solution

1 1
(it, 1) € (1) €/ (po. 00; H* I (Ry)) x () C/ (o, 003 H* ™/ (Ry))
j=0 j=0
if ¢ €]0, gg]. Moreover we have
”3;)185#2&(,0’ ')”H”(]Rn) < Cp(j/4)+lz’
”8/[)189‘]4[25(,0’ ')”H”(R{,) < Cp§+0/4)+12

foreachO< j <o —1,0<1l1+I; <1, and for arbitaray smalls > 0. Here C is a
positive constant independent pf

Remark. Consequently we have

(2.3) (o, M ao®,) < C,
(2.4) 15(0, Mz, < Co°

for any p > po.

3. Proof of Proposition 3

This section is devoted to the proof of the Proposition 3. Ppheof is done by
means of the contraction mapping principle. For this puepage prepare a version of
the energy estimate for’}, + M2), which is essentially due to Delort—Fang—Xue [2]
(see also [3]). We state and prove it here with minor modifbcest

Let us define

1 1/2
()l £y = ( /9 . 19,0 (p, 0)? + ?wm(p, 0)I” + M?|¢(p, 9)|2d0)

for smooth functiong and positive constamt . We start by tHeofiong basic esti-
mates.
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Lemma 4. For « >0, M > 0,s € Ny and for smooth functiow(p, 6), we have

d 2 C .
2 1950 () 1 20y < " 1950 (P 12 ary * po > 18701y
j=0

(3.) + Cl36 ()l |95 O + MA)$(0) | oz,
and

(3.2)

d c L -
o 1350(0) 150y < i Y 18560z * Cll33 ¢ (o) a3 O + M2)P(0) | 245,
Jj=0

provided that the right hand side is finite. He@ is a posito@nstant depending
only onk, M, s.

Proof. In what follows, we denote bg  various positive conttawhich might

be different line by line. We first show the case where = 0. Athimmstandard energy
integral method, we start from the following calculations

d 1 1
%uqs(p)niw) =2 /R (0,6)(950) + 2 ®)(@:300) + M?(0,¢) — meﬁde
<2 / (0,0) <a§¢ - p—12392¢ + M2¢) do
R
—2« tanhk
=2 [ 20 0)@00)
R Y

- {% +1? = 23 (tanhed |93, ) + (2,0) (O + M) d6

4y C -
=% /R 90112016 + 100 ) i+ Ch @ 0| G + 496 .

The inequalities (3 1)}o and (3 2)- follow from the fact that the first term in the
right hand side is dominated by

2 2 1
7||¢(p)||%<m and ;(||¢(p)||%(M>+Wnamp)n%(m),

respectively. Next, we consider the case where 1. Using£3 With ¢ replaced
by 9;¢, we have

d 2k C
— 11830012 3my < —1350(0) 120 + —5 1950 (0) 112
dp 0 E(M) 0 0 E(M) 02 (i E(M)

+Cl1850 () £y ]| 3 E + MPp(0) |,
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+Cl193¢ (o) e | [ O + M?), 35]6(0) | -

On the other hand, we have the following commutation retatio

= 2 as1 = 1 - J
(3.3) [DK + M, 39] = F Z V5,5(0)9;

j=0
with appropriate coefficienty;, 6( ) satisfyingy; |z~ < oo , from which llbws
that
= 2 s 1 : J c - J
@ + 7)., 8;]6(0) ] . < i D sl 18] (o)l 2 < = > 18] (o) ).
j:O j:O

Summing up, we obtain (3 1). In the same way (3 2) follows. O

Next, we show the following energy inequality, which is theim tool for the
proof of Proposition 3.

Proposition 5. Let ¢ be a smooth function dp, 6) € [po, co[ xR, and letx >
0, M > 0,v> 0,51, s2 € Ng. If 51 > 4, we have

S1 852
sup(3 Do ¢+ 0 790) |
0 '2:0

> :
PZPo j1=

on)

= C (I + 1,9 (p0) -2

f1 %2 o0 e~
+Cy 3 / p~ V|32 (O, + M) (0)ll 2, P

j1=0 jp=0" o

provided that the right hand side is finite. He@ is a positaanstant independent
of v, po.

Proof. We first note that we can choose some constant 1 so that
clap) =Y o I oot =
; ,(p)_;p 19|, = CE:0)
=

holds, where

E(M)

e) = (Lo @2 ol V"
=0
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Straightforward calculation yields

51

d . | .
0= L el - (20 + 4 o0
j=0
s1—1
< p‘(z“”/z’ ”ae¢(p)HE(M) ~@wn/2) 4 ||351¢(P)||E<M)
j=0

S1Y  —(@u+s1/2)-1 2
- (2” + E)P @272 650 (0) | -
Using Lemma 4 and the relation 42 st/2) < —2, we have
d
—& 2

s1—1 ' C Jj+l
< Zp@”“/z’: — > 1958013y + U9 D (0 £y | 9 (O +M2)¢>(p)||L2}

=0

oo 2 €y
+p@ +S1/2){;||891¢(p)||%w) + 2 Z 1358 (P) o
1=0

+ CIa5 () san | 25 Ce + MIS(0) | Lz}

— 2epm@r/2- 9, (Pl %(M)

C s1—1 j+1 B o
O D M e 10 D SR IV
j=0 1=0 =0

S1
+C Y p @ 0]6(0) | e 97 O + MDB(p)] 2
j=0

=11+ Db
To estimate/;, we note the following relation:

si=1 /41 s1—1 j+1

DY o PN () ey = P2 Y DY oI 2= B 00 (0) 13 )

j=0 [=0 j=0 =0
S1
<021 o @ N55h ()1
=0
= Slpl/zgxl(lo)2~

This relation gives us

C

C
2510200 + Eu(0] = 80 0)"

L <

ko)

73
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As for I, the Cauchy-Schwarz inequality implies

1/2 1/2

S1 S1

—(2v+j j —(2v+j i (1~ 2

L <CY  p @2 ()5 > p @] O + MP)(p)| 2
j=0 j=0

51
< C&(P) Y p 0] (O + MA)$(0)] -
=0

Summing up, we obtain

dé, c T
25 P = SamEale) + C Do 3@+ MAB(0)] o
j=0

which implies
/Y2 1/2
En(p) < e=/PHCITE (po)

s P _ 1/2. 12 . i~
+C> /p e CIPTHCITE =i 91 ([, + MP)g(T) | . dT.
j=0F0

Using the fact that 1< ¢€/7"* < eClrd" < o€ for any p > po > 1, we obtain the
desired inequality withs; = 0. Concerning the case e > 1, we have only to use the
commutation relation (3 3) and the Gronwall inequality. O

Now, let us introduce the function space

Yo ::[¢ = (1. ¢2) € C°(po, 00; HZ (R; R?)) N C(po. 00; HZ"(R; R2)) :
0<"j<2 -1 7C; > 0 st

10/91(0) 5y = C10% 0% (0] palp)l ey < €™ 0]

equipped with the norm

o-1 o

Illyos = supz Z (p—j1/4H 80 2 1(p) HE(m) + p 69 338 (p) HE(M))'

> . .
PZP0 1120 j=0

Here,s €]Q ¥ 10] and>r > 1+#&4 . We denote §% r () the closed ballrin’ of
radiusr centered at the origin, i.e.,

Y7 (r) = {p € Y7 || Pllyes <r}.
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For ¢ = (p1, ¢2) € Y79, let S(¢) be the solutiony =i, V) to the Cauchy problem

~ o
EL + m2) g = 4
( K n )Wl pg/z(cosmg ¥¢2
p > po, 0 €R,
~ ’B 3
O + 12 = —————¢3,
( K 12 )Wz ,O(COShKQ ¥¢l
(Y1, Y2, 0,¥1, 0,9 2) |p=p0: (etio, €V, €1, £V1), 0 eR.

We shall show thatS becomes a contraction mapping’68 r () whechseses,
r appropriately. Then we can apply the fixed point theorem t@minbProposition 3.
Let ¢ = (b1, ¢2) € Y7°(r). It follows from Proposition 5 that

(o]

1S(@)lly=s < Ce +C / G(o)dp.

o

where

o-1 o
G() = 32 3 (1 3 e ga(0)?)

J1=0 j2=0

+ o=@/ | g% ()

L2(R,) LZ(]R(,))'
Since [(ji + j2)/2] +1 < [0 — 1/2] + 1 =0, the Leibniz formula and the Sobolev
imbedding yield

itz
< Cllga(P) 3 smran Y I135¢1(0)llL2

=0

o5 (9a(o)°)

LZ
Jatijz ‘
< Clga(p)F Y rpt/ D7)
1=0
< Cr?’ph/“.

Here [- ] stands for the integer part. Similarly we have
Jitje

3 —J2)+
L = Cliga(p)llzpe Y rp™ AR
1=0

302 {g2(0)*)

< Crip®Hi/4,
Therefore we obtain

o0
IS(@)lly-s < Ce+ C/ 3o W) 44 -2 %)y,
Lo

[o.¢]
<Ce+C(1 +r)r3/ p T dp

0
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C(L+r)3
<Ce+———.

Note that 1+ < 3 2= &4 sincé < /1 10. When we takge:= r/2C and choose
r > 0 so small thatC (1+ /¥ < §/2, we have

1S(@)llyos <r,

provided thate € [0¢o].
_ Next, we puty = S(¢) — S(@') for ¢ = (¢1,¢2). ¢’ = (¢7.¢2) € Y7°(r). Then
¥ = (Y1, ¥2) satisfies

= - o 14
(P +m2)‘ﬁ1 = m(‘?é —¢5),
= 2.7 ,3 3 3
(DK+M)WZ_W(¢1_¢1

with the initial data
Y1 =92 = 8,01 =09,02=0
at p =po. Using Proposition 5 again, we have

o-1 o

Pl <Y [ Gantodan,

/150 =0 0

where

G elp) = O[5 gy (o) — @'y (o))

L2(Ry)
+ p&24/A) H 9 pa(p)* — d5(0)*} L)
In the same way as before, we have
‘ Jitiz
Gujp(p) < Crep= @ M N " 50 $1(0) — ¢'1(0)} | 2
1=0
' Jiti2
+Crip @23 N o0 ha(p) — ¢ 2(0)}) .-
1=0
Jiti2 ‘ ‘
< Crzp—(1+5) Z p(1/4)[—J1+(1—Jz)+}||¢ — ¢/ |lyes
1=0
Jitj2

+Cr3p @O N (U1 g — ||y
=0
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2 —(145
< CL+r)?o " )g — ¢l yos.

Therefore, ifr is chosen so small thato ( 1) (& +2 X §/2 holds, then we have

8 o0
1S(®) = S@)lly-s < 5 ( / p“ﬂ”dp) I — ' llyes
P

0

IA

1||<15 ¢l
2 Yyo.d.
This completes the proof of Proposition 3. O

4. Proof of the Main Theorem

In what follows, we only treat the case where = 3 . The otheesasman be
treated in the same manner.

First, we rewrite (2 1) as

1
2 2~ _
(ap +m )l/l - p?’/ﬂRl’
. B 3, 1

02+ ud)p = + R>,

(0 + 1) p(coshkd ?u P2 2
where

Ri= S (p0) + —pag Ll Ro= p7 L0
(coshkd ¥ pl/2+%

with

- 1
L, = p*(02 — Oy) = 07 — 2« (tantwd Py — i 2 + 2?(tanhk 6 Y.
It follows from (2 3), (2 4) and the Sobolev imbedding that

sup( I Rs(p, sy + | Rolps Mieqey ) < o0
P=P0

Next, we put
Gy = eT™ (m ¥ id,)i,
by = TP (T i0,)0.

Note thatq: andb. satisfy

) :l:eq:imp
~ . Fimp (a2 2\~ _
dpl+ = Fie (9, +m®)it

- ip¥2® Ry
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and

~ :te]F’“p,B (e””’pfh +eimPg >3 +eFine R
= 2

9 =
P Tip(coshid ¥ 2m

3 : .

+8 3\ i {B=2mFulp 3l JeFine
4.1 = - =g ) + Ro.
4.1) i8m3(coshcd ¥ 12:0: (l ) 0 (@) (a-) ip2s ?

l'p2—5

We are going to find the asymptotics @f b, asp — oo . It is easy to do it fous .
Indeed, since

e 00
_/ |8y (z, 0)| dr < C/ 2B e < Cpm Y2,
P

P

we have
(4.2) i (p.0) = AT (0) + O(p Y#**),

where

Fimt

o0
ar(0) := e™"{miio(0) F iit1(0)} +/ le(T, 0)dr.
Po
To get the asymptotics df., we use the following lemma.

Lemma 6. Letv € R and lety;(p,.0) (j = 1,2..., N) be smooth functions
which satisfy

[¥i(0,0) < Co, 19,¥(p0,0) < Cop™"
for some constan€y > 0 . Then we have

elon N 3 (elor N -
[Tvie.0 =—{. ]_[wj(pﬁ)}+0(p’m'”{2“”})
P 9 Liwp 7y

for w € R\{0}, while

14 9 l N
5 [Tvite.0)= %[0090)5 v;(p, 0)] +0O (p~"logp).

j=1

Proof is quite simple. Indeed, using the relation

elor 9 (el elor 9
l._[]h - _{iwp ﬂwj} w %

Dl
i\ =z
=
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eiwp N 9 eiwp N
; ij—a{iwp]_[w,-} _|w|p ]‘[wf, Zw vl [T1v)1

J=1 Jj=1 j#k
cy NCY
< 0 + 0 .
lwlp?  |w|pt*

The other one follows similarly from the relation

18 N
STTvi= {(Iogp)ﬂ v} - (Iogp>—(ﬂ v)-
Jj=1 j=1
Applying the above lemma to (4 1), we obtain
~ +eFinp
Op(by — P1) =Wy + l-;ﬁRz,
where
0u(p.0) = (0g0) 2L Loy 6 (0.0 = )
e P i8m3(coshkh ¥ P2 T 0,8,
and

lIl“'(lov 9) = (9(p73/2+43 Iog 10)7 v (107 9) = \II"'(/Ov 9)

From this it follows that

[e.¢]

|b(p. 0) — @(p, 0) — BT ()] < / |Wi(z,0) + dt < Cp~Y/2s
)

Ro(t,6)
2=

where

[e9] Fipt

b(6) = ¥ {uiio(6) F i11(60)} — (00, 0) + / V(e 0)+ S Rafr, 0) d

o
Therefore we obtain

B (@ ©)°

43) D400, = 000 ) g R osina §

+DT(0)+ O(p >

as p — oo, uniformly with respect té € R.
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Now, we are going back to the original variables. Remembat th

eimpgl“’(pv 9) + eiimp&* (107 9)

u(t,x) =

2mpY/2coshk 6 ’
1) = B0, )+ 0D (p.6)
v\, x) = )
2upt/2coshed
1 2B +t +x
=/ +2BR —|x|2, 0=Zlog| ——
o= V2B - 0= jlog( 2y )

ands > 1,|x| <t +3B . Using the relations &, b> = b and
o’ - Cct™ t+2B\"
coshkd — (coshp ¥ 0

X 2\ k—v
=o' (1= |55
t+2B

<Ct™

for k > v > 0, we have

elmp(l,x)

e (G(I,x)):|+(9(t_l+4‘s),
v(t,x):Re[ et { p {Czl(@(t,x))}SM)+Z(9(t,x))}]

Qu

(4.4) u(t, x) :Re[

u~/t + 2B | i8m?3 coshy ¢, x
(4.5) +0 (t79),
where
. (costy ¥2ax() = (costy ¥/2b°(6)
)= —— " * > p)= ———F
a(0) coshkd - b6 cosh

Next, we put

( ) . eiZB’"\/Wc:l(Go(y)) if |y| <1,
aly) =
0 if |yl >1,

AG) = - PG

¢2BIDEE (Go(y)) + A(y) logy/T — [yI2 if || <1,
0 it iyl=1

b(y) = {
with

1 1+y
Oo(y) = > log (m) .



AsYMPTOTICS OF NONLINEAR KLEIN-GORDON SYSTEMS 81
Note that the following estimates are valid (cf. [1, p.58P59
10a(y)l < C(L— [y)/>Y*,

‘a<l +x23) _a()t_c)‘ =< Ct‘l{(l_ ‘; )+ N }}K/275/4’

t
oM 2B _ jimt 1T/ < Ct*l{<1— ‘f

1,-1/2
).r7h
t1/+ t)+

l\x|<l

These relations give us
eimt«/lflx/(t+23)|2 ( X ) eim«/tzflxlz (.X)
Jiv2B  \i+2B N
e 14 RO I e
a —al - - —=
T Vt+2B ! \t+2B t t+2B /i

()

+i oM Ix/(¥2BY2 _ jimin/1-|x/1]2 a(f)
Jt t
- Ct73/2{<1 _ ‘{ ) + }}K/275/4+ Ct*3/2<1 B ‘i )K/271/4
- ti/+ t ti/+
K/2=1/4-1 2
e (o[,
t/+ t
<cr¥?
provided thatx > % 2. Summing up, we have
eimp(t.x) . eimi«/lflx/(f+28)|2 X
6, x)) = a( )
mA/t + 2B ( ) mA/t + 2B t+2B
eim«/fzflxlz

() o

Substituting it for the first term of the right hand side of (4 we obtain the asymp-
totics of u . In the same way, the first term of the right hand 6i¢4.5) can be writ-
ten as

Re[%\/? {A()t_c> log? +b<)t_c> ” +0@?logr),

which yields the asymptotics af . This completes the prooffb&orem 1. [l
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5. Concluding remarks

(1) We can prove the analogous result for two-dimensionaécauch as

(O +m?)vy = av3,

(5.1)
O+ p?)vz = o,

t >0, xeRz,

wherea, B € R, or

o+ mi)ul = Fi(u, ou),
(5.2) (m +m§)u2 = Fo(u, du), t>0, xe€ Rz,

O+ m%)ug = yuguo + F3(u, ou),

whereu = @ )<j<3, @ = (3,3, dy,), ¥ € R and Fj @, du) = O (ul® + |9ul®) near
(v, 0u) = (0,0) (j =1 2 3). For the solutiom, of (5.1) (resp.uz of (5.2)), the long
range effect as in Theorem 1 (resp. Theorem 2) is observeddfamly if u = 2m
(resp.m3 = Aymq1 + Aomo for someiy, A € {£1}).

(2) One might expect a result similar to Theorem 1 for oneetisional cubic homo-
geneous case, such as

O+ m?)u = av’,
(5.3) ( )

(O+ u?)v = Bus.
However, it seems still open whether this holds true or ndte Thain reason is that
Lemma 6 is not effective for (5 3). Indeed, we can not rega(g—"logp) as the re-
mainder term in this case since it is impossible to take grefitan 1.
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AppiTIoNAL REmARK.  After submitting this paper, the author was informed of the
following paper:
D. Fang and R. XueGlobal existence and asymptotics behavior of solutionsafoes-
onant Klein-Gordon systems in two space dimensiqnsprint (2003),
where analogous problems in two space dimensions are detus
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