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0. Introduction

In this paper we consider the existence and uniqueness of solutions of
the following Bellman equation:

inf;{av/as—kl/Zng‘,_sva,-j(a, s, x)0%0[0x;0x;+
(0.1) 3 bier, 5, %)90fox—c(e, 5, xjot+-Lia, s, )} =0,
o(T, x) = h(x)

where 1=v<d, A is a separable metric space and (g;;), 1=, j=<v, is a positive
definite matrix.

W.H. Fleming already considered in [1] the following equation which
is more restrictive than Eq. (0.1):

00/0s+1/2_33_aus, x)6°0[0x,0x,+ 3] b(s, x)90]ox,
(0.2) —l—inf{i} b(a, s, x)0v[0x;—c(at, s, x)v+L(et, s, )} =0,
o(T, x) = h(x) .

In [1] he also considered the deterministic case that »=0 in Eq. (0.2). His
approach to this equation is as follows; consider stochastic control problem
for a system described by the following stochastic differential equation:

0.3)  dX, = b(a,, t, X,)dt+o(t, X)dB, X,=x,

where b, s, x)=b,(s, x) for all i=v+1, ---, d, 0':<g 8), & is a nonsingular

(v, v)-matrix, (B,) is a vector valued Brownian motion, x is a vector of R? and
(o) 1s a non-anticipative control variable having values in 4. Define the cost
v by the following formula:

04) (s, %) — inf E[STL(a,, t, X‘f's"‘)exp{—stc(a,, v, X%%)dr} dt

+h(X‘;'S"‘)exp{——§Tc(a,, 1, X©0)dty]
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where inf is taken over all non-anticipative control variables and (X%%) is
a solution of Eq. (0.3) associated with («, s, ). Then W.H. Fleming proved
that the function v is continuous in (s, x) and it has generalized derivatives
(in distribution sense) 9v/0s, 9v/dx; (1=i<d) and 0%v/0x,0x; (1=i, j<v) be-
longing to Ly 10.((0, T')X R?) for all =A< co and, furthermore, it satisfies Eq.
(0.2) (a=a0c*) at almost all points of (0, T')x R¢.

We shall extend his results to Eq. (0.1) in which all the coefficients in-
cluding their derivatives are assumed to satisfy the polynomial growth condi-
tions. In §2 we shall treat the existence problem of solutions of Eq. (0.1)
and we shall obtain the results similar to those in [1]. The method of [1] es-
sentially depends on general theory of linear differential equations of parabolic
type, but this method cannot be applied to Eq. (0.1). Instead, we depend on
some estimates due to N.V. Krylov [6] in the theory of stochastic control and
on some properties of convex functions. In §3 and §4 we shall discuss the
uniqueness prcblem of solutions of Eq. (0.1) under more additional assump-
tions, which has been treated also in [6] (Chap. 5, §4) in a restrictive sense
(see Remark 4.2). Moreover, in §5 we shall extend the results obtained in
§1~84 to the case where the coefficients are unbounded with respect to a.

Besides [1], [6], there are several results concerning these problems. In
[3] the author studied the same problem as in [1] with respect to Eq. (0.2) in
which b;(v+1=7=d) also depend on a. [3] is a special case of Eq. (0.1), never-
theless the results in [3] are not necessarily contained in the present paper (cf.
Remark 1.1). In [5] N.V. Krylov considered Eq. (0.1) (v=d) in elliptic case
with degeneration in such a way that there is an admissible contrel variable
for which controlled process does not degenerate. Note that in [5] the co-
efficients are unbounded with respect to a(cf. §5 below). P.L. Lions also
solved in [7], [8] Eq. (0.1) (v=d) in elliptic case, in which the matrix a may
degenerate but the coefficients including their derivatives are bounded.
Especially, in [8] he discussed about ‘“‘visccsity solution” of differential equa-
tion and its application to Eq. (0.1) (v=d).

As an application of our results, we can show the existence of generalized
solutions for some nonlinear differential equations of parabolic type with de-
generation, which will be explained in detail in §2 and §5. For example,
the following three differential equations have generalized solutions:d=2, v=1.

(0.5) ,+1/2 v, —{(v,.)+(v,)} 24 L(s, 2, ) = 0,
(06) 'vs—l—‘z}xx— {(7),,)2/2—["7),;,7),+‘U,,‘Uy+(‘vx)2+(7)y)2} llz—l_L(s) Xy y) =0 )
(0.7) v4-1/2 v, — {(v,)’+(v,)} +L(s, %, y) =0,

where v, v,,, v, and v, denote 0v/8s, 8%0/0x? 8v/0x and 8v/dy respectively.
We can consider more examples different from (0.5)~(0.7).
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1. Formulations and preliminaries

Let T be a finite positive number (fixed). Let 4 be a separable metric
space and A be the Borel subsets of 4. Put Q;=(0, T)X R? and O,=[0, T]
X R?.  Consider the following control problem for a system described by
stochastic differential equations of the type:

dX, = b, s+, X,)dt+o(ay, s+t, X,)dB,, 0<t<T—s,

(1.1) X x

where 0<s<T, x is a R’vector and (B,), 0<¢t=<T, is a R%valued process of
independent Brownian motions. Suppose that the coefficients b and o satisfy
the following conditions throughout in §1~§4.

(A.1) b(a, t, x): AX O W R and o(a, t, x): AX O, W REQR? ((d, d)-matrix).
We assume that they are continuous with respect to («, ¢, x). Furthermore,
for some constant k=0, for all a4, t[0,T), x, yER?, let

(1.2) |b(et, 2, )—=b(ex, 1, y) | +-llo(a, i, x)—a(a, 8, )| Sk|x—y] ,
(1.3) lb(a, 2, 2) [ +-llo(e, 8, x)[| <k(1+|x]),

where ||+|| denotes the norm of matrix. For all =4 and /€ R’ let the deri-
vatives v (@, ¢, %), Yoo(a, t, x)®, (8/0t)y (a, ¢, x) exist and be continuous
with respect to (¢, x) on Oy uniformly over & (y=b, o). Assume that the fore-
going derivatives do not exceed k(14 |x|)” in norm for all a4, IER?, (¢, x)
EQT, where m is a nonnegative constant. []

We introduce here the concept of strategy by the following way.

DrriniTION 1.1. By a strategy we mean a process a,(w), 0<t=<T, de-
fined on a probability space (Q, &F, &,; P) satisfying the standard conditions®,
which is progressively measurable with respect to (<), having values in A.
We denote by U the set of all strategies. [

Remark that from the assumption (A.1) about & and o, for each strategy
ac and (s, ) €Qy, there is a unique solution of Eq. (1.1). Then we denote
it by (X$°%). We often write 5°(¢, ) and o”(¢, x) instead of b(e, ¢, x) and
a(a, t, x) respectively. Next, define the cost by the following formula: for
each a €, (s, x) =0y, let

1) ren(t, x) and royen(t, x) denote first and second derivatives of r(¢, x) along spacial
direction / respectively. Generalized derivatives of v in the [-direction, v¢;y and v,
are also defined in a usual way (see [6], p. 47 ~ 50).

(2) (Q, &, P) is a complete probability space, (Z%;) is a nondecreasing family of sub o-
fields of & and right continuous in %, and F, is trivial with respect to P. Here after
we always assume these conditions for all probability spaces unless otherwise mentioned.
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(14) (s, x)=E [ST—SL(a,, stt, X7+*)exp(—pi-)dt
0
(X7 )exp(—¢72)]
t
where ¢?""=S c(et,, s+r, X3**)dr, and (X%**) is the solution of Eq. (1.1)
0

associated with (e, s, x). Suppose that the functions L, ¢ and 4 in (1.4) always
satisfy the following conditions in §1~§4:

(A2) L(a, t, x) (c(a, t, x)): AX O, W R(R,), h(x): RPW—R. We assume that
the function L(c) is continuous with respect to (a, ¢, x). For all a4, IR?,
let the derivatives v()(a, t, x), Yow(a, t, x) and (8/8t)y(e, ¢, x) exist and be
continuous with respect to (f, x)EQ; (y=L, ¢, k). Furthermore, assume that
v(=L, ¢, h) itself and the foregoing derivatives satisfy the following conditions:
for all (a, t, x)€AX Oy, lER?,

(L.5) %8 %) +1(0/08)7*(2, 2) |47, #) |+ [¥ihr(®, )]
<k(1+|x|)". O

Then we have the following well known result which will be often used
in this paper (for the proof, see, for example, [2], Chap. 5, §4, Theorem 4.2).

Proposition 1.1. (a) For each n=1, 2, ---, there is a constant k,=0 such
that for all (at, s, x) EAX O,

(1.6)  E[ sup |X%*|\|<k(1+|x]),
0St<T-S

where k) depends on (k, \).
(b) There is a constant N=N(k, m)=0 such that for all (o, s, x) €A X Oy,

(17) 9% %) SN(A+]#)". O
For each (s, x) €0, put
(1.8) v(s, x) = inf v%(s, x) .

aEu

Then the finiteness of v will be given in Proposition 1.2 (see below).
Let 1=v<d and let 5 be a (v, v)-matrix such that for all (¢, x)€0; and
£=RY such that £34 ... J-E2=1,

(19)  sup (€ o™(t, x)o™(t, #)*£)>0,

where 6* denotes a transposed matrix of 6. From now on we assume that
the (d, d)-matrix o in Eq. (1.1) is written as follows:

(110) o= (‘; g).
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Then our object in §1~82 is to show that v of (1.8) is a “‘generalized solution”
of Eq. (0.1) with a=o0o*, whose meanings will be given rigorously in the next
paragraph. The rest of this one is devoted to state preparatory results about v,
which are mainly due to W.H. Fleming and Rishel [2] (Chap. VI, §8), and
N.V. Krylov [6] (Chap. 3~4). The following results are fundamental for
our discussions, some of which are easily verified by hand.

Proposition 1.2. (a) The function v(s, x) is continuous on Qr and (T, x)
=h(x). Moreover, there exists a constant N=N(k, m) such that for all (s, x)
EQT:

(111 Jofs, x) | SN+ |=])".

(b) For each s€[0,T), the function v has first-order generalized derivatives with
respect to x;(1=i=d), and for each x= R? it is absolutely continuous with respect to
s€[0, T, has also on this interval a generalized derivative with respect to s. Fur-
thermore, there is a constant N=N(k, m) such that for almost all (s, x)EQy,

(112)  [(8/0s)o(s, %) |+ |V.o(s, #)| SN(1+ [x] )",

where V ,v(s, x)=(0v/0x,, -+, 0v[0x,) (s, x) .
(¢) There is a constant N=N(k, m) such that for each s<[0, T]

(1.13)  o(s, x)—N(1-+F |« |2)@mA+

is a concave function with respect to x.
(d) Especially, in Qr, (s, x) has second-order gemeralized derivatives with re-
spect to x;x,(1=1, j<v) and, further, the foregoing derivatives are locally bounded

in Q.
(e) For each a €A, define operators F® and F by the following:

(1.14)  F*(u,, u;j, u;y 4, 5, x) = ,,—{—1/21S2 1Ia’é’,-(s, xX)u;;
+ 33 B m—c(s Xyu--Ls, x)s ,
and
(1.15)  F(u,, u;j, u;, 4, s, X) :——.31515 F®(u,, w;j, u;, u, s, x) .
Then it holds that
(1.16)  F[v] (s, x)=F (v, Vzyejy Vs 0, 5, )20 ace. (Or),
where v, v, and v, denote 9v[0s, 8*v[0x;0x; and 8v[dx;, respectively. [

Proof. (a) and (b) are due to [6] (Theorem 3.1.5 and 4.4.3). (c) is also
due to [6] (Theorem 4.2.3) but it is also verified directly by hand. (d) and
(e) are just simple applications of N.V. Krylov [6] (Theorem 4.3.5 and 4.7.4).
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To prove these, we introduce some notations follow him. For any a€A4,
(t, x)€0y, lER?, put

(1.17)  w*(¢, x) = {14-tr a®(t, )+ |6°(t, x)| +c"(¢, x)+ | L*(¢, x)|} 1,
(1.18)  w()=p(t, x, )= inf sup n°(¢, x) (a®(t, x)\, N),

(1.19)  O() = {(t, ¥)€0y; u(t, x, 1)>0} .

Notice that (¢, x) is continuous in (¢, x) and 0<n”(¢, x)<1 from the assump-
tions (A.1) and (A.2), and notice also that Q(/) is a Borel set with respect to
(t, x). We can show easily that if ” is of the form (1.10) with (1.9), then O(/)
=Q; for all /€R, |I|=1, [=0@w+1=i=<d). Indeed, to prove this, remark

first the following equivalent relation: for such I, u(¢, x,1)>0<  inf
AeRr9,U,00=1

sup (a®(t, x)A, A)>0, by the fact that 0<n®(t, x)<1 for all (¢, x) €O, (note that
LI=V3

for such J, if (I, A)=1, then there is a number 7 (1=<7{=<v) such that A;=0).
Next, put u(Z, x)=‘E inf sug(a‘”(t, x)E, £) (where a=a5*). Then, inf sup(a®

ERY,|£]=1 @ U,\=1%4
(¢, &)\, M) = p(t, x)>0 from the assumption (1.9). The rest of proof for (d) and
(e) is quite the same as N.V. Krylov ([6], Theorem, 4.3.5, p. 187). [

ReMaRk 1.1. In (d) of Proposition 1.2, it is shown actually that for any
unit vector /ER? such that /,,;=:--=I,=0, the second-order generalized deri-
vatives vy () satisfy the inequality: there exist a constant N=N(k, m) such that

(1.20)  —N({+]x])P"/p@ 5, hSvoot, SN+ x])*" ae (Or).

Suppose, further, that ¢” satisfies the following stronger condition than (1.9):
there exists a constant x>0 ‘

(1.21) (@2, %), E)=p|E|?

forall a4, (¢, x) €0, and EER’. Then it holds from (1.20) that vy, satisfy
also the polynomial growth condition as v, (see, [6], Theorem 4.7.4, cf. [1]
and [3]). O

2. Bellman equation

In this section we shall show that the function v of (1.8) satisfies the Bell-
man equation (0.1), i.e. we have the following.

Theorem 2.1. For almost all (s, x)Q;, F[v] (s, x)=0. [

According to Proposition 1.2 (e), it suffices to verify that for a.e. (Or),
F[v] (s, x)=0, which will be shown by perturbation method. Let 1>&>0,
and for any (a, t, x) €A X O, put
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a(t,x) 0 \}v

. ".‘!t — & 0
ey ea=| o E0),
0 ¢/)
N——— N
v d—v

Then clearly ¢®*® is (d, d)-matrix such that a®*=c""*(c™")* satisfies that for
each £>0, for any unit vector /ER?, inf sup n™*(¢, x) (a®*(¢, x)A, A)>0 for

U, =1 a4
(t, x) €0y, by (1.9), where n®*(¢t, x)={1+tr a™*(¢, x)+|b*(t, x)| +c*(¢, x)+
|L*(t, x)|}~*. For any £>0, (@, s, x) €A X Oy, consider the following stochastic
differential equation associated with o°:

dX, = b*(s+t, X,)dt+o"(s+t, X,)dB,, O0<t<T—s,

2.2) { X x

and denote by (X%***) a unique solution of Eq. (2.2) associated with (a, s,
x, €). In the same way as (1.4) and (1.8), define v™* and ¢° by the formulas:
T-s
(2.3) v™E(s, x) = E[So L%(s+t, XP*=")exp(— oy =" )dt+
h( X727 )exp(— 72",
where ¢‘}’"""=Stc“'(s—f—r, X755 dr, and
0
(24) 0%(s, ¥) = inf (s, x) .
acsll

Then, like the function v, it is easily shown that ¢* is also continuous with re-
spect to (s, x) €0, v(T, x)=h(x) and, in addition, it satisfies the same inequality
as (1.11), i.e. there is a constant N=N{(k, m) such that

(2.5) [0%(s, x) | EN(1+|x])" for all (&, s, x) .

We introduce here the following notations: for each 1=<y=<d, p=1 we
say that a function u(s, x) over O belongs to W}:%Y (Q;) if u has a first order
generalized derivative with respect to s, first order generalized derivatives with
respect to x; (1=¢=d) and second order generalized derivatives with respect
to x;(1=¢=v) on O and, moreover, for any bounded open set QC Q the fore-

going derivatives belong to L,(Q). Put
d
26 lullro=lullpa ot 3 lsllpot 3 lmlne,

where ”““p.o=(SSQ|”(5» x)|?dsdx)V?. We write Wji(Qr) when y=d. It is
well known that the function »° has the following properties ([6], Chap. 4).

Lemma 2.2. (a) lgn‘} v°(s, X)=uv(s, x) and the convergence is uniform in
>
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each cylinder Qg z, where O x=[0, T]X {xER?; |x| <R}.
(b) For all p=1,v €W}, (Qr) and, moreover, there is a number N=N(k, m)
=0 such that for all (s, x)€Q,, £>0,

(2.7 [(0/85)0%(s, x)| + | V,0%(s, x) | S N(1+ | x|)*™ .
(c) Forallae A, 0<e<], define F** and F* by the following formulas:
(28)  Fu, gy, thy 1, 5, ) = Fupy s, s, 4, 5, 8)+(812) 3 w4,

and

(2.9) Fi(u,, u;;, u;, u, s, x) = :IEIE F®%(u,, u;;, u;, u, s, x) .

Then it holds that for each £(0<<€<1)

(2.10)  Fo[o°] (s, ) =F*(v5, V5o U5y 0%, 5, %) =0 ace. (Qr). [
For all (a, s, x)€AX Oy, £>0, set

@11)  X** (s, x) = é B(s, %)0%(s, ®)+-L%s, x), and

2.12) X5, %) = i B¥(s, %)0,(s, )L, ).

Then we can get easily the following inequality by means of (1.3), (1.5), (1.11)
and (2.7): for all (a, 5, x)€EAX 0, 0<E<],

(2.13) XS, %) |+ X5, ) | SN+ | x| ),

where N=N(k, m)=0 is a constant.

Now we consider the following transformation of variables (s, x) €0, due
to W.H. Fleming and R. Rishel ([2], Chap. 6, §8): let fix arbitrary (§, €)
such that £=(£,4y, -+, £;)ER?™ and 0<€<1, and define new variables (s, y)
€07 by the following way.

s=s
(2.14) yi=x;, 1<i<v,

Ey,- = xi—fi, V—I—léiéd .
For any yER’, let 7 and § denote the first » and the last d—» components of
y respectively (similar for x=(®, £)). Then (2.14) is equivalent to say that
y==x and &)=2—E. Let also (s, y)=0%(s, ). Note that the function +*
depends on (£, €). For simplicity, for the moment, suppose that a™* does not
depend on x. From (2.10) it is easy to verify that «° satisfies the following
equation: for a.e. (s, ) €07,

(215)  inf {@OY"+ D atis) (030319 2+
(112), 35 _(@I0yD¥—2*(s, Y +X5%(s, 3)} = 0,
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where

X5 (s, y) = X5, %) (= X5, 3, €9+E)),

2.16
(2.16) {E""(s, y) = (s, ) (= (s, 7, E9+E)).

We have the following result about the function +°.

Lemma 2.3. (a) For each >0, for any p=1, v €W ,L.(07).
(b) There is a number N=N(k, m, §)=0 such that for all (€, s, ),

2.17) [ (s 2) [ +1(8/0s)¥*(s, ¥) +§d} [(0/0y: )W (s, »)| =N(1+1 1),

and, furthermore, . (1=i, j=<d) are locally bounded in (s, y) uniformly with

respect to E.

(c) limp*(s, y)=20(s, 7, &) and its convergence is uniform in each cylinder Or .
20

Proof. Since (b) implies (a), we shall prove only (b) and (c). First,
it is clear that for all (s, ) €0, |¥(s, ¥)| <N(1+4|y|)" for a constant N=N(k,
m, £). Indeed, by means of (2.5) and (2.14), it is sufficient to remark the in-
equality: |x|2<N(1+4|y|)? where N=N(£)=0 is a constant so long as §(€R*™")
is fixed. Since Yrs(s, y)=2v5(s, x) and |vi(s, )| =N(1+4 |x|)*", it holds that
[3(s, )| SN(14|y|)*" for a constant N=N(k, m, £)=0. Concerning r};
(1<i=w), |3, ¥) | =vi(s, )| SN+ | y|)™, while, for »v+1=i<d, V5,
(5, ¥) | =|Evs (s, x)| < N(1+ | y|)*", where N=N(k, m, £)=0 is a constant.
Finally, since |&%(s, y)|+ |X**(s, ¥)| <N(1+|y|)*" by means of (2.13), it
follows from (2.15) and N.V. Krylov ([6], Theorem 4.3.5, p. 187) that 5,
(s, ) (1=1i, i<d) are locally bounded in (s, ¥) uniformly with respect to . As
to (c), suppose that |E|<R. Note that if (s, ) EO0;, then (s, 7, £)€0s 2z
Therefore, it holds that

I‘#!(s’ J’)“v(-“, y) g)l é “U!(S, 5}) 6.9_'"&)—7)2(‘9) 5)) E) I + ‘,UE(S’ 5]) E)
—o(s, 3, E)| <EIPINe+  sup  |o*(s, x)—o(s, )| >0 as&—0,

€0, VIR
by Lemma 2.2 (a) and (b). Here we used the estimate that there is a constant
Ni=N{(k, m, R) =0 such that for all £>0, (s, x), (s, x')EOr p, |V°(s, x)—2°(s, ") |
SNelx—x'|. O

Proof of Theorem 2.1. Since v° satisfies Eq. (2.10) associated with o*
(a=o0c*), it holds that for almost all (s, x)=Q,

0 = F[o*](s, x) = iréi{vﬁ—i—(l/Z)IS‘Ej_S:z?,-(s)vi,.,j
HE12), 3 0k X (s, 2)—c(s, 5)0'}

and then we have the following:
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: e q. 3 2 e
(218)  0Zinf{oi+(1[2) 5_atys)ok,+E12) 3 _oh

+X(s, x)—c*(s, x)0°} —l—i:;ﬁ{x‘”'g(s, x)—X(s, %)} ,
and we denote by fi(s, x) the second term of the right side:
(2.19)  fi(s, x) = ;ng {X**(s, x)—X"(s, )} .

If we change the variables (s, x) into (s, y) as we have seen in (2.14), then it
holds that for a.e. (s, y) €0y,

(220)  OZinf (5 9)+H(12)_3] at6¥5u s, )
+H(12), B _Whuls, 1)—8 (s, Y16 D)X 2 i 9),

where
(221)  fi(s y) =fi(s, 3, E9-+E) and X*%(s, y) = X°(s, F, €9+E) .
Define F by the following:
(222)  F(u, w0, 5, ) = inf fu, +(1/2) 3_ai(s)us;

H1]2), 5_i—25, DT )}
where
(2.23) %5, ) = (s, 3, §) and X*(s, y) = X*(s, 3, §) .
For all (s, y) €0, 0<&<]1, put
[ Fis y) = inf {—2"(s, y)+2%(s, 2}(s, 9)
{735, ) = inf {%**(s, )~ %5, )} -
Then it is easily seen from (2.20) that for a.e. (s, y)€0Qr,
(225)  0ZF[ (s 5)+2 5,5,

Where F'[‘l"!] (S, y)ZF(‘,"iy ‘I";.‘}’ja '\b'!s S, y)‘
In order to complete the proof of Theorem 2.1, we have to show further
the following two lemmas.

(2.24)

Lemma 24. For any i (=1, 2, 3) and {€,} such that &,—0, llrr% Fin(s, 9)
=0 a.e. (Qr). "

Proof. First, it is easy to verify that leilff)l F3(s,9)=07(s,y)E0;. Indeed,
| F3(s, )| = supl2™*(s, )= & (5, M) [¥* (5, 9) | = N(1+ [y |19 > 0 (¢ = 0),

where N=N(k, m, £) is a constant=0 (see (1.5), (2.16), (2.17), (2.23) and (2.24)).
Second, for f3, | F3(s, )| éSI:pIX“(S, 3, E9+6)—X(s, 3, &)1 §55P|(bm(5’ ¥
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3, €948), Vu(s, 3, E9+E)—(%(s 7, £), Vols, 3, )| +sup|L%(s, 7, e9+8)—
L*(s, 3, )| Ssup|b°(s, 3, &9+E)| 1Vo(s, 5, &9+E)—Vo(s, 7, £)|+sup 5°(s, ,
gy‘l“‘f)—bd(% 5)) E) I | V?)(S, 5}’ E)I +Sgp le(S) 5): 8_9—'—5)—_[,"(3‘, J-’) E) l EII+I2+13-

It is easily shown from (A.1), (1.5) and (1.11) that the last two terms I, and
I; tend to 0 as €—0 for ¥(s,y)=0Q;. As for I, we have the following: ||
SN+ |y )| Vo(s, 3. E9+E)—Vo(s, 7, E)|, where N=N(k, ) is a constant =0.
Here we can assume that v is differentiable with respect to x at (s, ® &) and
also at (s, 7, §,9+&) for all n=1. Indeed, from Proposition 1.2 (b) and simple
observations, for each s there are such points almost everywhere in RY. We
denote by [v,], 1=i=d, first-order (ordinary) derivatives with respect to x.
Then it is well known ([10], Theorem 25.4, p. 244) that [v,,] is continuous at
(s, ®, &), from which it follows that lir_gl[v,,,.] (s, 7, E,9-HE)—[v:] (5, ¥, §)|=0,

1=<7=d, and this implies that |I;|—0 as £,—0 because v,,=[v,,].
Finally, as for 73, |73(s ) < sup|X**(s, ¥)—X"(s, %) | < sup|6°(s, 3, &9

O Ve (s, 5, E+E)—Vo(s, 7, &8 SN(1+1y1)|Vo'(s, 3, E9+E)—Vels,
¥, &94-8)|, due to (A.1), where N=N(k, &) is a constant=0. On the other
hand, remark that [v;], 1=<i=<d, exist on the whole space from Sobolev’s
Lemma and that there exist a constant N=N(k, m)=0 such that for each s,
for any €>0, the function v°(s, x)—N(1+ |x|?)®"A*1 js concave with respect
to x, which can be shown by the way similar to Proposition 1.2 (c) (cf. [6], Chap.
4, §6). Since 1213 v°(s, x¥)=2(s, x) uniformly in each cylinder Oy g, it follows

from the well known result (see, for example, [10], Theorem 25.7, p. 248) that
for each s, {(1=i=d), for a.e. y and &, lirr})l[vi;'] (8, 7y EL9+HE)—[v:] (s, D, E4F

+&)|=0, from which follows immediately gmg Fi*(s, ¥)=0 a.e. (s, »)€0,. O

Lemma 2.5. Let QCQ; be a bounded open set. Then it holds that for
ae. (s, ) €0,

(2.26)  Tm F[y°] (5, ) ZF W] (s, 9)
where (s, y)Engl (s, ).

Proof. According to Lemma 2.3 (c), ¥r(s, v)=2(s, 7, &) for all (s, y)E0;.
Since vEWL(Qr) and ry, (s, »)=0 (v+1=4, j=<d), v€W*(Q) for any

A=1. On the other hand, for any £>0, clearly VWi ?*Q), from Lemma
2.3 (a). Moreover, it is also shown that sup sup [{°(s, y)|<<oo and lim |]\*
Q 20

€20 (5,7)sg

—A|l4+1,0=0, where J°=n+)r, by the fact that lin‘r)l V*(s, ¥)=(s, ¥) uniformly
2>
in each cylinder Oy ;. Due to N.V. Krylov ([6], Theorem 4.5.1, p. 193), in
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order to obtain the inequality (2.26), it is sufficients to show that +* and
satisfy the following two conditions:

(3) sup F—y]E€L,s(Q), and

= d
(b) sup {A—vi—2 5} €Lin(Q) -
But remark that the foregoing functions +r, Y, Yy, (1=i=d) and 4y, (1=4,
Jj=d) are locally bounded in (s, y), while it follows from Lemma 2.3 (b) that
V:, s, P (1=i=d) and +},(1=4, j<d) are also locally bounded in (s, y)
uniformly with respect to £(0<€<<1). Recalling that the coefficients a, ¢

and X in the formula (2.22) of F' are also locally bounded in (s, y) uniformly
with respect to «, therefore, we get the assertions (a) and (b) immediately. []

Let complete the proof of Theorem 2.1. For any {&,}, letting &,—0
in (2.25), then it follows from Lemma 2.4 that we have the following:

(227)  02Jm Py (s,3) ac. (Qr).
By means of (2.26) and (2.27) we have the following:

(228)  OZF[¥](s5) ae (Qr).

Since (s, ¥)=21(s, ¥, £) for all (s, ¥) €0y, it holds that F[y](s, y)=F[2](s, 7, &)
(note the equalities such that Yr,=uv, Yy, =0y, 11, j<v, Uy, =0, v+1=
i<d) for all (s, y)€0,;. Then we have the following inequality relative to v:

(2.29) O0=F[v](s, 3, &) a.e. (s, ¥)=(0, T)XR".
Since £&R?*™" is arbitrary, we can conclude from (2.29) that for a.e. (s,x)€0Qy,
(2.30)  O=F[v)(s, ). I

ReMARk 2.1. It is not essential that a™* is assumed to be independent
of x, made in the proof of Theorem 2.1. Indeed, we have to show in this case
that Lemma 2.3 (b) still holds and that for any £ER?™", (5,y) €0y, lim inf 3}

€0

® 1<i,jsV
{aii(s, 3, &) —ai;(s, ¥, E9+E)} X5, ,(s, ¥)=0. Note, however, that to prove
the former, only important thing is that a®*=0"*(c™*)* does not degenerate
and, furthermore, it is locally bounded uniformly with respect to «, which
are easily derived by virtue of (1.3) and (1.9). On the other hand, the latter
follows from (1.2) and Lemma 2.3 (b). [

We can now apply the above results to some interesting partial differ-
ential equations of parabolic type whose examples are given in the following:

ExampLE 2.1. Let d=2,v=1 and 4={(a, B)ER?; &*+F*<1}, and con-
sider the following Bellman equation:
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(231)  inf {o,+(12)0u-+av, B0, Lis, % 1)} =0,
,B)E.
where L(s, x, ¥) is independent of . It is easy to verify that inf {av,4Bv,}
(@,B)e4

= —V/(v,)+(v,)? (take (&, B)=—(v,, v,)/V (v:)*+(2,)?). Then it follows from
Proposition 1.2 and Theorem 2.1 that there exist a generalized solution of Eq.
(0.5) satisfying the conditions such as (1.7), (1.12) and Proposition 1.2 (d). [

ExampLE 2.2. Let (d, v, A) be the same as Example 2.1, and consider
the following Bellman equation:

(2.32) (wigf;{vs—;—(l/Z) (¢+B+2)v,,+av,+Bv,+L(s, x, y)} = 0.

Then it is easily shown like as Example 2.1 that the above equation is equiva-
lent to Eq. (0.6). Since a+B+42>0 for all (a, B)EA, there is a generalized
solution of Eq. (0.6) possessing the properties stated in Proposition 1.2. []

Thus we can consider many other examples analogous to Examples 2.1
and 2.2. See also Example 5.2 in the case where 4 is not bounded.

RemMARK 2.2. It is not difficult to consider examples of such stochastic
control problem as §1 whose state and cost are given by Eq. (1.1) and (1.4)
respectively. For instance, let consider a movement of an object in which
only some components (or directions) receive random disturbances but not
so are others. Then the state may be written as Eq. (1.1). Moreover, actual-
ly we know an example of stochastic control model lying in our framework,
which is induced by linear partially observable one with non-gaussian initial

distribution (see [4] and also [3]). [

3. Superharmonic function

In the following two paragraphs we shall consider the uniqueness of solu-
tions of Eq. (0.1). From the preceding discussions in §1 and §2 we already
know that the cost function v, defined by (1.8), is a generalized solution of
Eq. (0.1) where a=oo™* and o is of the form (1.9). Therefore, it is sufficient
to show that any “solution” u is equal to v.

Let C(Qr) be a space of real-valued continuous functions defined over

O;. We define a superharmonic function on Q; by the following manner,
similar to one due to N.V. Krylov ([6], p. 229).

DeriNITION 3.1. We say that a real-valued function u given on O, is
superharmonic if there exist constants p, A, k=0 such that ue W}:3;%(Q,) N C(O7)
and

G0 Jue »)| =kA+2]),
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and, furthermore, F[u](¢, x)=0 a.e. (Qr) with (T, x)<h(x) for all x&R¢. []
Our main concern is the following:

Theorem 3.1. Let u be a superharmonic function on Q. Moreover, sup-
pose that 0u[ox; (1 =i =<d) and 0*u|0x;0x; (1=i, j<v) are locally bounded. Then,
for all (s, x) €0y, u(s, x)<o(s, x). O

Proof. Let €>0 and let p,=0 be a molifier function defined over R*!

such that p,& C5(R**) and S ,..pdt,y)dtdy=1. Let &0 as n—>oo, and for
R +

any n=1, 2, .-+, define u, by the formula: u,(s, x)=u*p, (s, x)ESRd+ U(t, Y)pe,

(s—t, x—7y)dtdy, here we extend u to R*! by the way that u=0 outside of O,
and we write it again w. For any (@, s, x) €A X O, let (X7*) be a unique
sclution of Eq. (1.1) on a probability space (Q, &, P) and define a pro-
cess (Y $**%), s<t=<T, by the formula:

(3.2) Yior = X357,
Then Y%** is Fj-adapted process, where &3 stands for the o-field &F,_, (=),
and it also satisfies the following equality for all ¢=s,

(33) Y, = x—}—stb(d,, ’, Y,)dr—l-sta(d?,, r, Y)AE, ae.,

where &,(w)=0a,_(») and (§,), s<t<T, is a vector valued Brownian motiocn
with respect to &}, due to Eq. (1.1). Notice also that (Y$**) is a unique
solution of Eq. (3.3) with initial condition Y,=x associated with («, s, x), and
it follows from (1.6) that for any A=0 there is a constant k, such that

(3.4) E [‘sgttlgrl Yior M Sh(1+ x| ) for all (s, x, o) .

For any sufficiently large number R, let

(3.5) T =inf{t=s; | Y| >Ry, 725" =T if{ }=¢.

Then it holds that P(r,<T)= P(ssg‘lgTI Y{|ZR)<E [éltlgrl Y%|1/R (we omit from

now on supersuffices (s, x) because they are fixed).
Since u, is a smooth function over R**!, applying Ito’s formula to the func-
tion u,(s, x)e?, for any n, R and s=t=T, we have the following:

@
‘/\1% —d,

(3:6)  wltATE Yinglexp(—ding) —tals ) = | e {0,

s

_ 4 .
-+(1/ 2)1S§5va?,'~6,~6 Uyt .2=1 b370,u,—cru,}y (v, Y,)dr

Ng _ g @ =
e T, Y9, 0¥, YD)aE),
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~ ¢ t-s
where cj)",”:S c(@,, r, Y‘;’)drES c(et,, s+r, X7)dr and 0Ou,= 0u,|0s, 9;0;u,=
s 0 iAT®

0%u,[0x; 0x;, O;u,—0u,/0x;. Adding S RL(&,, 7, Y",‘)e“"‘?dr to the both terms

s

of (3.6), and, further, taking the mathematical expectation with respect to P,
we have the following:

AT %
(7 Blu(tArh, Yiglexp(—dfg)—tls, 9+ | L@, 7, Y]
NG G
= B[ e F ) o, Yoy

Indeed the second term of the right side of (3.6) is a square integrable martin-
gale with respect to (<4, P), by the assumption (A.1). It follows easily from
(3.7) and (1.15) that we have the following inequality:

- t/\"m &
(3.8)  ElmtAth Ying)esp(—sieg)—uls )+ | L@, r, Ve +ar]
NG g
gE[S S F ] (r, Y2)dr].
On the other hand, since # is a superharmonic function on O, from the assump-
tion,

(3.9) Flu] (s, x)=0 a.e.

Taking the convolution of (3.9) and p,, (we extend a, b, ¢ and L on R**), we
have:

(3.10)  0=0.u,+Fi[u]*p,, on Op,
where for ue W;:%%(0y),
G1) Rl (¢ )=inf(1/2) 35_a00u+(0", Vi—Cut LY (, ),

and for convenience sake let’s write F7[u] the parenthesis of (3.11). Note
also that (9,u)*p,,=0,u, and moreover we shall use the well known relations
that for each n, (Vu)*p, =Vu, and (9,0;u)*p,,=0,0,u, 1<i, j<v. It holds
from (3.10) and (3.11) that for all (s, x),

(3.12) Flu,] (s, x) = 0u,+Fi[u,] (s, x)g—Fl[u]*pg"(s, x)+-

Fy[u] (s, %)= —inf(Fi[u]*p,,) (5. #)+Ffu,] (s, %)

= —sup| Flu,] (s, ©)—F[ul¥p, (s, %)] .
The second inequality is due to the fact that (igf Fi[u])*pe, gigf Fi[ul*p,,,
and the third one is due to the well known inequality that [iilff‘”—igf gL sup

| f*—g"|. We need the following result which is rather general and it is veri-
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fied easily by hand.
For each M=1, 2. -+, let S, be a ball of radius M in R**!,

Lemma 3.2. Let 1>&>0. Let f be a real valued locally Lipshitz continu-
ous function on R**, i.e., for each M there exists a constant ky=0 such that for
all (s, x) and (s', x") in Sy, | f(s, ©)—f(s', ') | Sky(|s—s"| + |x—x"]). Further-
more, let g be a real valued function on R**' which is locally bounded. Then we

have the following inequality : for each M there exists a constant N=N(M)=0
such that

(13) _sup 1(£8)*puls )~/ (&%) (& %) | S EN Igllox,,

where llgllss.,=suplg(s. ¥). O
M+1

It follows from the formula (3.11) that we have the following inequality:
for all (a, 5, x) €A X Oy

(.14) [ F[ua] (s, 2)—Fi[u]*p.,(s, %)
S(12) 3|6, )00, ¥)—(a0,0,) pu s, 3|
33 18G5, 2)0itals, 3)— (B0, *pe, (s, #)] +
| ¢ u,(s, ) —(c"u)*pe, (s, %) | 4 | L*(s, x)—L**p, (s, x)]| .

Since for all 7 and j, a;; is locally Lipshitz on R**! uniformly with respect to
a. from the assumption (A.1) and, furthermore, 9;0;u4 is locally bounded on
R*! by the assumption of this theorem, (a;;, 8,0;u) satisfy the assumptions
of Lemma 3.2 above. Therefore it holds that for any M=0, |af;(s, x)0,0;u,
(s, x)—(a¥;0,0,u)*p, (5, x)| =€, N|10,0,ulls,,., for all €4, (s, x) €S}, all nEN,
where N=N(M) is a constant=0. Since (8%, 0,u) (1=i=d), (c%, u) and L”
also satisfy the assumptions of Lemma 3.2, we have the same estimate as (af;,
0;0,;u) to the rest terms of the right side of (3.14). Consequently, we can con-
clude that for each M =0 there is a constant N=N(M)=0 such that for all
n=1,2, -, (s, x) €Sy, and a4

(3.15)  |[F[ua] (5, x)—FT[u]*p, (s, x)| =&,N .
It follows from (3.12) and (3.15) that for all (¢, y) €S, and n=1
(3.16)  Flu,](t,y)=—&,N  where N = N(M)=0.

Note that if sS<r=<tATg, then (r, Y7)ES,, for some M=M(R)=0. Then it
follows from (3.8) and (3.16) that for all R=0,n=1, (a, 5, x) €EAX Of, s<t<T,

(3.17) B[t AT%, Yireg)exp(— incg)—uals, )

t/\r"]'é & t/\r; a
+S L@, r, Yy)e trdrlz —&,N E [S e~trdr]

s
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where N=N(R) is a constant=0.

Let n—> oo in (3.17). It is well known that if u is continuous on Q,, then
u, converges to u as n—> oo uniformly in each cylinder Oy g, so that for any R,
|un(ENTRy Yineg)—uw(t A7k, Ying)|—>0 asn— oo fora.a. (P). Next, itis easily
shown that

|t ATS, Virg)exp(—ding)| S [(tATE Yiig)| Ssuplu,(t, )| SN
M

a.e. (P), where M=M(R) and N=N(R) are nonnegative constants. There-
fore, by virtue of Lebesgue’s bounded convergence theorem, for any R=0,
lim Efu(t A% Vig)exp(—$ing)|=EultATS, Ying)exp(—ging)]. Onthe

NG &
other hand, since &,—0 as n—oc0 and V E[j ®e=¢rdr] is independent of 7, the

right side of (3.17)—0 as n—oco. It follows from (3.17) that for any R=0
t/\rw

(3.18)  E[u(tAt%k, Yirm)exp(— ¢§/\,%) —1—5 RL(cY,, 7, Y?)g'(b?dr] =u(s, x) .

Next, let R— oo in (3.18). First, it is not difficult to show that for s=<t¢
=T, lim u(t\7%, Yira)=u(t, Y?) a.e. because of (3.5) (and the note following

R->o0
it) and the continuity of . Similarly, it holds that lim exp(—¢?ace)=exp
R>o
(—¢%) a.e. Now it follows from (3.1) that |u(tA7%, ‘f,\,%)exp(—¢?A,%)]§
k(14| Yina | )< k(14 SSI}pTI Y¢|)* and, moreover, E[(1+ sup | Y7|)*] < oo,
st sst=T

because of (3.4). Using again Lebesgue’s theorem, we can prove that lim E

Ry
u(t A%, Yines)exp (—¢‘?N%)]=E[u(t, Y% exp(—¢2)] for all (a, s, x)€AXOQ,
and t€[s, T]. Similarly, we can show that

'I."z & t &
el ra, r, vettan - L@, r, Y)estdr] as R oo
Thus, letting R— oo in (3.18), we have the following:
& t &
(3.19)  E[u(t, Y)e ! +S L@, r, Y $rdr]Zu(s, x) .

Since u(T, x) <h(x) for all x&R?, by the assumption, letting ¢ 1 T in (3.19),
we get finally the following inequality: for all (a, s, x) €A X O,

(320)  E(VEe® (L@, v, veene st ) zut, ).

Recall that Y§**=X7%* s<t<T, (and also the definitions of & and ¢%).
Then it is clear that (3.20) is equivalent to say that v"(s, x)=u(s, x) for all («,
5, &), so that (s, x) = u(s, x) for all (s, x) €Oy, which is what we wanted to show. []



134 M. Fujisaki

Remark 3.1. It is obvious that the function v of (1.8) satisfies the assump-
tions of Theorem 3.1, by virtue of Proposition 1.2 (a), (b), (d) and (e) (cf. [6],
Theorem 5.3.11, p. 237).

4. Uniqueness

In §3 we proved that if  is a superharmonic function satisfying the auxi-
liary conditions relative to its derivatives, then #<v on Q;. Let’s show the
inverse relation. For any function f over Qg (s, ) €0;, [ER? sucb that |]|
=1 and (0, 1), define D7 ;f(s, x) by the formula:

(4.1) Laf(s, x) = {f(s, x-+81)+f(s, x—8I)—2f(s, x)} |87 .

It is easily seen that if f is twice continuously differentiable with respect to
x at (s, x), then D} sf(s, x)—=[fww](s, x) as §—0. In this paragraph we as-
sume the condition (1.21) instead of (1.9), and assume also that u satisfies (3.1).
Then we have:

Theorem 4.1. Suppose that a function u belongs to Wik (0r)NC(Oy)
(p=d+1), F[u] =0 a.e. (Qr) and u(T, x)=h(x) for all x&R?. Moreover, suppose
that there are nonnegative constants k and N\ such that for all (s, x)=Q,, 0<<5<1,
lER? such that |1|=1,

4.2) 2 (s, %) k(14| x| ).
Then it holds that u=v on Q,. []

Remark that v also satisfies (4.2) by means of Proposition 1.2 (see Remark 4.1
below). In order to prove Theorem 4.1, we need two auxiliary results which
are rather general for our purpose.

Lemma 4.2. For some p, let uc Wik (Qr)NC(Qr). Also, let F[u]<0
a.e. (Qr). Then, for each k=1, 2, ---, there is a Borel function o, cver Qy with
values in A such that
(4.3) 1/e>F*[u] (s, x) a.e. (Qr),
where
(44) F[u] (s, ») = u,+(1 /Z)IS_ZjSVa,-j(aK(s, x), 8, X)gp;+

(b(ete(s, x), s, x), Vu(s, x))—c(a.(s, x), s, 2)u+L(a.s, x), s, x). [
Proof. By virtue of the assumption that 4 is separable metric space,

there is a countable subset {a(?)}, i=1, 2, ---, dense everywhere in A. Since,
for each (s, x), F*[u] (s, ) is continuous with respect to a, it holds that for all

(s, x)
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(4.5) Flu] (s, x) = Si{1<fmF“l[u] (s, x) .

Therefore, for all (s, x), there is a function a,(s, x)=a(i(s, x)), Borel measur-
able with respect to (s, x), where 7.(s, #) is the minimum number such that

(4.6) 1/e>F*9[u] (s, x) a.e. (Qr) .

The measurability of the function a, follows from the fact that for any T'e 4,
{(s, x); au(s, ¥) €T} = UF{(S, x); 1/e>F*Ou] (s, x) and 1/c<F*P[u] (s, x), 1<

j<<i} and that F*[u] (s, x) is Borel measurable with respect to (s, x). []

For each y=1, 2, --+, let ny(x) be a C*-function over R? such that 0=1y(x)
=1, py(x)=1 if |x| =, ny(x)=0 if |x|=y+1, and, moreover, |Vxy(x)] =<2
for all v and x. For each (a, t, x) €A X Oy, v=1, 2, -+, put

A7) o%t ) = oSt mx)w) and B, %) = Bt mx)w), 14, j<d.

Then it follows from (A.1) that for each v, o7;'(67"") is continuous with re-
spect to (a, t, x). Furthermore, it holds that for each y=1, 2, -, there is a
constant &y such that for all a4 t<[0, T, x, x'ER?,

(#8)  le™t, x)—a(t, #)||+ 8™, x)—b*(t, x")| Sky|x—«'|, and
#9)  le®™(@, #)l|4 1672, x) | <ky .

Note also that o%;"(b?"Y) converges to o7;(b¥) as ¢— oo uniformly on any
compact set of x and uniformly over (e, ¢), from the fact that ¢%;(7) is Lipshitz
continuous with respect to x uniformly over (e, ).

For each §(0<&<1) and (a, t, x) €A X Oy, define *"(t, x) by the for-
mula: ¢7"%(8, x)=07; (2, ny(x)x), 1=7, j<d (see (2.1)). Let {a.(s, x)} be the
sequence obtained in Lemma 4,2 and consider the following stochastic differential
equation associated with (a,, s, %, ¥, €):

dX, = b(au(s+1, X)), s+t, X)dt+o (a(s+1, X)), s+t, X,)dB,,

(4.10) { Xy

Remark that for each v, 0"(a.(t, %), t, x) and ¢”*(a.(t, %), ¢, x) are bounded and
Borel measurable with respect to (¢, x) from (4.9) and Lemma 4.2. Moreover,
the matrix a"*=c"*(c™*)* is uniformly positive definite, because for each
&>0 there is a constant w,>0 such that (a™*(¢, x)&, &)= u.|E|? for all y=1,2, -,
(¢, x) €0y, EER? (in fact, take min(u, &%) as u,, where g is given in (1.21)). Then
the following result is well known ([6], Theorem 2.6.1, p. 87).

Lemma 4.3. There exists a solution of Eq. (4.10) on a probatility space
satisfying the standard conditions on which is given a Brownian motion (B,, F,).
Furthermore, this solution is progressively measurable with respect to (F,). []
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Denote by (X7****) a solution of Eq. (4.10) associated with (e, s, , v,
&) on a probability space (Q, &, P).

Proof of Theorem 4.1. As in §3, define a process (Y3**"*), s<t<T, and
a stopping time 7%%*"* by the formulas:

(4.11)  Yhpeert = X5V s<t<T, and
(4.12) TRt =inf{e=s; | Voo | SRy, 3 =T  if { }=¢.

Then, by the same reason as §3, (Y7"*®) is a solution of the following stochastic
differential equation:

(4.13)  dY, = b, Yy)dt+o5"t, Y,)dE, ¥V, =1¢,

where b*'(t, y)=b"(a.(t, ¥), t, y), (¢, y)=c""(a(t, y), t, ¥) and (§,) is a
vector valued Brownian motion with respect to &} (we omit supersuffices (s, x)
like as §3). Define u, by the formula: wu,=u*p, (n=1, 2, ---), where p,
is the same as one given in §3. Then it is well known that for any bounded
region QC Oy, Ilu,,—uHW;,Z.V(Q)—)O as n—>oo, Fix an arbitrary number R>0
such that (s, x) €0, z. Thenit is easily seen that P(r%"*<T)<(N/R)(1-+|x]|),
where N=N(k)=0 is a constant, (see (3.5) and the remark following it). Ap-
plying Ito’s formula to the function u,(¢, x)e”?, we have the following: for
any t€(s, T,
(414)  u(EATE", ViTEr)exp(— it — (s, )

57,8
=7 e E k- (12) 5 700+

17,55y

(ez/z)wgﬂafu,,—l-(b‘”’, Vu,)—cu,} (r, Y"%)dr

+(square integrable martingale),

N

t
where qu'y"ZS c(r, Y27*")dr and c(t, y)=c(a.(t,y), t,y). By the way similar
to §3, we have the following:
(4.15)  Efu, (¢ AT, Vi 2)exp(—Gonsart) — (s, x)+
Sf/\r-;e.-y,e ke 7,8

A e
TV, Y = B[ e ], Vi

s

K,v,8
K,y,8

el e
=1+1,,

> 0u,(r, Y "%)dr]
d

VHISI<

where L*(¢, y)=L(a.(t, ), t, ¥) and

(416)  F*u] (2, 3) = dau,-(1/2) 33 abj(t, 5)0id 1,
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T, ), Vi) =, y)ua+LEE, ) -

Now remark that there is a constant N=N(k, A)=0 such that for all (s, x)
€0;, n=1, 0iu,(s, x)<N(1+ |x|)*. In fact, from the assumption (4.2) it is
easily shown that for each (s, ¥) and for any §(0<8<1), /&R? such that |I|
=1, D} gu,(s, x)=N(1+|x|)*, from which the assertion follows immediately
by the fact that u, is smooth. Then we can conclude that

K,7,8

(4.17) Izg(Nez/Z)E[SWR (14| Yo" | ]S ENX (14 | x| )™,

where N=N(k, A)=0 is a constant.

Letting n—>oo in (4.15), then by virtue of the same reason as in the proof
of Theorem 3.1, u,(tA7%"5, Y:,\,Rv o) —>u(t A", th—'}" €) (n—>o0) in Ly(Q,
&, P). On the other hand, as for I, it is shown that F®Y[u,]— F%[u] (n—

1,2,v

o) in L;4,(Q), where Q is any bounded region Q;. Indeed, since u& Wi
(Or) (p=d+1), it is easily seen that ¢, (=u,, Ou,, Ou,, 1=i=d, 0,0;u,, 1=1,j
=<v) converges to ¢(=u, 9, d;u, 8,0;u, respectively) in L, ,(Qr). Since (Y7"*)
is nondegenerate process and 5" is bounded, it follows from N.V. Krylov ([6],
Theorem 2.2.4, p. 54) that

t/\r"”"" =
B[ | P ] — P |, Vi S NUF* ]~ Pl o
—0 (n—> o0), so long as R is fixed, where N=N(v, & R) is a constant = 0.
Therefore, letting n— oo in (4.15), we have the following:

(418)  E[u(ATE™, Yoty exp(— i) —u(s, 1)+

St/\rR ¢ B_Z’:ﬂ’eL‘(r, Y':'"’")dr] <

P t/\r‘;e ,e _:I.’g,-y,e @ v e 2 N
([ BT E ], Y EN) (L 2P

Now remark that for each R=0 if |x| <R, then F™.[u] (¢, x)=F"[u](t, x)
for all (¢, x) €Qg x for sufficiently large v. From this we deduce the fact that
F*u] (r, Yy75)=F"[u] (r, Y7°) a.e. on {s<r<7%"*}. While, using again the
result due to N.V. Krylov (see above), we can show from Lemma 4.2 that
Flu] (r, Y3"*)<1/x a.e. on {s<r<<7%"}. Then by means of (4.18) we have
the following: for sufficient large v,

(419)  E[(@ATE", Yitsre)exp(—Fns1.)+
gm’“ B LN, Y s, 1)4-(T—s)ie-@EN) (14| 2] ).

s

Since P(r3™*<T)=1, the left side of (4.19) is equal to E[u(t, Y3"*)
o~k K] " v K,y,8 Y, 8
X exp (——5’;”’")4—5 e ¥ "L (r, Y35 dr] +E[u(t A7%"5, Y,X,“R.‘Yﬁ) exp (— qzt,z,'jév.!)
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—u(t, V") exp(—F5™Y); “V'<T]—|—E[S i€ LA, YY) dr it < T
AR

=I,+1,41,. In the following we shall estimate two terms I, and ;. For I,
by virtue of Schwartz’s inequality, we have the following:

LIS {E[Ju(tAr%", Yikrs)exp(— Bl —u(t, Yi™) X exp (— Fim) |
P(rpr < T)I/2 Note that P( % <T)=<k(l+|x|)/R and, furthermore,
|u(e ATE"S, Y,,\,év.e)exp(—@,\,év.ﬂ)—u(t, Y )exp(—¢r™®)| = N(1 —}—sixtjsprl Yy,

due to (3.1), where N=N(k, \) is a constant=0. It follows from the above
estimations and (3.5) that || S N(1+ |x|)** @ /(R)"?, where N=N(k, A)=0.
Because L(¢, x) also satisfies (1.5), by the way similar to I, we can obtain the
similar inequality relative to I; as I,, so that we have the following:

(4.20)  E[u(t, Vi) exp(—$§'V’S)+Ste"3";'y'gL(r, Y*5)dr]
su(s, %)+(T—9)/e-EN(1+ |2 +N'(1+ || )2 [(R)”,

for all s<¢t=<T, R>0, sufficiently large v, and N'=N"(k, \) is a constant=0.
Letting =T and taking the infimum with respect to a =¥ in (4.20), we have
the following:

(421)  inf E((X)exp(— ¢°;1:)+ST'}—¢?””L(0¢,, sdr, XO0dr]
1)
——<—u(s, %) +(T—s)[e+EN(1+ | x | P +N'(14 || )2 (R)2,
(recall that u(T, x)=h(x) for all x&R?), where ¢","“’"=Stc(a,, s+r, X7"%)dr, and
0

(X%"?) is a solution of the following stochastic differential equation:
(4.22) dX, = b(ay, s+t, Xy)dt+-o"(ay, s+1, X,)dB,, Xy = x.

In order to prove the theorem, we need further an auxiliary lemma:

Lemma 4.4. Let &(0<<€<1) be fixed. For any a W, y=1,2,---, let (X?"*)
and (X?°) be unique solutions of Eq. (4.22) anid Eq. (2.2) respectively. Then it
holds that for each €>0

(423) il:g ;up E[Ih(X‘;«Z:) exp( d)m Y, E)+S ¢‘:"7.3XL(a” s+r, X‘:’y’e)df
T—
(X ) exp (— bt — S e La,, s+7, X2dr|]=0.
0
Proof. Let’s show at first that for each £>0
(4.24) hm sup E[ sup | Xy —XP*]=0

0<t=<T-°%

For any (a, s, x)E?leT the difference X%7*— X%* can be written as follows:
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t
(4'25) X?’Y’B—X‘:'g == S {b"’(a',, s-7, X‘;‘»%B),_b(ar’ s+-7, X‘:'B)dr}—f—
0
¢
g {a"f(a,, s+, X‘:,V.E)*O_(an s, Xf’e)}dB,, Xz,y,e _ X‘g’g — .
0

Since [8(a, t, x)—b(a, 4, y) | +llo"(a, t, x)—a(a, 2, YI=k{|x—y|+|y] 22 (%)
—11}( | y(x) | =1) for all (@, s, x, y)€AX][0, T]XR* and y=1, 2, ---, it fol-
lows from (4.25) and the martingale inequality that

(4.26)  E[sup | X" —X%*|?] gN{E[S’ sup | X% — X%¢|%dr] +
0gr<t 0osr'sr
T
B[ | X5 P na(X5%)— 1741}

where N=N(k)=0 is a constant. By means of Grownwell’s inequality, we
get the following:

T-s
(427)  E[sup | X2 —X2*|7] gNe”(T“)E[S | X278 |2 | gy(X 2% —1|2dr] .
osr<t 0

Now by virtue of Schwarz’s inequality and (1.6), it holds that
T-s T-s -s
Bl 1 e 1 Far=NABL X ey PO X > )
0 0 o
dr}2 < N(1+ | x|)*/y'?, where N=N(k) is a constant. This implies immediately
(4.24) because the right side of (4.27) is dominated by a function independent
of a. The assertion (4.23) follows immediately from (4.24) and the assump-
tion (A.1) relative to (L, ¢, k) (see (1.5) especially), whose details are routine
works and omitted here (see, for examples, [2] or [6]). [

Letting y—>o0, k—>oc0 and R—oco in (4.21), and in view of Lemma 4.4
just proved above, we have the following:
T-s w2
(4.28) inf E[A(X%Z) exp(—¢"}fs)+g e~¢" L(a,, s+, X7%)dr]
acU 0
Su(s, ) +EN(1+|x|),

where N=N(k, A)=0 is a constant. But if we recall that the left side of (4.28)
is equal to v°(s, x) (see (2.4)), then it holds that for all (s, x) €0,

(4.29)  o%(s, x)<Zu(s, x)+EN(1+|x|)*.

Let €—0 in (4.29). Then v°(s, x)— (s, ), by virtue of Lemma 2.2 (a), and,
on the other hand, the right side tends to u(s, x). Thus the proof of the theo-
rem is completed. []

By combining Theorem 3.1 with Theorem 4.1, we have the following
uniqueness result concerning the Bellman equation (0.1), where a=o¢* and
o satisfies (1.21).
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Corollary 4.5. Let ueW;5i(Or) N C(Qr) (p=d+1) be such that Flu](s,x)
=0 a.e. (Q7) and uw(T,x)=h(x) for all x&R*. Suppose that the function u satisfies
(3.1), (4.2) and that, furthermore, du/dx;(1=i=<d) and 0*u/0x;0x;(1=i,j=<v) are
locally bounded. Then u=v on Q;. [

ReMARK 4.1. The function v also satisfies (4.2). Let’s show this. Notice

first the fact that for all (s, x)€Q,, 0<8<1, IER? such that |I|=1, D zv(s, x)

<sup D} (s, x). Since, for each a€¥, s€[0, T], v*(s, -)EC¥Qy) and there
ac

exists a constant N=N(k, m) such that o0 (s, x) SN(1+ |x])** ([6], Lemma
4.2.2, p. 176), it follows from Taylor’s expansion that D7 ;v%(s, x)={o{) (s, &)
+oiyw(s, E)} /2, where E=x+401(0<0<3) and §'=x—0'1(0<f’'<8). From
this it holds that Df so(s, x) S N(1+ | x| )*, where N=N(k, m) is a constant=0.
In general, if Dj su(s, ¥) <0, then # is a concave function with respect to x
([9], p. 15), therefore we can also say that v satisfies (4.2) if and only if Pro-
position 1.2 (c) is valid. [J

ReMARK 4.2. In [6] (Theorem 5.3.14, p. 239), N.V. Krylov proved the
uniqueness of solutions of the Bellman equation in the case where u& W52,
(Or)NC(Oy). Although his method of proof is different from ours, it is ap-
plicable to our case if we modify it slightly so as to approximate u by a sequence

of smooth functions (c.f. [6]). [J

5. The normed Bellman equation

In §1~4 we studied about controlled processes on a finite interval under
the conditions that the coefficients o”(¢, x), 8%(¢, x), (¢, x) and L°(¢, x)
are bounded functions of a for each (z, x). The objective of this paragraph
is to carry the results obtained in §1~4 over to controlled processes with
coeflicients unbounded with respect to . Although processes and cost func-
tions of which we treat below are quite simple, it is not difficult to extend the
results to general cases (see Remark 5.1 below). More general results about
controlled processes with unbounded coefficients on an infinite interval will
appear in a forthcoming paper.

Let 4 be a separable metric space which is a countable union of non-empty

increasing sets 4,: A= DA,,, A, 04, (possively, Ay=A4,= -+ =A) and we
n=1

fix this representation throughout this section. For each (¢, x) €0, and a €4,
we assume that the functions o(e, ¢, %), b(e, ¢, %), ¢(a, t, ) and L(e, t, x) (but
h(x)=0) have the same meanings as the functions given in §1 have. We
always assume (1.9) and, also, assume that the functions o and & are continuous
with respect to (e, ¢, x) and, further, o(e, ¢, x) does not depend on x. More-
over, let there exist a sequence of nonnegative constants {&,}, n=1, 2, ---, such
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that for each neN

g {60 1 9-bpIskisl,
(5:2) la®@lH-18°(2, x)| <k (1+1x]),

for all x, yER?, t<[0, Tl and a € 4,.

(A.4) We assume that the functions L and ¢ are nonnegative and continuous
with respect to («, ¢, x), and, also, assume that ¢(a, ¢, x) does not depend on
(t, x). Moreover, let there exist a constant m=0 such that for all n=1, 2, ---,

(5.3) L%t x)+c(a)<k(l+|x|)", forall (a, t, x)cA4,x Oy .

We also assume that for each a4 the foregoing functions are continuously
(in (¢, x)) differentiable with respect to £, and twice continuously (in (2, x)) dif-
ferentiable with respect to x, and, in addition, they are all bounded functions
of (¢, x), that is, for all (a, t, x)€A4,X O, IER?, (v*=0", b°, or L*)

(54  (@7°[at) (2. x) | +1vEn(t, 2) |+ | Yin(t x) | Sk, .
Finally, we assume that for all («, ¢, x) €A X Oy,
(5.5) 28IV )|+ VL, 017,
and, further, assume that there is a function u(t, x)=0, €C"¥Q;) such that
(5.6)  ZIBLAt, %)+ 0.7 )P+ 104t %) "+ 10,070) "+
ﬁ 19;0,6°(t, x) l“+.§d=}1 18,8,L(2, x)|2< —-L*u(t, x),
for all d(a,. Z, x)?AXQT, 0<<‘9<1, where _L™*u(t, x)Eu,+(1/2)ls§sf?j(t)u,ixj+
(82/2)i=“_‘_,wr lu,,..,,.—i—’g b, xyuy,—c"u .

DerINITILN 5.1. Let n=1. We denote by 2, a set of all strategies (in
the sense of Definition 1.1) having values in 4,. Let A=UU, and the ele-
ments of a set A are said to be strategies. []

Using the usual notations given in §1, now we put
(5.7) 0,(8, ®) = inf v%(s, x),
ac,
and
(5.8) o(s, x) = inf 0%(s, x) (see (1.4)).
ac

Note that we already studied about v,, n=1, in §1~4, from the assumptions
(A.3) and (A.4). It is easily shown that v(s, x) is locally bounded over O, by
the fact that 0=o(s, ¥) So,(s, ®) SN(1+|x]|)” (see Proposition 1.2 (a)). Now
we summarize some properties with respect to the functions v, and v.
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Proposition 5.1. (a) v,(s, x) is uniformly bounded, and also (b) equi-
continuous in each cylinder Qpp. (c) lim v,(s, x)=uv(s, x) uniformly in each

cylinder Oy . (d) o is absolutely continuous in (s, x), hence there are first-order
generalized derivatives with respect to (s, x); 0v[ds and 8v[0x;, 1=i<d. Fur-
thermore, the furegoing derivatives are bounded in each Qg g (e) There are
second-order generalized derivatives; 0°v[0x;0x;, 1 =i, j<v, which are also bounded
in each Or . (f) For all a4, F?[v] (s, x) =0 for a.e. (s, x) €0y.

Proof. (a) Since there are constants N, m=0 such that for all (s, x)
and n=1, 0= v,(s,2) S 0,(s, ) SN(14 | x| )", v,(s,x) is clearly uniformly bounded
in Orz (b) In order that v, is equicontinuous in each Qg g, it is sufficient
to show that 8v,/0x;, 1 <{<d, and 9v,/8s are bounded uniformly with respect
to n€N and (s, ¥) €07 . Since L*(t, x) and X7*** are twice continuously dif-
ferentiable with respect to x, for each a €%, (s, x) €0, ,, 1=<i=d,

8,0°(s, x) = E[S oot 2 8,L%(s+-t, X%+, X%3d1],

where gb‘}':gtc(a,)dr? 8,L%(s, E)—(BL%J9E,) (s, £) and 8,X%3*=0X%5*/ox,. By
0

the assumption (A.4), we can obtain easily the inequality: E[exp(—¢%)

21 10;X%:5%|*]=<N, where N=N(d) is a constant. It follows from (A.4) (5.5),

f,7=1

(5.6) that for all (a, s, x) €U, X Oy,

(5.9 ﬁ |8;0%(s, x) lzéE[gT_se-d’? é |8;L%(s-+t, X3%)|%dt] x

E[S ot z |6, X%:5+% | 2ds] éNE[ST"e-fb‘fé 18,L%(s 2, X%¥)|%d1]
SNE[—u(T s, X725 exp (— pF—s)+uls, x)] =Nu(s, x) .

Further, since L(a, s, x) and X$** are continuously differentiable with respect
to s, we have the following:

as‘vm(s’ x) _ E[gT"‘e—d’?{asLﬁ:(s_l_t’ X?,s,z)_l_zd 8ij‘(s+t’ Xc:,s,x)x
ji=1
m s, x}dt_LwT :(T Xm )eXp(~¢‘§_s)]
éE[SO eIHOLM (541, XT3 O,L%(s -1, X% % 0,X5:5*}d]
j=1

from the assumption that L=0. By the way similar to V,%, it is shown from
(A.4) that there is a function (s, x)=0, €C**Q,) such that for all (a, s, x)
E?InXQT’

(5.10)  9,0%(s, x) Suy(s, x) .
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Let’s prove that 9., is also bounded from below. For each n=1 we
proved that the following equation holds:

(5.11)  inf {0,0,+(1/2) 3T (s)0:d,0,+ _Eilb'}’(s, %)0;0,— v, +-L(s, %)}
=0 ae.(Qr),

(see Theorem 2.1). If we fix n, and a*€A4,, arbitrarily, then a*€4, for
all n=n,, and it follows from (5.11) that for all n=n,,

(5.12)  80,=—{1 /2)1§29a?;(s)6,-6j71,,+$ b (s, %)9,0,

—c"v,+L"(s, x)} a.e. (Qr)-
Here note that |v,| and |8,v,|(1<i=<d) are dominated by a locally bounded
function uniformly with respect to #, and also that 9,8;v,(1=7, j<v) are domi-
nated from above by a locally bounded function uniformly with respect to
n. In fact, the first assertion has been proved in (a) above and (5.9). Next,
it is shown from the assumptions (A.3) and (A.4) that there exists a function
u=0, €C"*Q;) such that for all («, s, x) EAX O, IERY(|1|=1),

(5.13)  [vlw(s, )| Su(s, x),

from which 9,8;v,(1=7, j<v) are dominated by the function # from above.
Hence, by (5.12), 8,v, is bounded from below uniformly with respect to # and
the assertion (b) is proved completely. (c) and (d) follow immediately from
(b). Finally, we can show (e) and (f) simultaneously like Proposition 1.2 by
taking into account the inequality (5.13) just mentioned above. That is, it
suffices to only apply the method used for v, in Proposition 1.2 to v on Oz,
for each R>0. [J

Let’s consider whether the inverse inequality of (f) of Proposition 5.1 is
also valid. For this purpose, let us introduce some notations used by N.V.
Krylov ([6], Chap. 6, §3, p. 267). Let m,(¢, x) be a nonnegative function
given for a4, 0=<t<T, x&R?, and define G"» by the formula:

(5.14)  G™(u,, u;;, i, w, t, x) = ianm,,(f, x) {u,4-(1/2) 33 a%;(t)u;;
ac 1<i,j<V
31 0%, i —c*ut+ LA (62} .

DEFINITION 5.2. A nonnegative function m,(t, x) over AX[0, T]XR? is
said to be a normalizing multiplier if for all u,, u;;, w;, u, t<[0, T], xR,

(5.15)  G"a(u,, uyj, sy u, t, x)>—oc0. []

The normalizing multiplier m,(?, x) is called regular if there exists a function
N(t, x)<<co such that for all (a, #, x) the inequality m,(t, x) <N(t, x)m,(t, x)
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holds, where
(5:16)  muft, x) = {14+(12) _|ah(®*+3 16t #)*+
|6 1L, )3

Our object of this paragraph is to prove the following result on the normed
Bellman equation.

Theorem 5.2. Let m,(t, x) be a regular normalizing multiplier. Then it
holds that

(517)  G"[v](t, x) =0 ae. (Qp). O

Note, however, that Lemmas 6.3.6~8 of [6] still hold in our case. There-
fore, in order to obtain Theorem 5.2, it suffices to show the following:

Lemma 5.3. If m,(t, x)=mg(t, x), then the equality (5.17) is valid. [J

To prove this we shall use the usual notations given in §2 for controlled
processes and cost functions. Let & be an arbitrary number such that 0<<¢&
<1, and for each &, (a, 5, ¥) €A X O, let ¢™* be the same meanings as the func-
tion given in (2.1). For each a €Y, (s, x) €0, let (X¥***) and (v*°) be given
in (2.2) and (2.3) respectively. Remark that for each (e, s, x, €) the existence
of the process (X7*%*%) follows from (A.3), and the finiteness of v™*° follows
from (A.4). For each n>1, define v, and v° by the following:

va(s, ¥) = inf o™%(s, x), and
(5.18) { asl,
2%(s, x) = inf v,(s, x) .
n=>1
Note that v, and ©° are obtained if we only replace A by A, and A=U, in
(2.4) respectively. In this connection, we have the following: =

Proposition 5.4. (a) v, is uniformly (in (§, n)) bounded, and also equi-
continuous in (s, x) uniformly with respect to & in each cylinder Q. (b) For
each >0, lim v5(s, x)=2v"(s, x) uniformly in each Qr and v is continuous in

(s, ®). (c) For each >0, n=1, v, Wy* Q) and v* €W y*(Q) for any bound-
ed subregion QCQq, p=1. Moreover, their first-order generalized derivatives
with respect to s and x; (1=<1i=d), and second-order generalized derivatives with
respect to x;x; (1=1, j=<v) are locally bounded in Qi uniformly with respect to
(& n). (d) lel_gl v*(s, x)=u(s, x), whose convergence is uniform in each cylinder

QT.R .

Proof. (a) The first assertion is obvious from the fact that 0=<v,(s, x)
<vi(s, x) SN(1+|x|)", where N=N(k, m) is a constant=0 (see (2.5)), for
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all (s, x, € n). The second one can be obtained from the assumptions (5.5)
and (5.6) by the same method as Proposition 5.1. (b) and (c) are shown similar-
ly. Let us prove (d). In the equality:
(5.19) (s, x)—v(s, x) = {°(s, x)—vu(s, )} + {va(s, x)—v4(s, %)}

+{v,(s, x)—o(s, )} = L+1,+1;,

we want to estimate J,.

T-s
|1, éasgggn [9™%(s, x)—0%(s, %) | =;g§1”IE[SO e St {L(s+1, X7o™?)
—L(s+t, X",'"")}dt]l
@ 1
= sup ]E[S ‘q’tdtgo(V,L“t(s—{—t, X), X3omt— X3 )dn] |

ac,

< sup {E[S e"4’7c(a,)dt]}Vz{E[j:_sewﬂ XPomt_ X5 |24t} 12

ac,

where X3 =AX%%® | ( 1—2)X%**. Here we used Hadamard’s inequality,
Schwarz’s inequality and (5.5). Clearly the first part of the right side is bound-
ed uniformly with respect to #n, while for the second one, by using also (5.5),
we can show that there is a constant N=N(d, T)=0 such that for all (a, s, x) E

AX Oy, E[S:—sexp(—qs‘}’) | XPo='—XPo*|2df) < N&. From these results we can

conclude that for some constant N=N(d, T, |I,| €N, for all (s, x). Let €0
fix and n—>co. Then I, and I; converge to 0 uniformly in each cylinder Oy g,
by means of (b) just mentioned above, and Proposition 5.1 (c) respectively.
Next, letting € — 0 in (5.19), we get the assertion (d). [

We denote by Fa(u,, u;;, #;, s, x) and Gra(u,, 4;;, u;, %, s, x) the right side
in (2.9) and (5.14) respectively if we replace 4 by 4,. Moreover, define G"=.¢
by the formula:

(5.20) G"sx(u,, u,j, Uy Uy S, X) = mf my(s, x) {u, +(1/2) 2 a,,(s)u,,
—f—(82/2) 2 u,,—l— E b3(s, x)u —c"u+L>(s, x)} .
Then we have the following:
Lemma 5.5. For each >0 it holds that
(5.21)  G"=.[2%] (s, x) =0 a.e. (Qr).

Proof. Tt follows from Lemma 2.2 (c) that for all € and n, F,[v,](s, x)
=0 ae. (Q7). Since 4=U4, and 4,CA4,,, for each n, for all n=n,,
)lgl

F [v3] (s, ¥)=0 a.e. (Qr). Moreover, clearly for all n=1, F*[vg] (s, ¥) <0 a.e.
(Q7). From the fact that m,, is nonnegative and bounded (=1), it also holds
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that for each n,, for all n=n,, Grao.e[v,]20 a.e., and for all #=1, G™a0.e[v,]
(s, x)<0 a.e. (QT). We take now the limit as n—>co for each €>0. Since
the functions m,,a®, mub®, muc® and my,L® are uniformly bounded, it follows
from Theorem 4.5.1 of [6] (see also Lemma 2.5 of §2) that 0=<Gjia0.2[°] (s, x)
and G"#,¢[0*] (s, x)<0 a.e. (Q;). Since 7, was an arbitrary number =1, let-
ting n, 1 oo, we obtain the equality (5.21). [

We further take the limit in (5.21) as £—0. To show Lemma 5.3 we also
use the same transformation of variables as (2.14). For each €>0 and each
E€R?™, we define new variables (s, )0, and a function (s, y) by (2.14),
where in this case ¢* is given by (5.18). If we change the variables (s, x) into
(s, ) in (5.21), then it holds that

(522) 0= mf m,o (S y) {1#,—]—(1/2) Z au(s)"l"ysyj""
(1/2)E1lfym+x' (% )—¢ \Ir'} a.e. (5, 7)€0r,
where X**(s, y) is given in (2.16), and

(5.23)  MGy(s, ¥) = myys, x) (Smus, 7, EP+E)) .

Here it is easy to see that for all £, &, « and (s, y), 0<#i (s, y) <1, therefore,
the value in parentheses of (5.22) is nonnegative for each a=A4. By the way
similar to Lemma 2.3 we obtain the following:

Lemma 5.6. (a) For each €>0, V*EW}io(0Or), p=1. (b) The func-
tion * itself and its generalized derivatives s, 3 (1=1=d), ¥,y (154, j<d)
are locally bounded in each cylinder Qg uniformly with respect to &. (c) For
any (s, y)€0r, 1!11101 Vs, ¥)=0o(s, 3, &) (y=(3, 9)ER®), whose convergence is

uniform in each cylinder Oy p. [

Proof of Lemma 5.3. It is sufficient to show that G"*[v]<0 a.e., by vir-
tue of Proposition 5.1 (f). Like the proof of Theorem 2.1, we rewrite (5.22)
as follows:

(5.24)  02C [y (5, 9)+321 Fi(5,5) ace. (On),

where G’T'ﬂw(uo, Uijy U,y S, Y) = mf M 4(s, ) {u, —|—(1/2) 5‘_, a,,(s)u,,
(1/2) 2 Uii—¢ u—l—X"(s, y)}, M (S, V) = Mge(S, y, E)
(s, 5) = X, 3, £) (see (2.23)),
Fi(5,5) = Inf O0als, ), D} 13H112) 3_at60WSr +
(1/2) E "I"y.‘y; P,

and
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f;(sr y) = :25 {Ma(s, y))’za'!(s’ ¥)—Ma(s, y)ia(s’ k-
Let us prove that for any {£,} such that ,—0 (n— o), !h_r’r.} Fi(s, )=0

(=1, 2) a.e. in each cylinder O, . It is easily seen from the definitions of
m., and M, that

(525 1fi(s, y)| Ssup|mu(s, 7, 8.9+E)—mao(5, 3 &) {1l

+(1/2) 351456 50,1 +(1/2) Z‘. 5 1
If we note that 8;mu(s, x)= — (1/2){my(s, x)}s{ZZ b3 (s, x) X 9,;b7(s, x)+
2L°%(s, x)8,;L*(s, x)}, then | 8;mqy(s, x)| < {mgo(s, )} X 2 18,;6%(s,x) | + | 0;L(s, %) |} .

Since my(s, x)|8;63(s, x)| and mgy(s, )| 0;L*(s, x)| are bounded functions(=1)
uniformly with respect to (a, s, #) from the assumption (5.5), we can conclude
that

(5.26)  |9jmy(s, x)| SN mys, x), for all (a, s, %),
for some constant N=0. Hence from (5.25) and (5.26) it holds that

(5.27)  1fi(s »)| =N&|9|sup maufs, 3, 9;0+E) {15l
+(1/2) E ]a,,(s)l X I‘I”y,y,|+(1/2) 2 I‘l"y.y.|+|c v},

where O<0<8<1. Since Yr, V3,; V545 and ° are locally bounded functions
uniformly with respect to € by means of Lemma 5.6 (b), it follows immediately
from (5.27) that lau? Fi(s, »)=0 a.e. in each cylinder Oy ;. From the same

reason as f3, in order to prove that gu_g Fi*(s, )=0, it is sufficient to show
that glr_g | Vo's(s, D, E,9+E)—Vu(s, 7,E)|=0. But this can be obtained by the

way similar to Lemma 2.4, because v is represented as difference of two convex
functions (with respect to x) and, hence, v is once differentiable with respect
to almost all x (c.f. Proposition 1.2 (b) and (c)).

On the other hand, in the same way as we prove Lemma 2.5 of §2, we

can show that i:ll—l‘} G;'M[mk'] (s, y)gG;'~0[1p\] (s, y) a.e., where (s, y)El!i-gl A

(s, ¥) (cf. Theorem 4.5.1, Lemma 6.3.5 of [6]). To complete the proof it re-
mains only to take the limit in (5.24) as &,—0, then we get the inequality:

(5.28)  0=G™w[y] (s, y) ae..

Since G*w[y] (s, y)=G"=[v] (5, 7, &) (see Lemma 5.6 (c)) and & was arbitrarily
fixed, we can conclude that G™#[v] (s, ) <0. a.e. (Q7). [

Now we give two examples in which the assumptions of Theorem 5.2 are
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verified easily.

ExampLE 5.1. Let d=2 and let v;(v,=a, v,=b, v;=L) be function of
the following type: «9%(¢, )=v,(a)v:(?, x). Assume that vy,(a) (=1, 2, 3) is
continuous function in 4 and, for any n=1, |v,(a)| <k, for all a4, (see
(A.3)). As for ¢, x), it is assumed that |q,(2)| Sk, |v.(¢, x)| ék(l—}—lxl)',
and |v,(2, )| <k(1+|x])" for all (¢, x)€0,, where k and m are nonnegative
constants. Moreover, for each i=1, 2, 3, a € 4, let y7€C"¥Q;), and let all of
their first (in (Z, )) and second (in x) derivatives be dominated by a constant k&
in absolute value when « is fixed. Concerning ¢”, we assume that for all «
€4,

(5.29)  *=8k|vy(a)| +E|vs(@) |3 (kgl) and
(5.30) = |ri(@) P+ [ v(e) |24 | 7o) *+3] va(a) 12

It is easy to see that, in this case, (5.5) and (5.6) are derived immediately from
(5.29) and (5.30) respectively. In fact, if we put u(¢, x)=INN, where N is a con-
stant such that N =4, then the left side of (5.6) is less than Nc¢®, while it holds
that N¢®=—_L*%(t, x) for all (a, ¢, x) €AX Oy, 1>E>0, from which (5.6)
follows. [

ExampLE 5.2. Let d=2, A=R° and 4,={a<R’; |a| <n}. Assume that
o®(?) is independent of a, b*(1, x)=a and L*(t, x)=|a|? Note that in this
case the assumptions of Theorem 5.2 are clearly satisfied and that, further,
we can take ¢”=0. Then it follows from Theorem 5.2 that v of (5.8) satisfies
the normed Bellman equation:

(5.31)  G"a[v] (¢, x) :aier};r; my(t, x) {'0,—I—(1/2)1§§Qa,-j(t)vz,~x,

+ Saw,tlal} =0 ae..
Note also that m, (¢, x)=1 (constant) is regular normalized multiplier so that
G'[7] (¢, x)=0 a.e. Now it is easy to see that for all a =R, i,‘ av,+|al?=
,—él (vx,)’/4 and the equality holds if and only if a,:—(@,,.)/z',_i =<i=d, which
enables us to assure the existence of a generalized solution of Eq. (0.7). Re-
mark that this result is also correct in the case where L*(f, x) is written as

L*(t, x)=|a|*+L(t, x), where L=0, €C*¥Q,) and its derivatives L,, L, and
L,, are uniformly bounded. [

ReMark 5.1. It is not difficult to extend the results to the case where
the coefficients ¢, 5%, ¢®, L” and & satisfy more general conditions than (5.1)~
(5.4). Indeed, for example, assume that 20 and for each a4, y*(=do",
b*, ¢® L* and h)eC"¥Q;) such that its derivatives ¥%, 75, and %, satisfy the
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polynomial growth condition. Then, in order that Theorem 5.2 holds, it is
sufficient to take ¢®(#, x) and u(s, ) such that (5.5) and (5.6) hold (including
the derivatives of o), and that, moreover, u(t, x)=Fk(1+ |x|)*". The com-
putations, however, are quite complicate in that case (cf. Chap. 6, §2 of [6]). [

Remark 5.2. Finally, we shall state about the uniqueness of solutions
of the normed Bellman equation (5.17). It is easy to obtain the result cor-
responding to Theorem 3.1, that is, suppose that u is a function in W}3i(Or)
N C(Qy) such that |u(t, x)| <k(1+|x|)", u,; and wu,, are locally bounded, and,
also, suppose that for all regular normalizing multiplier m,, G"a[u] (¢, x)=0
a.e., w(T, x)<h(x). Then u(t, x)<o(t, x) in O;. On the other hand, in gener-
al, it is difficult to show the inverse relation (i.e. corresponding to Theorem
4.1) except the case where 1 is regular normalizing multiplier (see Example
5.2 and also [6], p. 272, Excercise 10), even then it is necessary to assume some
suitable conditions such as (5.5) and (5.6). [J
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