An experimental procedure for precise evaluation of electron density distribution of a nanostructured material by coherent x-ray diffraction microscopy
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We developed a coherent x-ray diffraction microscopy (CXDM) system that enables us to precisely evaluate the electron density of an isolated sample. This system enables us to determine the dose per surface unit of x rays illuminated onto an isolated sample by combining incident x-ray intensity monitoring and the CXDM of a reference sample. By using this system, we determined the dose of x rays illuminated onto a nanostructured island fabricated by focused-ion-beam chemical vapor deposition and derived the electron density distribution of such a nanostructured island. A projection image of the nanostructured island with a spatial resolution of 24.1 nm and a contrast resolution higher than 2.3 × 107 electrons/pixel was successfully reconstructed. © 2010 American Institute of Physics. [doi:10.1063/1.3361265]

I. INTRODUCTION

The unique electron density distribution on the nanometer or atomic scale plays an important role in the electric and magnetic properties of materials. The recent development of ultrafine processing technology has enabled us to artificially fabricate nanostructured materials and control their electric and magnetic properties. Focused-ion-beam chemical vapor deposition (FIB-CVD) is one of the ultrafine processing techniques for fabricating three-dimensional (3D) nanostructured materials by locally reacting source gases using a nanometer-sized ion beam.1,2 For example, FIB-CVD can be used to develop an aerial circuit structure.3 Methods for quantitatively evaluating the electron density distribution of such a nanostructure are now required. Even if one uses well-established electron microscopy techniques, it is difficult to nondestructively and quantitatively evaluate the electron density distribution of materials because of the complicated interaction between materials and electrons.4,5 The x-ray microscopy technique proposed in this study is one of the methods for precisely determining the electron density distribution of materials. Here, we describe the procedure using the experimental data of a FIB-CVD nanostructured sample.

Electron density can be derived from the x-ray attenuation measured using scanning transmission x-ray microscopy (STXM).6 However, the spatial resolution of STXM is limited by the spot size on the specimen. The increase in resolution largely depends on improving the focusing optics. Coherent x-ray diffraction microscopy (CXDM) is a lensless imaging technique7–10 with a potential for evaluating the 3D electron density distribution of materials at atomic resolution. The sample is illuminated with x rays that have well-defined wavefronts like a plane wave. Far-field scattering data are collected at a frequency higher than the Nyquist interval, i.e., oversampling. The phase information of the diffraction pattern can be retrieved using iterative algorithms,11–13 while a sample image is reconstructed in real space. Within single scattering approximation,14 the intensity of reconstructed images is proportional to the electron density of the sample. Moreover, it is possible to determine the absolute electron density of the sample using the dose per surface unit of x rays illuminated onto the samples.15 Recently, the electron density distributions of a porous silica15 and a virus16 have been visualized at high resolutions using CXDM.

To precisely derive the electron density of samples by CXDM, the exact dose per surface unit of x rays illuminated onto the samples is required. However, it is difficult to determine it for the following reasons. In typical CXDM, a circular pinhole is used to reduce both illumination area and background scattering. The pinhole size and the distance between the pinhole and the sample are adjusted so that an approximate x-ray plane wave is illuminated onto the sample. A partially coherent x-ray beam is illuminated onto the pinhole, and then the x-ray beam passing through the pinhole spreads angularly. Although the wave field of x rays
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The low- and high-q diffraction data were separately collected by changing the position of the beamstop to cover a wide dynamic range. X-ray exposure time was controlled using Cu $K\alpha_1$ radiation. The Cu thin film was observed by AFM. The surface was homogenous and its thickness was 125 nm.

Figure 2 shows the schematic of the experimental setup. The experiment was carried out at BL29XUL in SPring-8. All the optical devices were under vacuum. 5.000 keV x-rays, which are monochromatized by a Si 111 monochromator and Pt-coated mirrors, irradiated the sample through a 20-$\mu$m-diameter pinhole. Both the nanostuctured and reference samples become smaller than the central part of the illumination function of the pinhole. Two guard slits blocked parasitic scattering x-rays from the pinhole. The reference and FIB-CVD samples were set 585 mm downstream of the pinhole and arranged in parallel in the vertical direction of an optical axis. The lateral coherence length of the incident x-rays at the sample position is estimated to be $\sim$200 $\mu$m along the vertical direction and $\sim$5 $\mu$m along the horizontal direction only from the wavelength of x-rays, the size of the x-ray source, and the distance between the source and the pinhole. To estimate the actual coherence length, the complicated effect due to the optical devices has to be considered. The x-ray beam spreads after passing through the pinhole, and the distribution of x-ray intensities 585 mm downstream of the pinhole is not uniform. The simulated x-ray intensity distribution along the vertical direction is shown in the inset of Fig. 2, where there was no roughness at the edge of the pinhole, and the pinhole was illuminated with fully coherent x-rays. When the diffraction patterns of the samples were measured, the isolated islands were inserted in the optical axis equal to the center of the spread x-ray beams. The islands were much smaller than the spread x-ray beam and, hence, were regarded to be illuminated with the x-ray plane wave. X-ray diffraction data from the samples were collected using an in-vacuum front-illuminated charge-coupled device (CCD) detector with 1300 x 1340 pixels and a pixel size of 20 $\mu$m, which was located 2.32 m downstream of the samples. A beamstop was placed in front of the CCD detector.
than 100 ms in the low-\( q \) measurement and to be more than 10 s in the high-\( q \) measurement. At each measurement, many frame data were accumulated to obtain a diffraction pattern with a good signal-to-noise ratio. Incident x-ray intensity was monitored simultaneously by accumulation measurements of the diffraction patterns in the low- and high-\( q \) regions. A Si-PIN photodiode (International Radiation Detector, Inc., AXUVPSV) was used as the detector for monitoring the incident x-ray intensity because of its wide dynamic range, good sensitivity, and use under vacuum. In addition, during the measurement of the low-\( q \) diffraction patterns, the direct x-ray beam reaches a point about 200 \( \mu \)m away from the beamstop edge. The photodiode was therefore designed such that the dead region close to the edge becomes small. In the present system, the sensitive region of the photodiode was 20×20 mm\(^2\). The photodiode was assembled on the beamstop so that the dead region was less than 50 \( \mu \)m from the edge of the beamstop.

Both the diffraction data of the isolated islands including the parasitic scattering data from the pinhole and the guard slits (i.e., sample data) and only the parasitic scattering data from the pinhole and the guard slits (i.e., background data) were collected. By subtracting the background data from the sample data, diffraction patterns only from the isolated islands were extracted. Low- and high-\( q \) sample data, diffraction patterns only from the isolated islands were collected. By subtracting the background data from the sample data, diffraction patterns only from the isolated islands were extracted. Low- and high-\( q \) diffraction patterns of the reference and FIB-CVD samples were continuously measured. The x-ray exposure times at the low- and high-\( q \) measurements were respectively 400 and 2000 s for the reference sample and 300 and 3000 s for the FIB-CVD sample, which were estimated by calculating the product of the single exposure time and the accumulation number. The low- and high-\( q \) diffraction patterns of each sample were stitched on the basis of each high-\( q \) diffraction intensity. Diffraction patterns of 1201×1201 pixels were constructed, and then the intensity was converted to the number of photons.\(^{15}\)

III. RESULTS AND DISCUSSION

Figures 3(a) and 3(b) show 501×501 pixels around the centrospeckle of the coherent x-ray diffraction patterns of the Cu and FIB-CVD islands, respectively. The central black region is an unmeasured region owing to the beamstop. The unmeasured region was confined within the centrospeckle, which is important in reconstructing a unique image by the iterative phasing method.\(^{18}\) The island images were reconstructed from the diffraction amplitudes using a hybrid input-output algorithm.\(^{12}\) To reduce reconstruction error, 30 independent reconstructions were operated from the starting random initial inputs. Five most similar images were averaged to obtain an image. Figures 3(c) and 3(d) show the averaged images of the Cu and FIB-CVD islands, respectively, which are displayed in gray scale. The half-period resolution of the reconstructed image of the FIB-CVD island was estimated to be 24.1 nm using a phase retrieval transfer function.\(^{19,20}\)

The intensities of the reconstructed images are proportional to the projection of the electron density in the direction of the incident x-ray beam. To determine the electron density distribution, it is necessary to know the dose per surface unit of x rays illuminated onto an isolated sample. First, the dose per surface unit (\( I_{0 \text{ref}} \)) of x rays irradiated onto the reference sample (i.e., Cu island) at the high-\( q \) diffraction measurement was determined to be 4.2×10\(^9\) photons/\( \mu \)m\(^2\) using

\[
I_{0 \text{ref}} = \frac{\Delta s}{s} \int_0^s \rho^2 \text{d}x \int_0^s \text{d}y,
\]

where \( r \) is the distance from the sample to the CCD, \( \Delta s \) is the area per pixel of the CCD, \( r_e \) is the classical electron radius, \( f_{\text{ref}} \) is the summation of intensities within a certain area selected in the reconstructed image for the reference sample, and \( \rho_{\text{ref}} \) is the electron density at the sample volume \( V_{\text{ref}} \) of the selected area. Here, \( f_{\text{ref}} \) and \( V_{\text{ref}} \) were calculated within 45×50 pixels indicated by the red square in Fig. 3(c) since the edge of the island was not clear. The difference in \( I_{0 \text{ref}} \) was less than 5% when the area selected does not span a region close to edge. \( V_{\text{ref}} \) was calculated using both pixel numbers within the red square, and the height was measured by AFM, while \( \rho_{\text{ref}} \) was calculated using Avogadro’s number, mass density, and the atomic number and weight of Cu.

Then, the dose per surface unit (\( I_0 \)) of x rays irradiated onto the nanostructured sample (i.e., FIB-CVD island) in the high-\( q \) diffraction measurement was determined using

\[
I_0 = \frac{I_{0 \text{ref}}}{f_{\text{ref}}},
\]

where \( I_0 \) is the dose per surface unit of x rays, \( f_{\text{ref}} \) is the summation of intensities within a certain area selected in the reconstructed image for the reference sample, and \( I_{0 \text{ref}} \) is the dose per surface unit of x rays irradiated onto the reference sample (i.e., Cu island) at the high-\( q \) diffraction measurement.
FIG. 4. (Color online) Cross-sectional profiles of AFM surface image also shown in Fig. 1(b) (dotted line) and the reconstructed image in Fig. 3(d) (solid line). The lengths of the error bars indicate the magnitudes of the reconstruction error due to experimental error.

$$I_0 = \frac{N^0_{\text{ref}}}{N^\text{ref}}.$$  

when \(N\) and \(N^\text{ref}\) are the total quantities of electric charge measured using the Si-PIN-photodiode during diffraction pattern measurements of the FIB-CVD and reference samples. \(I_0\) was finally determined to be \(6.3 \times 10^9\) photons/\(\mu m^2\). By using \(I_0\) the absolute values of the electron density distribution of the FIB-CVD island were calculated.\(^{15}\) The reconstructed image of the FIB-CVD island shown in Fig. 3(d) is shown on the scale of the absolute values.

Here, the electron density obtained by the present method is compared with that obtained by the previous method. If \(I_0^\text{ref}\) was calculated using both pinhole size and \(N^\text{ref}\) without considering the spread of x-rays beams passing through the pinhole, i.e., the previous method,\(^{15,16}\) \(I_0^\text{ref}\) was determined to be \(4.8 \times 10^9\) photons/\(\mu m^2\), which is 15% larger than the present result using the Cu island as a reference sample (i.e., \(4.2 \times 10^9\) photons/\(\mu m^2\)). This causes the estimation of the electronic density to be 7% smaller than that obtained by the previous method.

Next, the electron density of the FIB-CVD island and its two-dimensional distribution were evaluated. By using both the volume derived from the AFM image and the total electron number of the sample derived from the reconstructed image in Fig. 3(d), the electron density of the FIB-CVD island was determined to be \(3.6 \times 10^3\) electrons/\(nm^3\), which is smaller than that of pure tungsten with a body-centered-cubic structure. This does not contradict the result of the chemical composition evaluated by EDX analysis. Figure 4 shows the cross sections along the line in the reconstructed image of the FIB-CVD island shown in Fig. 3(d) and the surface figure obtained by AFM. The step structure was also observed in the reconstructed image. The 5-nm-high step structure corresponds to \(2.3 \times 10^7\) electrons/pixel. This means that the contrast resolution of the image obtained by the present method is better than \(2.3 \times 10^7\) electrons/pixel.

IV. SUMMARY AND OUTLOOK

A CXDM system in combination with both incident x-ray intensity monitoring using a Si-PIN photodiode and the CXDM of a reference sample was developed, which can be used to determine the dose per surface unit of x rays irradiated onto an unknown sample. It can be used to quantitatively evaluate the electron density distribution. By using the system, the electron density of a FIB-CVD nanostructured island was determined using the exact x-ray dose, and the two-dimensional distribution of the electron density was determined with a spatial resolution of 24.1 nm and a contrast resolution higher than \(2.3 \times 10^7\) electrons/pixel. In this study, the determination accuracy of the electron density was not sufficiently evaluated. It is possible to evaluate the accuracy by measuring two or more reference samples with different thicknesses. This is a research study that should be performed in the future. If the present method is applied to the 3D electron density distribution analysis of samples by measuring diffraction patterns at various incident x-ray angles,\(^{21}\) no AFM for determining the height of the sample is required. By the present method, even if synchrotron radiation facilities are not operated in the top-up mode, i.e., incident x-ray intensity decreases with time, the electron density of samples can be evaluated with a similar accuracy because incident x-ray intensity is monitored during CXDM. In addition, the present CXDM using reference samples enables us to estimate the flux of an x-ray beam focused onto a size less than a few tens of nanometers. We believe that the present CXDM will contribute to not only the understanding of the electric and magnetic properties of novel materials but also the study of the x-ray beam diagnosis.
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