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1. Introduction. Suppose that zn-dimensional random vector z,=(xy,
Xy +*+, %,) 1s distributed according to a probability measure P, , parameterized
byd=®C R?, and each component x; is independently and identically dis-
tributed. In Suzuki [3] it was shown that when p=1 a statistic tf=
@,, ®P(z,, ), -+, ®P(s,, 0,)) is asymptotically sufficient up to order
o(n~®~172) in the following sense: For each n tf is sufficient for a family {Q, ,;
0 =@} of probability measures and that

lim n®=D%||Py ,— Qg || = 0
fyo0

uniformly on any compact subset of ® (where ||+|| means the total variation
norm of a signed measure). Here d, is some reasonable estimator of § and
®Y(2,, 0) means the i-th logarithmic derivative relative to 6 of the density of
Py ,. In this paper we show that the result can be extended to the case where
underlying distribution P,, has multi-dimensional parameter 6. Exact form
of t* would be found in the statement of the theorem in Section 3. In Michel
[2] a similar result was obtained with order of sufficiency o(n~*~%%), and hence
ours is more accurate one.

2. Notations and assumptions. Let ©(==¢) be an open subset of p-
dimensional Euclidean space R?. Suppose that for each §=® there cor-
responds a probability measure P, defined on a measurable space (X, A).
For each neN={1, 2, --:} let (X", A™) be the cartesian product of n copies
of (X, A), and P,, the product measure of n copies of P,. For a signed
measure A on (X™, A™), ||A|| means the total variation norm of X over A®™.
For a function # and a probability P, E[k; P] stands for the expectation of &
under P. In the following it will be assumed that the map: §—P, is one to
one, and that for each §=0© P, has a densiy f(x, 0) relative to a sigma-finite
measure g on (X, A). We assume that f(x, 8)>0 for every x€X and every
0=®. We denote by u, the product measure of n copies of the same com-
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ponent u. We define ®(x, §)=log f(x, §) for each x&X and €06, and
®,(%,, 0)=>] B(a,, 6) for eadch nEN, each z,=(%, -, x,)EX® and §€8O.
For a vector u€ R?, ||u|| denotes the usual Eculidean norm of . For €>0 and
a< R? we define U(a: &)= {uc R?; |lu—al||<&} and V(a: &)= {u€ R?; |ju—al|=
&}. Let k be a fixed positive integer.

Condition R. (1) For every xX ®(x, §) is (k+2)-times continuously
differentiable with respect to 6 in ©. For meN define J,={(%, -, iy);
i;=1, -+, p(j=1, ---,m)}. For each m(1=m=k-+2) and each (3, %, -+, 2,)E J
define

Dhin(x, §) = O"D(x, 0)/00; ---00, ,

and

@i (2, 0) = z‘, Dirin(xy, 0) .
(2) For every a=(a,, ***, a,)€ R?(a=+0) and every €O we have
Py(31a®i(x, 0)+0)>0.
(3) For every 9(—:—@,.there exists a positive number & such that

a. sup E[ sup {®@1irz(x, o)}?; P]<co for every (i, ***) tpts) € Jora
>

TEV(9:8) = ACHS

b. sup E[|®"i+(x, T)|-ui(x, 7); P,]<oo and E[ui(x, §)]<<oofor every

TEV(0:8)
(i1, *+* Gp41) € Josa and every i(1<i<p), where uz(x, 7)= f,lclp [1(0f(x, 6)/80:)e—o| |
ceEV(T:e)
fis, M)l |
c. 0< inf Var( ®1iesr(x, 7); P,)< sup Var(®1i+i(x, 7; P)<<oo
TEv(g:e) TEV:e)

for every (i, ***, 1441) € Jr1-
We define for each &' >0, 00 and (7, ***, 4,11) € Jpa

Zivin(x; &'y 0) = sup {@iri(x, T)— E[@ia(x, T); P]; 1€ V(0: E') N O}
and
Ziven(xy &'y 0) = —inf {@rika(x, T)
—E[(®rir+1(x, T); P,]; TEV(0: E')N B}
(4) For each § =0 there exist positive numbers 7 and p such that for every
(21 ***5 G11) E Jpn and every (2, &) (—p, p)X(0,7] the moment generating

functions (m.g.f’.s) of Zir“ik+i(x; &', o) and Zir"is+i(x; €', o) converge uniformly
inceU(0: ).

3. Asymptotic sufficient statistics up to higher orders. An esti-
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mator of 6 depending on z,=(z,, :*+, x,)EX™ is an A™-measurable function
from X to R?. Such estimator will be called strict if its range is a subset of
8. For each §(0<86<1/2) we denote by C,(d) the class of all sequences of
strict estimators d, of 6 such that for every compact subset K of ©

Soup Po,n(nlﬂllén(zu)_on>ns) = O(ﬂn(k_l)/z) .
€K

Here the notation o(a,) means that lim o(a,)/a,=0. In Pfanzagl [1] it was

shown that under Condition R for any & satisfying 0<<§<<1/2 C\(8) does not
empty. Let 8§,=1/[2(k+2)] and C,= [] C,(8). We have the following result
0<

5< 8o
which is an extension of Tehorem 2 in Suzuki [3] to a multi-dimensional para-

meter case. Since the proof is much analogous to the one in [3] we shall only
sketch the outlines and details will be omitted (see [3] for precise arguments).

Theorem. Suppose that Condition R is satisfied, and that 8.} c, then
there exists a sequence {Q,,; 08}, nEN, of families of probability measures
on (X®, A™) with the following properties: (1) For each nEN, the statistic
th=(0, @iz, 0,) (=1, -+, ), @i (2, )0, )E Jo), +++» Rov (3, 0,) (01 1 35)
€ J,)) is sufficient for {Q, ,; 0€0O}. (2) For every compact subset K of ©

sup ||Py ,— Qs ./l = o(n™¢"07%)
0EK

Proof. Suppose that Condition R is satisfied, and that {6,} €Cy(8;) where

d, satisfies 0<<8,<<3,. Let 8 and 7 be two numbers satisfying §,<<8< 3§, and
§<y<(1/2)—(k+1)8, and let &,=n?" W2 & =n"""2, Define

Wi = {z,eX™; ||0—0,(2,)]|I<€E, and [6:0,]ce}

Wi = {z,€X"; v,(2,)=&}
where '

[6:8,] = {t6+(1—n)d,; 0=t<1}
and

Yu(2s) = max sup {| @, (2, T)[n—E[@Nn(x, T); P
Gpooenrip e DET iy
reV(d,: 26,)N6} .

By a Taylor expansion of ®,(z,, ) around 6=0, we have

(31) CPn(zm 6) = q)n(zm én)_!_\yn(tﬂ*’ 0)+Rn(zm 0)

where denoting by é,,"- the 7-th comonents of (3,,

» ? m .
3133 11 (05— b, 1,)- @ixn(z,, 0,)m14-51(0,, 0) ,

(=1 im=1 j=1

W, (¥, 6) = mzk‘,
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k+1

540, 0)—n>3 31 T (0:,—0,,, ) EL@ic-ivei(x, 6); PJj(k+1)!

fp+1=1j=1

( ®,(2,, 0)—D(2. 0,)— W, (5, 0) (if [6: é]q:@)
R/(Z, o>=?nz'. - 31 1T 0= 0u )| (1)@ (e, Byt 2 O—0, )

1 ipa1=17

—E[®"in(x, §); Plydn]/k! (if [6:6,]<®).

Define

(3.2) g¥ (3 0) = Iya(=,) - Iy(3,) - exp {@,(2,, 0,)+ W, (E5, O)}
= r¥(t¥, 0)-s¥(=,) =0,

where

r?(t:zk) 0) = IW},(zn) €xp {‘Pn(tf’ 0)} ’
$5(22) = Ty3(2,) - €xp {®4(2,, 0,)}

and Ii(z,) mean the indicator functions of Wj. The integrability of g¥(-, 9)
follows from (3.4). Let Of, be a measure on (X™, A™) defined by

04) = | g¥(z,, O)dp,(4 4®).
By (3.1) and (3.2) we have

(33) [ o 12u(30 O)—a(ais 6) iy = THO)+ THO+T30)

where
Pu 6) = 11 f(, 0),

TiO) = | , . 11—exp {—Ry(z, O} (5w O

T(0) = Py (W})) and
T3(0) = Po, (WiN(W)).

Let §, be an arbitrarily fixed point of ©, and let K be a compact sub-
set of . We assume without loss of generality that K contains §,. From
Condition R it follows that there exist positive numbers &*, p* and 7* de-
pending only on K but not depending on € in K such that

M,= 23 sup sup E[ sup {®@"k2(x, o)} P]<<oo

Gy iptg)ET pag OEK TEV(Gitr) — OEV(Q:e%)
M,=  max Z,‘sup E[| D1 ieea(x, ) | <uis(, 6); Py]<<oo
Gpporripa )ET iy 3-10EK

0< inf Var(®irie+1(x, 7); P,)
TEKR

= sup Var(®rei(x, 7); P)<<oo  (for every (iy, **, 6441) € Jin1)
TEK
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and that for every 6K and every (¢, &', o) =(—p¥, p*)X (0, 7*]x U(0: 7*) the
m.g.f.’s of Zirikri(x; &', o) and Zirirni(z; €, o) exist and converge uniformly in
o= U(0: 7*). Hence there exists a number #n, such that for every n=n,, 0K,
(%1, ***, T411) € Jon1 and every z,€ W, N W2 we have

sup | @,1i(z,, T)[n—E[@H i, 0); Po|

TEV(O: )

sup | D@, k(2,, T)[n—E[®'ke(x, T); P]|

TEV(0:2y)

+ sup |E[@ikn(, 7); P]—E[@k(x, 0); P |
TE 18y
<

IA

sup | ®jiikn(z,, T)[n—E[®ikn(x, T); P]|+[Mi2+M,]-€,

TEVhni2en
S 74(24)+En
<2¢,.

Thus we have

sup 740) = sup | IR.(s,, 0)1-cxp (IR,1)dP,
oK ok Jxm ’
< 4op GDIpGHOSY-A2) (R 1 1))
for sufficiently large n. Therefore

34 sup T5(0) = o(n~*"172)
EK

By the definition of C}(8,) we have easily
(3.5) sup T3(0) = o(n~*"D/2)
EK
Next we evaluate the third term T3(6) as follows.

(36)  sup Ti(6) = sup P, (10—0,(z)lI=é, [6:6,]CO, 7,(2)>&)

<sup P,,( max sup @1z, T)/n
(154 TGy ip 4 1DETp+1 TEV(Q:38y)

—E[®riea(x, T); P])| > &)

IA

sup Pg’”(E” sup  { Dy, T)

T Gyig b DETR41 0EK V=1 Tevig: st

—E[®@ien(x, T); P,]} >nér)

”
+ > sup P, (> inf {®uik(x,, 7)
Gy, ip+1)ETk+1 0EK V=1 TEV(Q:38y)

_E[(I)"r'"'n 1(x, 'r); P,,.]} <—n8,’,) .

Let a(§)=¢|[4-MY*++2M,] and let Z,(€, 0)=_Z'r"s+1(xy; a(€), 0) (v =1, -+, n).

According to the lemma in Suzuki [3] there exist constants 8>0 and &¥*>0
such that
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sup Py, (33 Z:(6, 6)2n€) 2(1—BEY)"

for every nEN and every & satisfying 0<€<&**. Hence we have

3.7) sup Po’,,(z"] sup {®@rie(x,, T)— E[®(x, T); P} >nér)
EK

V=1 Tev9:e,
<sup P, (3} Z,(&1, 0) Znes)
6EK V=1
= o(n~*-V/Z),
Considering the random variable Zit"s+1(x; a(€), 6) instead of Zi s

(%; a(€), ) we obtain by a similar method to (3.7) that

(38) sup P, (3] inf  {®iini(s,, 7)— E[@ivn(x, 7); PJ} <—n€l)
0EK V=1 TEV(9:38y,)
= o(n~*"DfZ)
From (3.6), (3.7) and (3.8) we have

(3.9) sup T(0) = o(n~¢+-72)
€K

From (3.3), (3.4), (3.5) and (3.9) we have
(3.10) sup [[Py,,— Okl = o(n~0-7).
6EK

Since 0, is contained in K it follows from (3.10) that there exists a number
n§ such that for every n satisfying n=>ng

[1Poy,s— Q5 ll <1/2.

Hence particularly for every n=n§ we have
(3.1 [ o @ 09, >0.

Define ©, = 0€0; |, g¥(z,, 0> 0}, ) = L ., (s O)dis] for
08, and c,()=0 for §&O,. From (3.11) n=n§ implies ,€0,. Let d,(0)
be the indicator function of @, i.e., d,(0)=1if 60, and 4,(0)=0 if 0&0O,.
We define a ‘sufficient density’ g,(2,, 0) as follows: g¢,(z,, 6)=[c,(0)r¥(t¥, 6)+
ca(00)(1—d (0))rk(tk, 0,)]5%(2,) for each n=nf, =p,(2,, 0,) for each n satisfying
1=<n=<n¥f—1 where z,€X® and #=®. It can be easily seen that for every
neEN and every 60O

SX(") 9(Rns o)dﬂn =1.

Let Q,, be a probability measure on (X™, A™) defined by
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Q O,M(A) = gA qn(zm e)dﬂm (A EA(”)) .
We note that the density g¢,(2,, ) has the following form:

qn(zm 6) = T"(t:,k, 0)'8,,(2’,,)
where

7,(t¥, 0) = c (O)r¥(t¥, 0)+c,(0.)(1—d (0))rk(t¥, 0,) for n=n¥
=1 for nn¥—1

and
$.(2,) = s¥(2,) for n=n¥
= P2 0,) for n=<mf—1.

Hence according to the factorization theorem #f is sufficient for the family
{0s..; 9=©} for each nEeN.
By (3.10) there exists a number #¥ such that for every n=n} we have

sup ||P, ,—Od,lI<1/2.
EK
Hence n=n¥ implies KC®,. Thus if n2>nf=max(ng, n¥) then for every 6K
q,,(z,,, 0) = Cn(o)'q:tk(zm 0) .
From this we have for every n=n¥

2+ 11,985 — Qo,all=11—cz'(0) | = | Py (X ™) — O (X ™) |
é“ Po,n_Q;k.n” ’

and hence

sup ||Py,,— Qo all= sup ||Py,,—Off,l|+sup ||Q8,—Qo,.l| <2-sup ||Py,,— O, || -
0EK 6EK 6EK

Thus by (3.10) we obtain

sup ”PO,n_QO,n” == o(n—(h—l)IZ) .
0EK

This completes the proof of the theorem.
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