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Abstract

Let T be a measure preserving transformation’oic R¢ with a Borel measure
w and Ry be the first return time to a subsét If (X, «) has positive pointwise
dimension for almost every, then for almost every

: |Og RB(.\'.I‘)(X)
limsup——=2 < 1
P Zlogu(Bx. 1) =

where B(x, r) the the ball centered at with radiusr. But the above property does
not hold for the neighborhood of the ‘skewed’ ball. LBtx, r;s) = (x —r*, x +r) be
an interval fors > 0. For arbitrarye > 1 and 8 > 1, there are uncountably many
irrational numbers whose rotation satisfy that

lim supM =« and liminf IOg RB(.»-.r;s)(x)

1
ot —logu(B(x,r;5)) 0" —logu(B(x.r;s)) B

for somes.

1. Introduction

Let u be a probability measure o and 7': X — X be au-preserving trans-
formation. For a measurable subgetC X with u(E) > 0 and a pointx € E which
returns toE under iteration by, we define the first return tim&; on E by

Re(x)=min{j >1:T/x € E}.
Kac's lemma [5] states that
/ Rp(x)dp < 1.
E

If T is ergodic, then the equality holds.

For a decreasing sequence of subgéis} containingx, Rg, is an increasing se-
guence. The asymptotic behavior betweg®s and the measure df, has been studied
after Wyner and Ziv's work [13] for ergodic processes. [[@tbe a partition ofX and
{(P,} be a sequence of partitions &f obtained byP, = Pv I 1P v ... v TP,
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wherePv @={PNQ: PeP, Qe Q}. Ornstein and Weiss [9] showed thatf is
ergodic, then

lim

n—oo

IR 7 ) ae
n

where P,(x) is the element irP, containingx. Therefore, by the Shannon-McMillan-
Brieman theorem, if the entropy with respect to a partitioni (7, P) is positive, then
we have

|Og RP,,(X)(X)
n—o00 —l0g u(Py(x))

Let (X, d) be a metric space anB(x,r) ={y: d(x, y) < r}. Define the upper and
lower pointwise dimension of. at x by

=1 a.e.

log u(B(x. r))

d,(x) = lim supw oar

, d, (x)=Iliminf
rF—0* logr _“( ) r—>0*

Now we have another recurrence theorem for the decreasiogesee of balls.

Theorem 1.1. LetT: X — X be a Borel measurable transformation on a mea-
surable setX c RY for somed € N and . be a T-invariant probability measure on
X. If d,(x) > 0 for u-almost everyr, then we have

: |Og RB(x.r)(x)
limsup———
o Zlogu(B(x. 1) —

for w-almost everyx.

This theorem is a modified version of Barreira and Sausse@&ult [1] which
states that
log RB(_,(_r)(x) -

< dy(x), liminf —=— 2T < d (x).

. lo
limsup min “logr

0" —logr
See also [2], [3], [7], and [11] for the transformations whisatisfy that

|Og RB(x,r)(x)

= dimension of.
r—0"  —logr

Note that for some irrational rotations the limit does notsef4].
So one might expect that if we choose a decreasing sequersstsif, as ‘good’
neighborhoods ok

. log Rg, (x)
Ilmnsup_ |Og/L(E,,) -
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However, we show that even for interval,’s on X the limsup can be larger than 1
for some irrational rotations.
Fort € R we define|| - || and{-} by

It =minjt —nl, {t}=1—[1],
nez

i.e., the distance to the nearest integer and the nearegiemiwhich is less than or
equal toz, respectively.
An irrational numberd, 0 < 0 < 1, is said to be of typey if

n= sup{t > 0: liminf j'||j0| = O} .
Jj—>00

Every irrational number is of type > 1. The set of irrational numbers of type 1 has
measure 1 and includes the set of irrational numbers witmded partial quotients,
which is of measure 0. There exist numbers of type called Liouville numbers. Here
we introduce a new definition on type of irrational numbers:

DEFINITION 1.2. An irrational numberd, 0<6 <1, is said to be oftype
(o, B) if

o= sup{t > 0: liminf j'{—j0} = O} ;
Jj—00

B = sup{t > 0: liminf j {0} = 0}.
J—>0Q

For example, if the partial quotients of an irrational numbeis ay = 2% for
k > 1 anday+1 = 1 for k > 0, then6 is of type (21). Note thate, 8 > 1 and
n = maXea, B}. For eacha, 8 > 1 there are uncountably many (but measure zéi®)
which are of type ¢, B).

Let 0<6 <1 be an irrational number and: [0,1)— [0,1) an irrational
rotation, i.e.,

Tx=x+6 (mod 1)

Then T preserves the Lebesgue measuren X = [0, 1).
Let B(x,r;s) be an interval X —r*, x +r), s > 0 and putB(x, r;00) =[x, x + 7).

Theorem 1.3. If 0 is of type(«, B), then forl < s < o0 and anyx € [0, 1),
we have

. |Og RB(,\'.r's)(x) i imi
| ' = lim inf
TSP Tlogu(ate, sy et R Tlogu(B(e, ris))

IogRB(X',;s)(x) — min E s
B a
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and for0 < s < 1 and anyx € [0, 1), we have

. loQRB(x.r;s)(x) ) - . lOQRB(x,r:s)(x) _ - =
Ilr,isol;jp—log/L(B(x,r;s))_mm 'B’s ’ IIFITLIOQ —IOQ/L(B(x,r;s))_mIn a sp|’

By the symmetry, we have

, log R —r .. log R, 1
lim sup—2 ~e 1) () =, liminf ~9~t—rallt) A0) 1
O —logr r—0* —logr o

Note that ifs = 1 the theorem is reduced to

I R X,r H H I R X,r
lim sup 09 R, () =1, liminf 09 R, ()

1
o —logu(B(x,r)) >0 —logu(B(x,r)  n’

which was shown in [4].
2. Return time for measure space
In this section we prove Theorem 1.1. LEtC R? for somed e N. Define
@n = {[i12*”, (il + 1)2") X e X [l'([27", (l'([ + l)Tn) : (il, ey id) S Zd}

to be the dyadic partition oR? and Q, = {XNA: A € Q,}. Let 0,(x) as the element
of Q, containingx.

In order to prove Theorem 1.1 we need a lemma, which is a shighdification
of the weakly diametrically regularity in [1].

Lemma 2.1. Let 4 be a Borel probability measure oR?. For p-almost every
x we have

(B (x,27") < n®u(Qn(x))
for sufficiently largen.

Proof. Let

E,={x: u(B(x.27")) > n®u(Q,(x))} .

For eachA € Q, with AN E, # @ choose onex € AN E, and let F be a set of
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suchx’s. Then we have

E, c | .
xXeF
and

WE) < ) 1(Qu(x) < ) n2u (B (x,27")).

xeF xeF

There is a constanb depending ond such that for eacly € R¢, there are at mosb
x’s in F such thatx € B(y, 27"). Therefore, we have

Z/,l, x2" <D-M(Rd):D

xeF

and
u(E,) < Zn ,u x 2- ”)) <Dn™?
xeF
Since
Z/L(En) < DX:;f2 < 00,
the first Borel-Cantelli lemma completes the proof. ]

Proposition 2.2. Let T: X — X be a Borel measurable transformation on a
measurable sekK ¢ R? and . be a T-invariant probability measure oiX. If d,(x) >
0 for p-almost everyx, then

0g R, (x)(x)
"Tfo‘ip—l 09 1(0n() =

for pu-almost everyx.

Proof. Choose an arbitragy> 0. For anA € Q,,, we have by Markov’s inequality

ne

A: R > 2
“<{xe R =

}) < n(A)2e fA Ra(x)dp.

By Kac’s lemma we have

" ({x €A R s }) < u(a)2 .
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Hence we have

e

Iz ({x € X1 Rg,x(x) = MD < ) A <27

AeQ,

and

o0

Z/J, ({x € X: Ry, )(x) = M(Qn(x))_lz_ne}) =< 0.

n=1
By the first Borel-Cantelli lemma, for almost evexywe have

ne

AT NE)
eventually. Thus for almost every
. log R, (xy(x) . —nlog?2
imsup——————"—"— < 1+e¢-limsup————
o’ —log (0, () 1 ane 109 4(0,(x))
—nlog 2

<1l+e-limsup

n—oo l0gu(B(x,27"))

<1l+e-limsu Io¢
= " Piogu(B(x. 1)

since Q,(x) C B(x,2™"). Hence we have

. |Og RQ”(X)(}C)
ISP o (0,6 = - ()

By the assumption off (x) > O for almost everyx, we have

. log RQ”(X)(X)
MU g u(0u () =

for almost everyx.

O

Proof of Theorem 1.1. By Lemma 2.1 we have Jo@d(x, 27")) < log u(Q,(x))+

2logn and logRp(x 2 (x) < log Ry, (»(x) from Q,(x) C B(x,27"). Therefore,

log Rp(r 2ny(x)  _ log Rg, () (x)
—logu(B(x,27")) = —logu(Qn(x)) — 2logn
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for sufficiently largen. By Proposition 2.2
log Ro,(o(x)  logpu(Qu(x)) )
—logu(Qx(x)) logu(Qn(x)) +2logn

_ 1
=lmsupys logn/l0g (0, (x))

) log Rp(x,2-7)(x) :
lims : <lims
|,1_>£p— IOg/,L(B(X, 27")) a |n_>0l;|p

Since

d,(x) = liminf PYLBED) o 0QUBE 2T _ o 10072000 ()
H r—0 |Ogr n—00 —n |Og 2 n—00 —n |Og 2
for largen we see
10040, (+)) < —54,,(x)log 2

Hence we have

-1
, log Rp(x,2-m(x) , 4logn _
S T log (Bl 2) = Pt g t)log2) T =

3. Return time for irrational rotations

In this section we prove Theorem 1.3.

We need some properties on diophantine approximations.ni@ye details, con-
sult [6] and [10]. For an irrational nhumber ©6 < 1, we have a unique continued
fraction expansion;

1
1

a2+...

9:[01,612,...]:
ay +

if ¢ >1 foralli > 1. Putpg=0 andgo =1. Choosep; andg; for i > 1 such that
(pi-gi)=1and
Pi 1
—i=[a1,a2,...,a,v]= 1
ai+

1

a + 1
o+

a;
We call eacha; the i-th partial quotient andp;/g; the i-th convergent. Then the de-
nominatorg; and the numeratop; of the i-th convergent satisfy the following proper-
ties: gi+2 = aiv2qi+1 + qi, Pi+2 = div2pi+1+ pi and

1
< < llgifll <
2gi+v1 qiv1t g l gi+1

fori > 1.
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It is well known [6] that| jé| > |l¢:@] for 0 < j < g;+1 and 6 — p;/q; IS pos-
itive if and only if i is even. Thus, by the definition of typer,(8) in Definition 1.2,
we have

n=sup{s > 0: liminfg/|lg:0 = 0} ,
1—>00

a =sup{z > 0: liminf g, llgai+10| = 0},
1—>00

B =sup{t > 0: liminf g, llg20| = O} .
And we have the following lemma:

Lemma 3.1. For anye > 0 and C > 0, we have(i)
575 llg2101 > € and g5 “llgafll > C.

for sufficiently large integeri, and (i) there are infinitely many odd's such that
g/ “llg:0|l < C and eveni’s such thatg, ‘[ ¢:0] < C.

It is known that the first return tim&kz of an irrational rotationT has at most
three values ifE is an interval [12]. For the proof consult [8].

FACT 3.2. LetT be an irrational rotation and € (O, |0]]] a fixed real number.
Moreover leti > 0 be an integer such thdy;0] < b < |lg;—10|| and put

K =maxk = 0: kllg;0|l + llgixaBll < b}.

If i is even, then

qi, 0<x<b_||‘119||,
Rop)(x) = 1gis1 — (K —D)qi, b — g0l < x < KllgiO| + llgi+01l,
gi+1— Kqi, Kllgifll + llgi+10] < x < b.
If i is odd, then
gi+1 — Kqi, 0<x <b—Klgbl — llgi+01,
Rop)(x) = 1 gis1 — (K —L)qi, b — Klgi0ll — llgi+161l < x < llg:0l,
qis llg:fll <x < b.

And we haveRy 5)(0) =¢; for eveni and Ry 5(0) = ¢;+1 — K¢; for oddi.

Note that the value at the middle interval is the sum of thesiotivo values and
0 < K <a;+1 — 1 sincellgi—10]l = ai+1l4:01l + llgi+10]l.
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ReEMARK 3.3. (i) For all i, gi+1— Kq; > ¢;. (i) By Kac's lemma ¢;+1 —
(K —1)g; > 1/b.

Lemma 3.4. Leti be an integer such thafqg;0| < w(B(x,r;s)) < |lgi—10]. Put
K =maxk > 0: k||g;0] + |lgi+10]l < w(B(x,r;s))} as in Fact 3.2.Then
(i) if i is even then Rp( ,(x) = ¢i for r > |lgi@ll and Rp . (x) > gi+1 — Kgq;
for r < llg:f],
(i) if i is odd then Rp(. ,)(x) = g; for r* > |lg;0|| and Rp(c r.5)(x) > gi+1 — Kq;
for r* < |lq:0|.

Proof. Putb = u(B(x,r;s)) = r* +r and apply Fact 3.2. TheR,(p( rs)(x) =
R(o,b)(rx) for s < oo and RM(B(XJ;S))(X) = R[O,b)(O) for s = o0o. ]

By the symmetry, we only consider the case 1.

Proposition 3.5.

liminf 09 Rsern@) L L5 ]
r—0" —logu(B(x, r;s)) B«

Proof. If [lg2:0ll < w(B(x,r;s)) < llg2i—10]|, then for anyC > 0 ande > 0 by
Lemma 3.4 (i) and Lemma 3.1 (i) we have

CH/(E+e) PR
Roterin() 2 42 > 1 0w = B ) o

It g2i+101 < u(B(x,r;s)) < llgz0ll andr® > |lgz+161l, then

Cl/(a+e) C]_/(oﬁé)
> .
llgai+10 17/@*e) = u(B(x, r;s))s/@*e)

Rp(x.ris)(X) = qoiv1 >

If [g2i+101 < w(B(x,7;s)) < llg2:0] and r® < ||g2i+10], then by Remark 3.3

1

1
Rierg(¥) = qaiva — Kaoisr > =(qas2 — (K — Dgorst) > =——o——. [
B(.,)(x) q2i+2 512+1>2(412+2 ( )q2+l)>2/,L(B(x,r;s))

Proposition 3.6.

. log Rp(x ,.-s)(x) .
| i .
M SUP g (B, sy = T 8]

Proof. Suppose|gi+10] < w(B(x,r;s)) < l|g20]. If r* > |lg2i+10|, then

1 _ 1
lgaifll = u(B(x,r;s))

RB(x,r;x)(x) =q2i+1 <
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If r* < llgais1f|, then
w(B(x,7;5)) < llgainifll + lIgais101l"* < 2l gaisaOlI™",

so we have

2 2.2
llgai+101l = w(B(x,r;s))

(1) Rp(x.ris)(¥) < qoiv2 + g2iv1 < 2q2i42 <

Also by Lemma 3.1 (i) for anyC > 0 ande > 0 we have

2 2y 2 2

(2) R X,rs (x) < < < < .
Brs) lgzs0ll ~ C  Cllgzbl** ~ Cu(B(x.r;s))

Supposellgz 01l < w(B(x,r;s)) < llgzi-161. If r > ligzi01l, then

1
< )
lg2i—101l — w(B(x,r;s))

RB(x,r;s)(x) =q2 <

If 7 < llg0]l, then

R (x) < + 2q 2 < 2 < 4
o) (X) < g9 P < 1< — < -<——.
Plorgit) = Gam T2 = S = 001 = 7 T w(B, ris)
Sincea > 1 ands > 1, by (1) and (2), we have
. l0g Rp(x.rs .
limsup 9 R (%) < min{«a, s}. ]

r—0* —lOg/L(B(x, I’;S)) B
Proposition 3.7.

fiminf 09 Ratrin(*) <min{>, 21
r~0" —logu(B(x,r;s)) B«

Proof. From Lemma 3.1 (ii) for ang’ > 0 ande > O we have infinitely many
eveni’s such that

al~llg:6l < C.
Putr = g0 + |lgi+101l/2 for suchi. Then
lgi—101l < n(B(x,r;s)) < 2r < 2|0l +11gi+101l < llgi—201l.

If w(B(x,r;s)) < llgi—10]|l, then by Lemma 3.4 (i), we have

CYB- B9
RB(XJ‘;S)(X) =qi < ||q,9||1/(ﬂ7€) < rl/(ﬂfé) .
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If llgi—101l < u(B(x, r;s)) < lligi-201l, then

2CY/(B—€) 2C1Y/(B—¢€)
Rprny(*) < qi+qi-1 < 2g; < RS < 59

Hence

log R X,r;8 1
@3) fiminf 29 ReCrnG) _ 1
>0 —logr B

Since 8 > 1, we only consider the case where<ls < «. By Lemma 3.1 (ii)
there are infinitely many odds such thatg¢||¢:01 < C with 0 < s < « —€ for any
C > 0. Putr® = 2||¢;0]| for suchi. Then

1/s

(aie)/s < 4cl/52(a76)/5||qi719||(a76)/s'
4q;

W(B(x, r;8) = r+r' < 4)g0|" <

For largei so that 2<*2C||g;_10]|*~¢~* < 1, we have
pu(B(x,r;s)) < ligi-10|.

Thus by Lemma 3.4 (ii), we have

Cl/(otff) 25/(0:76)C1/(o¢76)

Rp(eris)(¥) = qi < llg;6 ]|/ (@=€) < 78/(a—e€)

for largei. Hence

I R X, 1,8
) jiminf ‘29 RBC9() _ s
r—0* —logr o
By (3) and (4), we complete the proof. U
Proposition 3.8.
log Rp(y s .
limsup 09 Ri(r.ris)(¥) > min{a, s}.

r—0* = IOgN(B(xv I";S)) h
Proof. If we choose as u(B(x, r;s)) = |lgi_10], then

1
2lgi-10l  w(B(x,r;5))

RB(x.r;S)(x) > qi >

so we have

: IOg RB(,\'.r's)(x)
limsu - .
o Zlog u(B(r,r35))
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Thus we only consider the case that 1 ando > 1:
(i) Suppose that there are only finitely maig such that

23‘]5,‘+1||¢I2i+19|| <1

In this case,s > o > 1.
Choosee as 0 < ¢ < o — 1. By Lemma 3.1 (ii), there are infinitely manys
such that

oa—€ 1
612,'+1||612i+19|| < Z

Put r = (1/2)llg2:0] for suchi. Then we have
w(B(x,r;s)) =r'+r < 2r =|q0|l

and

P 1
W(B(x,r;s)=r'+r = 519201 > > llg2i+101l-

- a—e
4q2i+1 2i+1

And for largei so as to 235, ,41lg2i+101l = 1, we have

1
5) r = Slgafl® < < llgz161l.

S o5
2454

By the definition of K

1
Kllgzi+101l + llgzi+20ll < r* +r = [g2ix10 || + 5119201,

we have

) _
(K = Dllgai+101 + w - 612,2+2

since [lg20ll = azi+2llgai+101l + llg2i+20|l. ThereforeK < 1 +aps2/2. Sincegasp =
azi+2q2i+1 + q2i, We have

llg2i+101|

azi+2 _
Qoi+2 — Kqoi+1 > qoi+2 — ——q2i+1 — q2i+1 = 5q2i+2 t 5q2i — q2i+1
2 2 2
> Sq2it2 — q2i+1 > T — {q2i+1
2 4 g2i+10||
1— qu-efa
a—€ — a—€ 1+e—a 2i+1
> doi+1 — q2i+1 = 4o (1 4241 ) > W'
1

Froma > 1+¢, we haveq;‘i;}*f > 2 for largei. Hence by Lemma 3.4 (ii) and (5)
for large i, we have

o 1

> .
lg2i01—¢  2lga0l*<  2r*—<

(6) Ri(x.r5) (%) = qoivo — Kqoiv1 >
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(ii) Suppose that there are infinitely mang such that

23‘]5,'+1||412i+19|| <1

In this case, ks < a.
Chooser® = ||gg+10]|/2 for suchi. Then we have

_ llgzix101™ - 1 _ lla2fl
21/s 21/32‘12’_+1 21/s

and

lgz®ll _ llgz01l s, gzl
B(x,ris) =r+r° + = g (27 + 19200 7
B, ris) =r+rt < S o = laad >

Therefore for large so as t0]|¢20|*~* < 2(1— 2-%%), we have
w(B(x,r;s)) < llg2i0ll.
Also we see

w(B(x,r;s)) =r* +r > 2r" = Igais10|.

Since
lg2i+101l . llgzi+10 11
K| goi+101l + llg2i+20| < 1° +7 = l; * ;1/5 ,
we have
1 (g0l 1 2g00llqu+flYS 1 2ga 1
K<+ —— <+ <~ 4 .
=2 21/s 2 21/s 27 25 2gmm

Hence by Lemma 3.4 (ii)

q2i+2  q2i+1
RB(x.r;s)(x) > q2i+2 — Kq2i+1 > qai+2 — 21;5 - 2+
: 1—27%s 1
> (1=2"Y%) gosp — 2 -
@) ( ) dzi+ 2 2llg2i+100l  Allgai+1011Y*
1-—271s ( 71/€)
> —— =(1- oy
A g2i+10 8r

for largei so that

lgziaf P71 < 1274,
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Hence by (6) and (7)
Rp(e
lim supw > min{e, s},
I —logr
which completes the proof. ]

(1]
(2]
(3]
[4]
(5]

(6]
(7]

(8]
9]
(10]
(11]
(12]

(13]

By Proposition 3.5, 3.6, 3.7 and 3.8, we have the proof of Témol.3.
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