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Abstract of Thesis

It is difficult to infer statistical objects in regression and classification when the number of samples is small and the number of
features is large. Sparse estimation addresses the problem by regularizing the objective function, plus the constraint multiplied
by a constant A, and selecting the appropriate features without overfitting. Least absolute shrinkage and selection operator
(Lasso) is a classic sparse estimation; its objective function to be minimized is convex so that we can find the solution efficiently.
This thesis considers convex optimization problems for sparse estimation, particularly joint graphical Lasso (JGL) and convex

biclustering (CB).

To solve JGL, thus far, the alternating direction method of multipliers (ADMM) has been the main approach. However,
converging to obtain a high-accuracy solution for ADMM often takes time, which is not feasible in large data sets. In the first
part (Chapter 3) of this thesis, we propose proximal gradient algorithms with and without a backtracking option for JGL and
further show the boundedness for the solution of the JGL problem and the iterates in the algorithms, which guarantee the linear
convergence of the proximal gradient method. For the procedure with backtracking, we reduce the updated iterative steps to
subproblems that can be solved efficiently and accurately by Lasso-type problems. We modified the step-size selection by
extending to one without backtracking, which significantly reduces the computational time needed to evaluate objective

functions.

The existing techniques to solve CB were unsatisfactory. The convex biclustering algorithm (COBRA) solves twice the standard
convex clustering problem with a nondifferentiable function optimization. In the second part (Chapter 4) of this thesis, we instead
convert the original optimization problem to a differentiable one. Then, we combine the basic procedures in the augmented
Lagrangian method (ALM) with the accelerated gradient descent method (Nesterov’s accelerated gradient method), which can
attain a 0(1/k?) convergence rate. The conventional algorithms are sensitive to the tuning parameter A, which is not feasible
in some biclustering applications that are needed to solve a wide range of A. However, our proposed method is not greatly

influenced by the tuning parameter A.

The experimental results indicate that the proposed algorithms can achieve high accuracy, and their efficiency is competitive

with state-of-the-art algorithms, even for large-scale problems.




BT
MLBEEOKROES KO Y F

xK % (Jie Chen)

a ik () K 4
H M
E;;é TAE % WA
RlESH. & 6% T 44
RlESH. & 6% WH HEZ
Rl AR g F— (BBXUB(EKF)
M LEEOERDOEE

AP LR ST, WEEH Cod Dlie Chen KM LIRRAEFHITAT o 72, AX—ZHEEICE T 505
R EELDIZLDTH D, AN—AHEEIL, ARE/MET REHEEREIL, FEr AT A—FD
EE AR 2 ~F VT 4 DEEZMA @& ER/MET D2 EIZE-2T NTA—FOHEEEEHGD
FHETHDL, LienoT, U7 Ikt LT, BEOBEMPEEBICREWE S 2 BEFORES
TG TERWEICH L THERIRFEILR>T0D, LaLans, o ks ezt
TH, TOMEZEL 2O OFERFBNE RIS 2 1307 72V, Jie Chen K DAFZEIX, T~
DA/N—AHEFE THA U D ic{bEICKT LT, BEFOMEL D hEDO L WiREEZ 525D TH
Do

FIEOFim ClX, Ao, Bry, "k, 2FE0H L E LIZOWVWTRITWNDS,

F2EIE, AR LR SCA R T 27 DI BN, AN—2AHEE R X O E LR IS BT A R
M E 5 2 T\ D,

%53% (%, Joint Graphical LassoJGL)IZ DWW TRt L T\ 5, SEATHFSE CIEAR A7 1A e ik
(ADMM)Z il L, FRIC KB T — 2 & v N TR R 30> Tie, RIEEFR ST,
AR T VT AL E#EHA L, OFRMEZENT 5 Z L2k - T, SBPIREZHE S S,
FFlZ, backtrackZ FHW D RVE & W e WRIE ORI Z 32 R Lo, RIFICE L Tk, KIEAXAT v~
ZLassoDF 7 EICIRE S, RN DOIEMICHEEZ R L TS, BETIE, A7y A X
DRI 715 Zbacktrack 72 L O & OITIRIE - E1E L, FHHEFREZ KigIZER ST 5,

#4%(L, Convex Bi-Clustering (CBIIZ DWW THFT L T\ %, FEATHIJE(COBRA) Tid. FEHs L
BBt b 2 2150 ) L TRV T, AR S0 TIE, AU O F v O il BRTE Z 5y rIRE 72
BICEW LT, JET 77 v aillk (ALM) OIEATE & NesterovD NEAFL G Tk Z A E D
B, O(VK2)DINH L AR LTz, S HIT, BEHEZ, NI A — 2 NDEICEEZZ T 720
EVWIOHETHAY v hEFETE 5,

FSEIL, AR COMRMB L O % OBEIZ OV THRRH TIN5,

PLED X 512, Jie ChenfK D A/ N—ZHEE DR R O BZAICEA T 209818, BE 2 PN E B C
HY, HEEDYOPANHLE L THEOH L LD THDL LR D,




