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Abstract of Thesis

Videos from Closed-Circuit Television (CCTV) cameras are rapidly generated every minute in
accordance with an increasing number of cameras either in public places or private places in order to
increase the efficiency, safety, and security due to criminal and terrorist attacks. The monitoring
proficiency of anomaly events in hundred surveillance cameras using human labor is ambitious. To
overcome this problem, developing intelligent computer vision algorithms to automatically detect
events in a video scene is a viable solution. Anomaly detection in the video has recently gained
attention due to its importance in the intelligent surveillance system. Real-world anomaly events are
complicated and it is difficult to define every specific event. Although anomaly detection algorithms
have reached the accuracy level under certain condition, the algorithm may still be affected by the
external and internal variation such as the illumination, direction of movement object, motion
velocity, occlusion and similar object motion.

Even though the performance of the state—of-art methods has been competitive in the benchmark
dataset, the trade—off between the processing time and the accuracy of the anomaly detection should be
considered. This dissertation proposes a framework for detecting anomalies in video, which designs a
“multi-scale U-Net” network architecture based on generative adversarial network (GAN) structure for
unsupervised learning to detect anomaly in video. To improve the training and testing of the neural
network, Shortcut Inception Modules (SIMs) and residual skip connections are used in the generator
network. Instead of using traditional convolution layers, an asymmetric convolution was used to reduce
the number of training parameters without impacting detection accuracy. A multi-scale U-Net kept
useful features of an image that were lost during training caused by the convolution operator. The
generator network is trained by minimizing the reconstruction error on the normal data and then using
the reconstruction error as an indicator of anomalies in the testing phase. This dissertation
evaluates the performance with three benchmark datasets including UCSD Pedestrian, CUHK Avenue and
ShanghaiTech datasets. The experimental results demonstrate that the framework surpasses the state-of-
the—art learning-based methods, which achieved 95.7%, 86.9%, and 73.0% in terms of AUC. The multi-
scale U-Net reduces the number of network parameters by 22.6% compared to the original U-Net
architecture. In average, the proposed architecture takes 0.041 seconds per frame. As a result, the
complete pipeline can run at 24 frames per second (fps), which is on par or slightly better than the
baseline network architecture, which can run at roughly 22 fps.

This dissertation also proposes a joint representation learning for video anomaly detection.
The proposed architecture extracts features from the object appearance and their associate motion
features via different encoders based on ResNet network architecture. The network architecture is
designed to combine spatial and temporal features, which share the same decoder. Using a joint
representation learning approach, the proposed architecture effectively learn both appearance and
motion features to detect anomalies in various scene scenarios. The experiments on three benchmark
datasets demonstrate the remarkable detection accuracy with respect to existing state—of-the—art
methods, which achieve 96.5%, 86.9%, and 73.4% in UCSD Pedestrian, CHUK Avenue, and ShanghaiTech

datasets, respectively.
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