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Summary

Recently, stream data processing systems such as Apache Flink and Spark Streaming
have attracted considerable research attention. Stream data processing systems are widely
used in various applications that require periodical and continuous data processing such
as object detection and sensor data analysis. In the present stream data processing
applications, sensor devices with network access capability are often applied as data
sources. The computational power of such device is smaller than that of ordinary desktop
computers. Therefore, to enable complex and heavy load stream data processing such as
object detection or state analysis, sensor devices transmit stream data to remote processing
computers with higher computation power to offload the data processes. The processing
computer periodically processes each data item included in the stream data. For instance,
several video surveillance systems execute stream data processes on a remote server to
detect perpetrators in videos captured by surveillance cameras. Two key indexes can be
considered to evaluate the performance of such stream data processing systems, namely,
transaction time and transaction rate. The transaction time corresponds to the period
between the instant at which a data item is produced on a stream data source to the instant
at which the processing computer completes processing it. The transaction rate means the
number of transactions completed per unit time (a second). A smaller transaction time and
a higher transaction rate correspond to enhanced application performance. For instance,
the probability of apprehending perpetrators increases when the processing computer
analyzes the videos within a smaller transaction time and with a higher transaction rate.
To enable performance enhancements, most methods reduce the communication traffic
between the data sources and the processing computer.

Although stream data processes do not always require the original qualities of the data
got from the sensor devices at the data sources, the processing computer in conventional
systems receives original quality data. For example, in certain cases, the processing
computer in face detection systems can recognize faces even when the image size is
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smaller than the original size (the quality of data in this case pertains to the resolution).
In certain human detection tasks, the processing computer can detect target humans in a
part of the image area (the quality in this case pertains to the image region). In the SLAM
(Simultaneous Localization andMapping) systems for autonomous robots, original quality
LiDAR (Light Detection And Ranging) data, including the detailed object shape, are not
needed depending on the situation (e.g. detailed object shape is not needed to change the
movement direction to avoid obstacles). By evaluating the necessity of original quality
data, we can reduce the redundant communication traffic in certain situations, thereby
enhancing the performance of stream data processing systems. Therefore, this study
aims to establish a novel progressive quality improvement (PQI) approach to enhance the
abovementioned performance indexes. In this approach, data with different qualities are
generated from the original data. The data with the lowest quality are cyclically sent to
the processing computer. Only in cases when data with higher qualities are needed, the
processing computer progressively collects these data from the data sources. Moreover,
we developed a method to improve the transaction rate by changing the transaction
interval dynamically under the PQI approach. To investigate whether the PQI approach
can enhance the performance in real situations, the PQI strategy was implemented in
a video surveillance system to investigate the differences in the results obtained using
the implemented system and developed simulator. This dissertation is divided into five
chapters.

In Chapter 1, we provide a background overview, the objectives, related work, and the
content of this research.

Chapter 2 describes the proposed PQI approach for stream data processing. The
objective is to reduce the transaction time. Each stream data source generates certain data
having different qualities from the original data. The data are transmitted only if requested
by the processing computer. The quality of data for stream processing progressively
improves. The PQI approach is evaluated through our developed simulator. The results
show that the transaction time of the PQI approach is shorter than that of the conventional
approach when the probability that the process proceeds to the original quality data is
small.

Chapter 3 describes the method to improve the transaction rate under the PQI approach,
termed the cycle-based dynamic interval (PQI-CDI) method. The transaction interval is
dynamically changed based on the transaction time. The processing computer changes
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the transaction intervals of each stream data every time when a predetermined number
of transactions are finished. We evaluate the proposed method by using our developed
simulator. The results show that the proposed method can enhance the transaction rate
compared with that of the conventional static interval method.

Chapter 4 explains the implementation of a video surveillance system incorporated
with the proposed PQI-CDI method. We used three camera devices and one processing
computer for the implementation and developed two software for them. We investigate
the differences between the performances obtained by our developed simulator and those
by our implemented system. The experimental results show that the PQI-CDI method
can improve the transaction time and the transaction rate in actual situations although the
performances were not always similar to the simulation results.

Chapter 5 presents the concluding remarks and mentions several future research
directions.
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Chapter 1

Introduction

1.1 Background

Recently, stream data processing systems such as Apache Flink1, Spark Streaming2, and
Kafka Streams3 have attracted considerable research attention. In this study, stream data
is defined as a series of data items that is periodically and continuously generated from
a variety of data sources such as camera devices and sensor devices. Representative
examples of stream data include image data, sensor data, and social media feeds.

Stream data processing systems are widely used for various applications such as
detecting objects in video data for real-time event detections (e.g., perpetrator detection
[1–5], license plate detection [6–9], car detection [10–12], etc.), identifying behaviors of
the users for health cares by the vibration sensor data analyses [13,14], extracting disaster
information from social media feeds [15, 16].

Considering the prevalence of object detection systems implementing stream data
processing, object detection systems are regarded as a typical application of stream data
processing in this study.

In the present stream data processing applications, sensor devices with network access
capability are often applied as data sources. For example, compact computers like
Raspberry Pi devices or other micro-computers are often equipped as stream data sources
because their spatial sizes are small, and thus they are easily installable at various places.
The computational power of such a device is smaller than that of ordinary desktop

1https://flink.apache.org/
2https://spark.apache.org/
3https://kafka.apache.org/
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Chapter 1 Introduction

computers. Therefore, to enable complex and heavy-loaded stream data processing, sensor
devices transmit stream data to remote processing computers with a higher computational
power to offload the data processes. The processing computer periodically processes
each data item included in the stream data. Such stream data processing systems in
which a processing computer processes stream data transmitted by remote stream data
sources are the target systems of this study. A set of processes (including communication
processes) for each data item is termed as a transaction. A time span in that a transaction
is running is termed as a transaction time. A transaction starts from the instant at which
a data item is constructed on a stream data source to the instant at which the processes
for the data item finish on the processing computer. A new transaction starts as soon
as the transaction interval elapses from the instant at which a transaction starts. The
transaction interval is a different value from the transaction time. If the transaction time
is longer than the transaction interval, the transaction overlaps with the next one.

Figure 1.1 shows a representative our assumed system. In the figure, the data
sources are camera devices deployed at an office. The example application is a video
surveillance system. In this system, the image data captured by surveillance camera
devices are transmitted to a processing computer in a security center [17–20] because the
computational resources of the camera devices are often insufficient to accomplish object
detection tasks. In this application, a transaction is a set of processes for each video frame
data. The transaction interval is the time span between the transmissions of frame image
data and the value equals to the inverse value of the frame rate on the camera devices
(1/30 [s] for 30 [Hz] video).

Two key indexes can be considered to evaluate the performance of stream data
processing systems.
(1) Transaction time

As we briefly explained in the above, a transaction time is the time required for
processing a transaction and is the period between the instant at which a stream data
source constructs a data item to the instant at which the processing computer completes
the set of processes for it. The transaction time includes the communication time
and the processing time for the transaction. A shorter transaction time enables stream
data processing systems to get the processing results of a transaction earlier. In video
surveillance systems, the transaction time corresponds to the delay from the time of a
real incident to its detection time on the system. If the delay is long, countermeasures

2



1.1 Background

Network

Processing 
Computer

Office

Stream data

Figure 1.1: A representative our assumed system

against incidents may become invalid. For example, if the alarm is delayed due to the
long transaction time, the perpetrator might be able to escape from the surveillance point.
Therefore, the transaction time is a key factor to enhance the performance of stream data
processing systems of which input data come from remote stream data sources.
(2) Transaction rate

The number of transactions completed per second is referred to as the transaction
rate. The transaction rate is the inverse value of transaction interval if there is no resource
competition in the communication network nor the processing computer. When the
transaction is executed on competitive resources and the transaction does not finish within
the transaction interval, the transaction rate becomes smaller than the inverse value of
the transaction interval. In this case, the transaction time eventually gets longer and the
transaction rate becomes smaller. Only in cases where the transaction time equals the
transaction interval value, the transaction rate is the inverse value of the transaction time.
A higher transaction rate enables stream data processing systems to get more frequent
processing results of the transactions. In video surveillance systems, to keep the detection
performance for moving objects, the transaction rate should be higher than a certain value
to obtain enough number of detection process results in a unit time. Therefore, the
transaction rate is a key factor to enhance the performance of stream data processing
systems of which input data come from remote stream data sources.

We use video surveillance systems as typical examples of stream data processing

3



Chapter 1 Introduction

systems. However, our proposed approach does not depend on the contents of the data
when the system architecture is the same as our target system mentioned in this section
and the contents of the data have the quality attributes. For example, the contents of the
data for our proposed approach can be temperature, SLAM (Simultaneous Localization
and Mapping), or so on.

1.2 Research Objectives

This study aims to enhance the performances mentioned above. The research objectives
of this study are described in the following.

• Reduction of transaction time
As explained in the previous section, one of the performance indexes in our target
stream data processing systems is transaction time. To reduce the transaction time,
many methods have been proposed, as described in Section 2.2. Most of these
methods degrade the data qualities such as the image data resolutions to reduce
the communication traffic between the stream data sources and the processing
computer. However, the application performance may deteriorate with the data
quality degradation. For example, the detection accuracies for object detection
applications decrease when the image data resolutions are excessively low. Hence,
one of the objectives of this study is to reduce the transaction time while maintaining
the application performance. The relevant details are presented in Chapter 2.

• Improvement of transaction rate
The other performance index is transaction rate. To improve the transaction rates,
several methods have been proposed, as described in Section 3.2. These methods
target periodic stream transactions and assume static transaction intervals as the
focus on video applications, in which the transaction intervals (the frame rate) are
not changed frequently. If the frame rate changes frequently, the quality of the
experience degrades as a trade-off for changing the transaction intervals. However,
when the transaction interval is long, it results in a lower transaction rate. On
the other hand, when the transaction interval is excessively short, the transactions
overlap, which causes long transaction time and high computational load on the
processing computers, and thus the transaction rate decreases. Hence, one of the

4



1.3 Related Work

objectives of this study is to improve the transaction rate considering the dynamic
adjustment of the transaction interval. The relevant details are presented in Chapter
3.

• Implementation of the proposed approach
To investigate whether the proposed approaches for the transaction time reduction
and transaction rate enhancement are effective in real situations, we implement a
video surveillance system incorporated with the proposed approaches and investigate
the differences in the results obtained from the implemented system and simulation
results. Chapter 4 presents the relevant details.

1.3 Related Work

This section first provides an overview and introduction of the studies relating to stream
data and video data processing systems. After that, we will introduce the studies relating
to stream data sources. The studies relating to transaction time, transaction rate, and
video surveillance systems are described in Subsections 2.2, 3.2, and 4.2, respectively.

1.3.1 Stream Data Processing Systems

Several researchers have proposed stream data processing systems for several decades.
Recent researches focus on cloud computing environments, IoT devices, and so on. The
stream data processing system proposed in [21] used a cloud service to analyze large
amounts of heterogeneous and high-frequency sensor data. The stream data targeted in the
research are generated by IoT (Internet of Things) devices connected to the Internet. The
stream data processing system proposed in [22] also dealt with the stream data that came
from remote stream data sources. The system adopted in-memory streaming and caching
(temporally storing the received data to the memory) technologies for fast processing.
The system extended Kafka streams. Similar to these studies, our target is the stream data
processing systems of which input data come from remote stream data sources.

A two-layer system architecture for stream data processing was proposed in [23]. In the
first layer, the system checks the received data and determines whether to proceed to the
process in the second layer. The checking processes were designed for enabling a much
lighter processing load than the processes in the second layer. Thus, this architecture
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Chapter 1 Introduction

reduces the processing loads because the system does not execute unnecessary high load
processes. This architecture is also similar to our approach in that unnecessary processes
are skipped by checking their necessity. This method always processes all the sensor
data in the first layer even if the size of the data is large. Therefore, the traffic in the
communication network is not reduced that can cause a long transaction time.

A two-level indexing approach for data collection was proposed in [24]. In this
approach, segmented data are first stored in the memory of the processing computer
having a tree structure in the first level. Next, data segments are passed to the second level
with its reference data to the tree. This approach enables rapid data acquisition because
the processing computer can access each data segment rapidly by using its reference data.
This approach can be applied together with our approach.

As explained in Section 1.1, object detection systems are one of the major systems
using stream data processing techniques. There are many researches for object detection
systems. To improve the system performances for embedded IoT devices, a parallel and
light object detection framework was proposed in [25]. A noise reduction mechanism
by background subtractions for object detection was proposed in [26]. To detect objects
in a short time, a pipelining technique for general purpose graphics processing units
(GPGPUs) was proposed in [27], a method using several GPUs in parallel was proposed
in [28], and an occluded-region reduction method was proposed in [29]. However, these
object detection systems did not consider the necessity of the original quality data, which
our proposed approach considers to improve the performance indexes.

1.3.2 Video Data Processing

We introduce the studies relating to video data processing in this subsection because one
of the attractive stream data is video stream data. For the cases that the computational
resources of the camera devices are insufficient for video data processing, the camera
devices of the proposed systems in [30–33] continuously transmit their captured image
data to remote processing computers. Similar to these studies, the input data in our
assumed system come from remote stream data sources. To reduce the processing time
on the processing computer, several methods have been proposed.

A parallel processing technique for video data processing was proposed in [34]. The
data are distributed to multiple slave processing computers by a primary processing

6
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computer, and the results are collected by the primary processing computer. A parallel
processing technique targeting connected vehicles as stream data sources was proposed
in [35]. In the technique, the processes are modeled as a directed graph and are mapped
to the logical network consisting of the connected vehicles. These methods reduced the
transaction time by implementing parallel executions using several processing computers.
These techniques require several processing computers. Stream processing systems
targeted in this study consist of a single processing computer and stream data sources
equipped with compact computers.

The video data processing system proposed in [36] uses the GRIB (Generally Regularly
Distributed Information in Binary) technique to improve the speed of video data processes.
Under the GRIB, the processing computer performs video encoding/decoding processes
in parallel by packing the video data into the GRIB code in binary format. This technique
can be applied to our proposed approach by using the GRIB code.

The video processing systems that realize real-time object tracking using GPGPUs
were developed in [37, 38]. GPGPUs can often reduce the image processing time further
compared with CPUs because their architectures are designed to enable faster image
processing. If the processing computer has GPGPUs, we can adopt similar approach to
these studies.

To reduce video data sizes, various systems use data compression techniques. The
system proposed in [39] uses a data compression algorithm enabling to keep data quality.
To prevent data quality degradation for wireless communications, several image data
compression techniques were proposed in [40, 41]. Moreover, several video coding
systems were developed to reduce video data sizes by compressing the data in [42–44].
Furthermore, several researchers proposed data compression techniques to reduce the data
amount for video stream data transmissions [45–47]. A video surveillance system using a
video encoding/decoding algorithm with data compression for fast data transmissions
between the camera devices and the processing computer was proposed in [48]. The
system architecture in the research is very similar to that in our study. These studies did not
consider the necessity of the original quality data, and thus applied the data compression
techniques according to the application requirements. One of the disadvantages of
compressing video data is the time required for compressing the data at the data sources
and at the processing computer. These data compression techniques can be applied for
each data item in our proposed approach.

7
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Several existing encoding techniques consider the data qualities, such as progressive
JPEG (Joint Photographic Experts Group) 4. In the progressive JPEG-based approach, the
image data quality is gradually increased. At the beginning of the image data reception,
a blurred image is shown, and the resolution later improves as the subsequent data
arrive. Scalable video coding (SVC) on H.264 is a video compression algorithm that
enables the performance enhancement for video transmission even under a low-bandwidth
network5. As an extension of the H.264 codec standard, H.264 SVC allows multi-platform
distribution and adaptive video bitrate from a single video file. These approaches can
control the data quality according to the network congestion level. However, in these
encoding techniques, the processing computer always finally receives the designated
quality data. In our proposed approach, the stream data sources transmit higher quality
data only when they are required by the processing computer (see Chapter 2 for details).

1.3.3 Stream Data Sources

Targeting stream data processing systems in which a processing computer processes
stream data transmitted by remote stream data sources, many methods have been proposed
to reduce the communication traffic ( [49–52]). Some types of the sensor values such as
temperature or humidity do not change sharply in a second due to temporal or spatial
dependency. Therefore, a scheme for reducing the communication traffic from sensor
devices by removing transmissions of similar data was proposed in [53]. The scheme
also uses an in-memory computing technique to reduce the processing time. A method to
reduce the number of the stream data sources using their physical positions was proposed
in [54]. The method targets finding an extremely different value in stream data and
removes the data sources whose stream data show correlations with others. However,
these methods do not focus on data quality and do not consider the necessity of the original
data quality. In cases where stream data sources run on batteries, power consumption
reduction lengthens their lifetimes. The power consumptions are generally reduced by
reducing the computational loads on the sensor devices. Therefore, the method proposed
in [55] attempts to reduce the power consumption by omitting several data transmissions
and processes. However, omitting them decreases the application performances such as

4https://cloudinary.com/blog/progressive_jpegs_and_green_martians
5https://www.mistralsolutions.com/articles/h-264-svc-update-h-264-video-compression-standard/
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the number of the data items received.
A method to reduce communication traffic between stream data sources and processing

computers by decreasing the video bitrates was proposed in [56]. The video data sources
set a high bitrate only if objects are detected in the recorded image data. In [57], a
dynamic bitrate adaptation scheme for mobile devices was proposed and evaluated in
real situations. In the scheme, the system dynamically selects the appropriate bitrate
for the mobile device based on the data amount buffered in the memory. In addition, a
method to control the buffer for transactions to maintain the transaction rates on the stream
data sources was proposed in [58]. A method to reduce the communication delays by
controlling the number of data packets for transactions was proposed in [59]. A method
to reduce the processing loads on camera devices was proposed in [60]. The method uses
a light load CoAP (Constrained Application Protocol) and controlls the communication
traffic not to make the camera devices overloaded. However, these researches did not focus
on the progressive improvement of data quality, which is the key idea of our proposed
approach in this study.

1.4 Organization of the Dissertation

This dissertation consists of five chapters, and the rest of this dissertation is organized as
follows.

Chapter 2 describes our proposed progressive quality improvement (PQI) approach
for our target systems. The objective is to reduce the transaction time. Each stream data
source constructs several data items having different qualities from the original data, and
the data items are transmitted only if they are requested by the processing computer.
Accordingly, the quality of the data processed in the processing computer progressively
improves. We evaluate the PQI approach using our developed simulator. The evaluation
parameters are the transaction intervals, number of qualities, and final probability (we
consider progressive coding for image data, and the final probability is the probability
of proceeding to the original quality). The evaluation results show that under a small
final probability, the transaction time of the PQI approach is smaller than that of the
conventional approach.

Chapter 3 describes a method to increase the transaction rate under the PQI approach,
termed the PQI-CDI (PQI with Cycle-based Dynamic Interval) method. The transaction

9



Chapter 1 Introduction

interval is dynamically changed based on the transaction time. The transaction intervals
for each stream data are changed every time when a predetermined number of transactions
are finished. Moreover, due to the adoption of the PQI approach, the communication time
and the processing time are reduced. We evaluate our proposed method by using our
developed simulator. The evaluation results show that the proposed method can enhance
the transaction rate compared with that of the conventional method with static interval.

Chapter 4 explains the implementation of a video surveillance system incorporated
with the proposed PQI-CDI method. In the implementation, three camera devices and
one processing computer were connected via a local area network. We developed two
softwares run on each of them. To investigate the differences between the results obtained
by our developed simulator and those by our implemented system, we measure the
transaction time, transaction rate, and the jitters of the transaction intervals under the
implemented system. The experimental results show that the PQI-CDI method can
improve the transaction time and the transaction rate in actual situations although the
performances are not always similar to the simulation results.

Chapter 5 presents the concluding remarks and describe several future research
directions.
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Chapter 2

Transaction Time Reduction for Stream
Data Processing

2.1 Introduction

In most applications for stream data processing systems, a shorter transaction time enables
earlier process completion, and thus leads the improvement of application performance.
In the example of perpetrators detection in Section 1.1, the delay in identifying the
perpetrators recorded in the image data shortens as the transaction time is reduced.
Therefore, transaction time is one of the main factors to improve the performance of our
target stream data processing systems.

In our assumed system in this study, stream data sources transmit stream data to the
processing computer. The reduction of the data amount that the data sources transmit
leads to a reduction in the transaction time because the transaction time includes the
communication time and the processing time. A larger data amount causes a longer
communication time and a longer processing time. Therefore, most of the existing
methods reduce the transaction time by reducing the data amount transmitted from the
data sources [61–67]. One of the major approaches to reduce the data amount is the
degradation of data quality, e.g., reducing image data resolutions. The data amount after
quality degradation is smaller than that of the original data. Therefore, the transaction time
is reduced. However, the quality degradation deteriorates the application performance
such as the detection accuracy for object detection and the position estimation accuracy
for SLAM (Simultaneous Localization and Mapping).

The key point in preventing deterioration of the application performance is that the
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processing computer obtains original quality data as soon as it is needed to perform the
transaction for the data. In some cases, the original quality data are not needed to establish
the transaction. For example, in the case of perpetrator detection, if there are no faces (not
only perpetrators) in the image data, the processing computer does not need the original
quality data because perpetrators are not recorded in the image. The processing computer
can check the necessity of the original quality data by using low quality data. Definitely,
the system needs to control the quality not to deteriorate the application performance.
The data amount of lower quality data is generally smaller than that of the original quality
data. Therefore, by checking the necessity of the original quality data using lower quality
data, it is possible for the processing computer to obtain the original quality data only
when it is needed. The average data amount needed to establish the transaction is reduced,
and thus the transaction time is reduced.

Hence, in this chapter, we propose a progressive quality improvement (PQI) approach
for efficient stream data processing. The goal of this chapter is to reduce the transaction
time without deteriorating the application performance. In our approach, each stream data
source constructs data of that quality is lower than the original quality. The processing
computer progressively collects data needed to obtain higher quality data only if they are
needed. A detailed explanation of this technique is provided in Section 2.4. The drawback
of collecting and processing data of several qualities is that the transaction time increases
when the process proceeds finally to the original quality. However, if the probability that
the process proceeds to the original quality is low, the approach can reduce the average
data processing burden, thereby reducing the average transaction time. The contributions
of this chapter are summarized as follows:

(1) An approach is proposed to reduce the transaction time by progressively collecting
higher quality data.

(2) Evaluations of the proposed approach are performed by our developed simulator.

The rest of this chapter is organized as follows. In Section 2.2, some previous studies
related to our proposed approach are presented. In Section 2.3, the assumed system
environments are explained. Our proposed approach is explained in Section 2.4, is
evaluated in Section 2.5, and is discussed in Section 2.6. Finally, the chapter is concluded
in Section 2.7.
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2.2 Related Work for Transaction Time Reduction

There are various studies related to the transaction time reduction for stream data
processing systems of which input data come from remote stream data sources. We
introduced some stream data processing systems in Subsection 1.3.1. Here, we introduce
some related work especially from the view point of transaction time reduction.

An efficient computational resources (CPU cores, memories) allocation scheme for
stream data processing was developed in [68]. In the scheme, processing computer
allocates the dedicated computational resources for each data stream. The processing time
for each stream data is reduced because the probability of occurring the computational
overheads such as swapping, page faults, and thrashing is reduced. A method to reduce
the delay for starting processing the data was proposed in [69]. This method employs a
queueing model for buffering the data of each stream at the processing computer. The
processing computer prepares separated data queues and selects the data to be processed
in each queue to reduce the processing delay. For object detection systems, which is a
typical application in this study, [70] developed a fast object detection framework. The
programs and the communication parameters of the framework are optimized for the
target systems and thus establishes faster object detection. However, these methods do
not consider the necessity of the original data quality because they do not focus on data
quality.

Some researches on wireless sensor network (WSN) systems have aimed to fast
collection of sensor data which periodically transmitted from sensor devices and are
related to transaction time reduction. A processing loads distribution method for WSN
was proposed in [71]. The method adopts in-network processing, i.e., queries such as data
selection or data aggregation are executed at each sensor device which is an intermediate
node for the data collection network. In-network processing reduces the data amount to
be communicated in the network resulting in the transaction time reduction. [72] and [73]
proposed mechanisms to dynamically adjust the routes for sensor data collection in WSN.
They are similar to the mechanisms with software defined networks and the routes are
controlled by a management device so that the sink device can receive sensor data faster.
However, these methods do not consider data quality and the sink device collects the
sensor data with the original quality.

Some video codecs adopt multi-quality video, which include several video quality
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data in a video data stream. Therefore, some methods to improve video data quality
progressively were proposed. A quality selection considering the players’ buffer capacities
to reduce the number of video pauses was proposed in [74]. A faster motion vector
calculation method was proposed in [75]. Motion vectors are the directions of moving
objects and are used for video data compression. The method calculates the motion
vector in a short time by using a low quality video data. Several video data compression
techniques such as Wyner-Ziv coding could create several quality data as intermediate
data. Methods to exploit them to establish fine and fast video data compression were
proposed in [76–78]. However, these methods do not consider the necessity of the original
quality data. Stream data processing systems sometimes do not need the original quality
data for the processes as described in Section 1.3.

Some data compression techniques have been also proposed. We explained these
techniques and their drawbacks in Subsection 1.3.2.

2.3 Assumed Environment

In this section, we explain our assumed environment for stream data processing system.

2.3.1 System Architecture

Figure 2.1 displays an image of our assumed environment. A typical application of
stream data processing in this study is object detection systems. Therefore, we drew the
figure assuming that the application is a video surveillance system. The users designate
processes such as those for perpetrator detection to the processing computer. The
processing computer receives necessary data for the processes and continuously executes
the designated processes every time when transaction starts.

Various IoT (Internet of Things) devices, such as surveillance cameras, continuously
get data about their observations such as image data and act as stream data sources. These
data sources and the processing computer connect to a computer network such as a local
area network or the Internet.

The stream data sources and the processing computer can continuously communicate
with each other via the computer network. The stream data sources construct data items
from their observed original data and transmit them to the processing computer when
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Figure 2.1: An image of our assumed environment

fixed interval elapses. For example, surveillance cameras transmit image data of a video
frame every 100 [ms] when the frame rate is 10 [Hz]. The processing computer can
request data to the stream data sources if it needs data that the stream data sources own.
The stream data sources transmit the requested data as the responses for the requests.

2.3.2 Application Scenario

In this subsection, we introduce an application scenario. Suppose surveillance cameras
are deployed in an area, and the cameras and a processing computer are connected to
a local area network. The surveillance cameras, the processing computer, and their
connected network use similar architecture as that explained in the previous subsection.
We assume a perpetrator detection service. The service manager designates a process that
notifies the user when designated perpetrators are detected in the image data captured by
the surveillance cameras. For this, the user submits the face images of the perpetrators to
the processing computer beforehand. The processing computer continuously executes
processes to detect faces in the received image data. When the processing computer
detects faces in image data, it checks whether the matched faces are those of perpetrators.
If the processing computer detects perpetrators’ faces, it sends a notification to the user
by e-mail or other messaging services.
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2.3.3 Symbol Definitions

In this subsection, we define the symbols for our assumed system. Given a system with
# stream data sources that transmit image data every �= (= = 1, · · · , #) time unit, = is
the number of stream data sources. Let �=,0 (C) denote the original data of the stream
data source = at the Cth transaction. 0 represents ‘all’ and is not a variable. The stream
data sources can construct & data items, �=,@ (C) (@ = 1, · · · , &), which provide the
data needed to get the @th quality data of �=,0 (C). Subsection 2.4.2.3 describes how to
construct them in our proposed approach. A data size of �=,@ (C) is denoted by (=,@ (C).
�)=,@ (C) denotes the generation time of �=,@ (C) on the data source =. ()=,@ (C) is the
time to start processing �=,@ (C), and �)=,@ (C) is the time to finish processing it on the
processing computer. Here, �)=,@ (C) = ()=,@ (C) + %=,@ (C). %=,@ (C) is the time needed to
process �=,@ (C). The transaction time, ))= (C), is the time consumed from data generation
to transaction completion. In the case that the processing computer processes image data
sequentially from the lowest quality, �=,1(C), to the 4= (C)th quality data, �=,4= (C) (C), the
transaction completion time is the time to finish processing �=,4= (C) (C). The time to finish
processing �=,4= (C) (C) is denoted by �)=,4= (C) (C) by the definition. The data generation
time is the time to generate �=,1(C), the lowest quality data. The generation time of
�=,1(C) is denoted by �)=,1(C). Therefore, ))= (C) is given by the following equation:

))= (C) = �)=,4= (C) (C) − �)=,1(C). (2.1)

The average transaction time for data-source = is

1
)

)∑
C=1
))= (C), (2.2)

where ) is the total number of transactions. The objective is to minimize (2.2).
We denote the probability that the processing computer executes the process for the

(? + 1)th (? = 1, · · · , & − 1) quality data after finishing the process for the ?th quality
data at the Cth transaction as %%A>1=,? (C). For example, the probability to request �1,2(1)
when the processing computer finishes processing �1,1(1) is %%A>11,1(1).

2.4 PQI Approach

In this section, we explain our proposed approach.
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2.4.1 Basic Idea

Generally, data have certain qualities, and the original data gives the highest quality.
Processes can be executed even if the data quality is lower than the original quality, and
data with the highest original quality often give the best performance for applications. For
example, one of the quality indexes of image data is resolution. Image data with 640 x
480 pixels have a higher quality than image data with 320 x 240 pixels. Image processing
to detect faces can be executed for various pixel sizes; whereas higher resolution image
data generally gives higher accuracy because they have more information. In the
SLAM systems, the LiDAR (Light Detection And Ranging) data can be represented as an
image with depth (distance) information. Autonomous robots can change their movement
direction to avoid the obstacles using reduced resolution LiDAR data without detecting
the detailed shape of the obstacles. However, a higher resolution LiDAR data is needed
only if the robot needs to manipulate the obstacles to go through them.

When the processing computer processes data sequentially in the ascending order
of quality in a transaction, they can skip to the next transaction when the subsequent
processes for higher quality data are meaningless. Let us assume, similar to the example
in the introduction section, that a processing computer executes the processes for detecting
perpetrators in video data streams. The processing computer first receives the lowest
quality image data of a frame and executes the processes to detect faces in the image. In
cases where the faces are not detected, the processing computer skips the processing of
higher quality image data because perpetrators will not appear in the frame. The data
amount of lower quality data is smaller than that of the original quality data. Therefore, if
the probability to proceed to the processes of higher quality data is small, the total data
amount required for each transaction can be reduced compared with the cases in which
the stream data sources always transmit the original quality data. Thus, the transaction
times are reduced by maintaining the application performance. This approach is called
progressive quality improvement approach in this study.

2.4.2 Process Flows

In this subsection, we explain the process flows for our proposed PQI approach.
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Figure 2.2: The flowchart for the stream data sources

2.4.2.1 Process Flow for Stream Data Sources

Figure 2.2 displays the flowchart for the stream data sources when the Cth transaction
starts. When the Cth transaction begins, the data source = obtains �=,0 (C) and stores the
data in its storage temporarily. The data source then constructs �=,@ (C) (@ = 1, · · · , &)
from �=,0 (C). First, the data source sends �=,1(C) to the processing computer. �=,1(C) is
the lowest quality data. Thus, the stream data source = transmits the lowest quality data
periodically every time when the transaction interval elapses. We regard object detection
for image data as a typical application. A major format for the image data that have several
qualities is the progressive-JPG. The image data encoded by the progressive-JPG simply
concatenate all the differential data for each quality sequentially. Therefore, the camera
devices (data sources) can get �=,@ (C) easily by separating �=,0 (C). Hence, we explained
the case that the data sources construct all the data first. However, the PQI approach can
be applied for the case that the data sources construct �=,@ (C) upon its necessity. The
construction time is short if the data sources can get �=,@ (C) only by simple processes
such as separating �=,0 (C) like the progressive-JPG and is not a large problem.

Figure 2.3 shows the flowchart when higher quality data is requested. When the data
source = receives a request for �=,@ (C), it sends the data to the processing computer.
We explain how to construct data for higher quality data in Clause 2.4.2.3. Apart from
�=,1(C), higher quality data are transmitted upon request based on processing needs.
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2.4.2.2 Process Flow for Processing Computer

Figure 2.4 shows the flowchart of the processing computer. When it receives the data
needed for getting the @th quality data of the data source = at the Cth transaction, �=,@ (C), it
starts processing it. If the @th quality is the highest (original) quality&, the Cth transaction
completes when processing �=,@ (C) is finished. Otherwise, the processing computer
judges the necessity of �=,@+1(C). If �=,@+1(C) is needed for proceeding the processes of
the transaction, the processing computer requests it to the data source =. Note that the
reception of the lowest quality data is push-based. Receptions of higher quality data are
pull-based.
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2.4.2.3 How to Use Data for Each Quality

There are two typical approaches to construct data for each quality.
In the first approach, the data sources transmit only differential data. In this case, the

processing computer constructs the @th quality data item by combining the differential
data and the (@ − 1)th quality data. For example, image data having 640x480 pixels
resolution can be constructed using four images of 320x240 pixels resolution. Thus, the
amount of the @th quality data item from the stream data source = at the Cth transaction is
given by

@∑
8=1

(=,8 (C) + U=,8 (C). (2.3)

(=,8 (C) is the data amount for the transmission and is the data amount needed to construct
the 8th quality data, not the data amount for the 8th quality data. Here, U=,8 (C) is the
overhead caused by combining the differential data with a lower quality data such as the
data header or the data delimiter. Indeed, the image data encoded by the progressive-JPG
concatenate several differential data sequentially putting the data delimiter in front of
each differential data.

In the second approach, the data sources transmit the entire @th quality data item.
When the data sources cannot pick up only differential data, e.g., the cases that the data
format cannot separate each quality (BMP or RAW for image data), the system adopts
this approach. In this case, the data amount for the transmission is the same as the data
amount of the @th quality data. The overhead of this approach in the aspect of the increase
of the data amount for the transmission is nothing because the data sources transmit the
@th quality data itself.

The average transaction time decreases as the probability that the processes proceed to
higher quality data decreases since more processes are skipped. Therefore, the approach
that gives less probability to proceed to higher quality data should be selected in terms of
the transaction time reduction.

2.4.3 Example Flow

This section demonstrates example flows under the conventional approach and the PQI
approach.

Figure 2.5 shows the situation. In this example, the number of cameras is two.
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Figure 2.5: Example flow of a conventional approach vs. ours

First, an example transaction flow is explained under the conventional approach. Camera
1 sends its recorded image data frame-by-frame to the processing computer. In Figure 2.5,
the Cth frame is shown as �1,0 (C) (C = 1, · · · , )). For example, when the frame rate is 10
[Hz], Camera 1 sends an image data every 0.1 [s]. Hence, �)1,0 (C + 1) = �)1,0 (C) + 0.1.
Additionally, Camera 2 sends its recorded image data to the processing computer. In this
example, the frame rate for Camera 2 is the same as that of Camera 1, but the time to begin
sending the data differs. After Camera 1 sends �1,0 (C), Camera 2 sends �2,0 (C). When
the data transmissions from Camera 1 and Camera 2 overlap, the input communication
bandwidth for the processing computer is equally divided. This is the reason why the
communication speed of Camera 1 decreases while communicating with the processing
computer, as shown in the figure. This is a natural phenomena if the bandwidth is shared
with some entities and not a target problem. After Camera 1 finishes sending �1,0 (C),
the input communication bandwidth is dedicated to Camera 2 whose communication
speed increases as shown in the figure. When the processing computer finishes receiving
�1,0 (C), it begins processing �1,0 (C). While processing �1,0 (C), the processing computer
finishes receiving �2,0 (C). As it processes �1,0 (C) at this time, it stores the received
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�2,0 (C) in its buffer and begins processing it after finishing with �1,0 (C). Similarly, while
processing �2,0 (C), the processing computer finishes receiving �1,0 (C + 1). It then begins
processing after finishing with �2,0 (C). The transaction time for �1,0 (C + 1) in this case
is shown in the figure. This is the time consumed from the start of sending �1,0 (C + 1) to
the end of �1,0 (C + 1) process.

Next, an example transaction flow is explained under our proposed PQI approach.
Similar to the example for the conventional method, Cameras 1 and 2 send their recorded
image data to the processing computer periodically. Unlike that in the conventional
method, the image data are divided into two quality levels. The first is the lowest, and
the second is the original quality. We assume that the data for the second quality only
includes the difference in data from the first and the amount of the differential data for
each quality data is the same. The data amount of �=,0 (C) is given by the total of each data
amounts of �=,1(C) and �=,2(C). Thereore, the time required to send �=,@ (C) (= = 1, 2,
@ = 1, 2) becomes the half of that needed to send �=,0 (C) over a fixed communication
bandwidth. Therefore, the communication of �1,1(C) does not overlap �2,1(C), although
the communication of �1,0 (C) overlaps that of �2,0 (C) under the conventional approach.
The processing computer does not request the second quality data item in the first cycle
because it cannot detect human faces in the image data. In the (C + 1)th transaction, the
processing computer begins processing �1,1(C +1) after receiving it. Then, the processing
computer requests the second quality data item in the transaction because it detects human
faces in the image data. When Camera 1 receives the request for �1,2(C + 1), it begins
transmission for the difference data between �1,2(C + 1) and �1,1(C + 1). In this example,
the processing computer does not request the second quality data item of �2,1(C + 1).
After receiving �1,2(C + 1), the processing computer executes the necessary processes
and completes the transaction. The transaction time needed for the Cth transaction and for
Camera 1 is visualized in the figure as the time from the start of sending �1,1(C + 1) to
the completed processing of �1,2(C + 1).

In summary, the transaction time of our approach is shorter than that of the conventional
approach because several transmissions of higher quality data are skipped.

In the other approach, the data sources transmit the entire @th quality data in the
transmissions for processing @th quality data. This approach is different from the approach
in that the data sources transmit only differential data, the data amounts for transmissions
from them tend to be larger. Thus, the communication time and the processing time
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lengthen compared with those in the example flow. However, the transaction time can
be reduced even in this approach if the transaction time is reduced by skipping several
transmissions of higher quality data compared with the conventional approach.

2.5 Evaluation of the PQI Approach

The transaction time under the PQI approach depends on the number of streams, the
transaction intervals, and the number of quality levels. We show the evaluation results
changing these values using our developed simulator in this section.

2.5.1 Evaluation Setup

In this section, we use the simulator that we developed using the C++ programming
language to get the evaluation results.

In this evaluation, we use the parameter values shown in Table 2.1. The ‘Input
Bandwidth’ is the input communication bandwidth of the processing computer. When
the processing computer communicates with multiple data sources simultaneously, the
input bandwidth is fairly shared among them. The ‘Output Bandwidth’ is the output
communication bandwidth of each data source. We set these parameters considering their
reality. The ‘Original Data Amount’ is the amount of the original data that are processed
in each transaction. We get this value by averaging the original data amount for the images
in the open image dataset, ‘pedestrians’, from changedetection.net 1. The dataset includes
1,099 standard JPEG images of 360x240 resolution. These images are frames obtained
from a surveillance camera. The ‘Processing Time Ratio’ is the processing time divided
by the data amount. We use the processing time ratio to get the processing time for each
quality data including the time needed to judge the necessity of higher quality data. For
example, when the time needed to process the image data of that amount is 42.0 [Kbytes]
is 15.8 [ms], the processing time ratio=0.0158/42000 = 3.8 × 10−7. The processing time
depends on various factors such as the processing power of the processing computer, the
data amount of the image data, etc. However, since we cannot measure the performances
without the processing time ratio, we got this value by measuring the average processing
time needed for detecting faces and judging the necessity of higher quality data, using the
1http://jacarini.dinf.usherbrooke.ca/static/dataset/baseline/pedestrians.zip, 2012.
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Table 2.1: Parameter values for simulation

Input Bandwidth 10 [Mbps]
Output Bandwidth 10 [Mbps]

Original Data Amount 42.0 [Kbytes]
Processing Time Ratio 3.8 × 10−7

image data included in the pedestrian image dataset. The processing time for image data
is given by its data amount times the processing ratio regardless of the data quality in the
assumption for the evaluation. We use OpenCV 2 for detecting faces in the image data.

We assume that the data for each quality is used similar to the first approach explained
in Clause 2.4.2.3.

Thus, the data sources transmit only differential data. U=,8 (C) in the formula (2.3) is 4
[bytes] based on the header and the footer size of progressive-JPG encoded image data.
The progressive-JPG uses the frequency domain for encoding image data. The differential
data for a higher quality data include the data for higher digits of DC (Direct Current) or
AC (Alternating Current) coefficients. The number of the digits included in each data
is generally fixed. The amount of the differential data for each quality becomes almost
the same by encoding image data so that each differential data includes the same number
of the digits. Therefore, we assume that the original data amount is fairly divided into
each quality data. We simulate the stream processing system for 300 [s] to get the average
transaction time. To illustrate image quality, we use substitute images in Figure 2.6 since
the pedestrian images are copyrighted.

We compare our proposed PQI method (we term the method that uses the PQI approach
by the PQI method here) with the No PQI method. The No PQI method corresponds
to the conventional method where the stream data sources always transmit the original
quality data.

2.5.2 Final Probability

For the evaluation, we use the final probability to proceed to the final quality data item,
�%A>1. The details of the final probability are provided in this subsection. We set the
same values for all %%A>1=,? (C) (? = 1, · · · , & − 1), i.e., %%A>1=,? (C) = �%A>11/&−1.
2https://opencv.org/
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Figure 2.6: Example image qualities

We assume the application in that the values of %%A>1 are independent of qualities such
as the case shown in Figure 2.15. Although the values of %%A>1 for each quality would
be different even in this case, we used the same value for the evaluation as an example
value.

We will explain how to get the final probabilities. Figure 2.7 is a processing image
to explain the final probability. The figure shows two transactions, and the image data
for each quality are constructed from the original quality data. The data size of a lower
quality image is smaller. The upper part of the figure is the first transaction. Here, the
process finishes at the lowest quality data because no cars are detected. Therefore, the
process does not proceed to the final quality level. The lower part of the figure is the
second transaction. Here, final quality data are obtained because a car is detected in
the first quality image data. The probability of proceeding to the final quality data is
1/2 = 0.5; therefore, the final probability is 0.5.

2.5.3 Transaction Time

To check the change of the transaction times along the time, we show them of each
transaction in this subsection. The transaction times increase continuously if the
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Figure 2.7: A processing image to explain the final probability

transactions keep to overlap with others. In this case, the transaction times can be
unrealistically long. Otherwise, the transaction time will be in a certain time range.

We set the transaction interval to 400 [ms], the final probability to 0.7, and the number
of quality levels to five as example values. The result is shown in Figure 2.8. To make the
graph be easily seen, we show only the transaction times of the beginning 30 transactions.
The horizontal axis is the transaction ID, and the vertical axis is the transaction time. We
measured transaction times in the cases that the number of streams is five to seven.

We can see that the transaction time under the PQI method is shorter than the
conventional method in many cases. In cases where the number of streams is less than
seven, the transaction time does not increase so much during the entire simulation. On the
other hand, in cases where the number of streams is seven, the transaction times tend to
keep increasing with a certain cycle under the PQI method because the transactions keep
overlapping with others. This is also similar to the No PQI method and the transaction
times converge under the No PQI method only when the number of streams is five in this
case. The transaction times when the number of streams is six surely tend to increase
gradually as the transaction proceeds. Therefore, in the remaining subsections, we use the
average transaction time for cases in which the transaction time converges, as the index of
performance.

To further understand the distribution of the transaction times, we present the histograms
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of the transaction times. The histogram for the result when the number of streams is five
is shown in Figure 2.9. This is the case that the transaction time converges under both
methods. The horizontal axis is the range of transaction time and the vertical axis is the
number of transactions of that transaction times fall in each range. The result shows that
the PQI method keeps the transaction times under 200 [ms]. On the other hand, most of
the transaction times under the No PQI method distribute at the transaction time close to
200 [ms]. Since the transaction time converges, the distribution of the transaction times
has the upper limit, and it is 182 [ms] under the PQI method and is 248 [ms] under the
No PQI method in the simulated situation.

Figure 2.10 shows the distribution of the transaction time when the number of streams
is seven. This is the case that the transaction time keeps increasing under both methods.
The horizontal axis is the range of transaction time and the vertical axis is the number of
transactions of that transaction times fall in each range. In this case, the transaction times
of most transactions are longer than 1.0 [s] because the transactions keep to overlap with
others during the simulation.
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2.5.4 Influence of Number of Streams

The data amount received by the processing computer increases as the number of streams
increases. Therefore, a large number of streams has a possibility to keep increasing the
transaction time. To investigate this phenomenon, we next investigate the influence of the
number of streams.

We set the transaction interval to 400 [ms] and the number of quality levels to five as
similar to the previous subsection. Figure 2.11 shows the result of the average transaction
time changing the number of streams. We simulated the transaction time under different
final probabilities (0.001, 0.01, 0.1, 0.3, 0.5, 0.7, and 1.0).

A larger final probability causes a longer transaction time because the processing
computer collects and processes more data. The average transaction time under the No
PQI method increases with the number of streams for cases where the number of streams
was less than six because the data amount that the processing computer receives increases.
For cases where the number of streams is greater than five, the average transaction
time increases sharply because the transaction time increases over time as explained in
Subsection 2.5.3. We observed similar phenomena with the PQI method. However, the
maximum number of streams that the average transaction time does not increase sharply
is larger compared with that of the No PQI method. For example, in the case where the
final probability is 0.7, the average transaction time sharply increases when the number of
streams is seven. Thus, the processing computer can collect data from more data sources
using the PQI method.

In the case where the final probability is 1.0 under the PQI method, all the transactions
proceed to the final quality. Thus, the amount of the data communicated between the
processing computer and the stream data sources is almost the same as that for the No PQI
method. Nevertheless, the average transaction time under the PQI method is shorter than
that under the No PQI method. In the No PQI method, the processing computer finishes
receiving the original data from all the stream data sources at the same time. After that,
the processing computer processes them one by one in the FIFO manner. On the other
hand, in the PQI method, the processing computer can receive data from different stream
data sources while processing the data received from another stream data source because
the transactions include several stages for processing the data for each quality. Since the
processing computer can receive and process data simultaneously, the average transaction
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Figure 2.11: Average transaction time under different number of streams

time is shorter than the No PQI method even in the case where the final probability is 1.0.

2.5.5 Influence of Transaction Intervals

The probability that the transactions overlap with others increases as the transaction
interval shortens. Thus, the transaction time keeps increasing if the transactions keep
overlapping with others. To investigate this phenomenon, we next investigate the influence
of the transaction interval.

We set the number of stream data sources to five, and the number of quality levels to
five. The result of our evaluation is shown in Figure 2.12. The horizontal axis is the
transaction interval and the vertical axis is the transaction time.

The transaction time keeps increasing when the transaction interval is excessively short
as similar to the previous result, and the average transaction time sharply increases. In the
No PQI method, the average transaction time is constant when the transaction interval
is larger than 160 [ms] because the transactions do not overlap. In the PQI method, the
shortest transaction interval that the average transaction time converges is shorter than
that of the No PQI method. For example, in cases where the final probability is 0.7,
the average transaction time converges in the PQI method even when the transaction
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Figure 2.12: Average transaction time under different transaction intervals

interval is 160 [ms], whereas that of the No PQI sample sharply increases. Therefore, the
processing computer can collect data with a shorter transaction interval by using the PQI
method.

2.5.6 Influence of Number of Quality Levels

The number of quality levels influences the average processing time. A large number of
quality levels is unrealistic because the number of quality levels has an upper limit in
actual situations due to the encoding technique. For example, a general progressive-JPG
encoded data has ten scans, and thus the maximum number of quality levels in this case,
is ten. Therefore, the users of the proposed PQI approach such as system managers need
to decide the number of quality levels considering the reduction of the transaction time
and the reality. Hence, we measured the transaction time changing the number of quality
levels.

We set the transaction interval to 400 [ms], and the number of streams to five. Figure
2.13 shows the average transaction time under the different number of quality levels.
The horizontal axis is the number of quality levels, and the vertical axis is the average
transaction time. The average transaction time for the case that the number of quality
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Figure 2.13: Average transaction time under different numbers of quality levels

levels is one represents that of the conventional No PQI method because the stream data
sources always transmit the original quality data also in the PQI method.

The average transaction time decreases as the number of quality levels increases
because the average data amount that the processing computer receives decreases as the
original quality data is separated into more quality data. Thus, the processing computer
can avoid redundant data receipts and processes, enabling the transaction time to decrease.
The decreasing rate decreases as the number of quality levels increases because the
amount of each quality data is in inverse proportional to the number of quality levels.

2.5.7 Influence of Final Probabilities

As shown in the previous evaluation results, the average transaction time depends on the
final probability. The data amount received by the processing computer increases with the
final probability increases. Therefore, a larger final probability has a larger possibility to
keep increasing the transaction time. To investigate this, we next investigate the influence
of the final probability.

To maintain the consistency with the previous results, we set the number of quality
levels to five and the transaction interval to 400 [ms]. Figure 2.14 shows the result of
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the average transaction time under different final probabilities. The horizontal axis is the
final probability on a logarithmic scale. The vertical axis is the transaction time.

The transaction time increases with the final probability because the processing
computer collects and processes more data. When the number of data streams is 10 and
the final probability is larger than 0.1, the transaction time increases sharply because the
transaction time is too long and the transactions overlap as similar to the sharp increases
that appeared in other results.

2.6 Discussion

In this section, we discuss some points related to the performances of our proposed PQI
approach.

2.6.1 Detection Performance

The value of the final probability for the preparator detection application depends on the
performance of the face detection. Therefore, we evaluated the performance. For the
evaluation, we used 250 images with 640 x 480 resolution in that there is one face and
created two types of progressive-JPG images. The first ’Normal’ type is created so that
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the amount of the differential data for each scan becomes almost the same. The other
‘DC’ type is created so that the number of the significant digits for the DC coefficient
increases as the scan number increases. The number of the scans is ten. We detected the
faces in the images. Figure 2.15 shows the result. The horizontal axis is the scan number
and the vertical axis is the rate value. The false positive rate means that the number of the
incorrect face detections divided by the number of the detected faces. The false negative
rate means that the number of the misdetected faces divided by the number of the faces in
the images.

In the ‘Normal’ case, the false negative rate is zero under all the scan numbers. On
the other hand, the false positive rate is approximately 0.2 except where the scan number
is one. When the scan number is one, the image is unclear and the possibility of the
incorrect detection becomes also low. In this case, the processing computer requests a
higher quality data when faces are detected so as to reduce the false positive rate because
the false negative rate is zero. In the ‘DC’ case, the false negative rate is zero when the
quality level is larger than four. Therefore, if the processing computer requests a higher
quality data when the faces are detected, the lowest quality should be larger than four.
Otherwise, there is the possibility that the processing computer fails to get clear image
even if faces appear in the image when the data quality is less than five.
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2.6.2 Deciding Parameter Values

The users of the PQI approach such as system managers need to decide some parameter
values. We discuss some of themain parameters for the PQI approach as follows. Although
parameters such as the amount of each data item and the communication bandwidth
influence the transaction time, they are not discussed here because the users cannot strictly
control them generally.

• The number of streams: A larger number of data streams causes more communica-
tion traffic between the data sources and the processing computer. In cases where
transactions continuously overlap, the transaction time increases toward infinity, as
shown in Figure 2.11. Therefore, obviously, the number of streams should be small
so that such situations do not occur.

• Transaction intervals: As shown in Figure 2.13, an excessively short transaction
interval increases the transaction time. On the other hand, a longer transaction
interval decreases the transaction rate. Therefore, the transaction interval should be
decided considering the transaction time and the transaction rate. We propose a
method to improve the transaction rate under the PQI approach in the next chapter.
In the cases that the system manager adopts the proposed method in the next chapter,
he/she does not need to decide the transaction interval because the value of the
transaction interval is automatically calculated.

• The number of quality levels: As shown in Figure 2.13, a larger number of quality
levels further reduces the average transaction time when the final probability is
less than 1.0 because the average data amount transmitted from the data sources
decreases. However, an excessively large number of quality levels is unrealistic
because the number of quality levels has an upper limit in actual situations due
to the encoding technique. A larger number of quality levels also requires more
generations of data items causing a longer generation time. Moreover, a larger
number of quality levels requires more processes on the stream data sources as
discussed in the next item. Therefore, the number of quality levels should be
decided considering the transaction time and the reality.
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2.6.3 Processing Power

In the PQI approach, the computational load for generating the data items having several
different quality levels occurs on the stream data sources. However, this is realistic because
some camera devices implement the codec that enables several quality video data such
as H.264/SVC. SVC is the technique to change the video quality based on the network
congestion level. Since the process for generating the data having several different quality
levels is similar to the process for generating several quality video data, the processing
load caused by the data generation in the PQI is not a large problem.

Moreover, the processing load on the processing computer increases compared with
the No PQI method when the final probability is 1.0 because it needs to judge the necessity
of higher quality data in addition to the processing for the original (final) quality data.
However, the load is reduced further under a smaller final probability. Therefore, in the
situation that the final probability is small, there is a possibility that the average processing
load on the processing computer is reduced.

2.7 Conclusion

Transaction time is one of the main factors that need to be considered to improve the
performance of stream data processing applications. Transaction time can be further
reduced by accounting for data quality. To reduce the transaction time, we proposed an
efficient stream data processing method using a PQI approach. In our proposed method,
the processing computers progressively collect higher quality data only in cases where
they are needed for processing. By reducing the average data amount for data collection
and processing, our proposed method reduces average transaction time. We used our
developed simulation to evaluate the PQI approach and confirmed that the approach can
reduce the transaction time further than the conventional No PQI method when the final
probability is small. Moreover, we confirmed that the transaction time increases sharply
when the number of streams or the final probability is excessively large, or the transaction
interval is excessively short because the transactions continue to overlap with others.

Since a typical application of stream data processing is object detection system as
described in Subsection 2.3.1, we set the parameter values for the evaluation assuming that
the data type is image data. Meanwhile, our proposed PQI approach does not depend on
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the contents of the data as far as they have the quality attributes. We found the following
points: 1) Our proposed PQI approach can reduce the transaction time even when the
final probability is 1.0 by using several quality data because the processing computer can
perform the processes and the communications simultaneously, 2) A larger number of
quality levels enables further transaction time reduction. However, an excessively large
number of quality levels is unrealistic because the number of quality levels has an upper
limit in actual situations due to the encoding technology.

One of the remaining issues is the use of multiple processing computers. The
transaction time can be further reduced by distributing the processing loads to several
processing computers. For this, an efficient algorithm for the data sources to select the
processing computer to transmit data is required. Another issue is how to construct the
data for each quality. A lower final probability gives a further transaction time reduction.
Therefore, the system can reduce the transaction time further by constructing the data
for each quality so as to make the average final probability lower. Moreover, we will
investigate the performances where our proposed approach is applied for other contents
data.
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Chapter 3

A Method to Improve Transaction Rates
under the PQI Approach

3.1 Introduction

In Chapter 2, we introduced the PQI approach to reduce the transaction time for stream
data processing. In this chapter, we propose another method that improves the transaction
rate under the PQI approach.

Most of the stream data processing applications such as video surveillance systems
can adjust transaction intervals. For example, consumer video cameras generally have
configuration settings to adjust the interval to capture the video frames. The transaction
rate for an application varies depending on its transaction interval and transaction time. In
such stream data processing applications, a higher transaction rate leads to more frequent
transactions and enables the improvement of application performance. In the example
of perpetrator detection, the number of faces detected in a time period increases as the
transaction rate increases because the number of images that the processing computer
receives increases as the transaction rate increases. If a perpetrator passes by quickly
across the field of view of a camera, the surveillance system may miss the face of the
perpetrator when the transaction rate is low. Therefore, the transaction rate is one of
the main factors to improve the performance of stream data processing systems. In case
where the transaction rate is excessively high and the processing computer does not detect
new faces in different images, the number of the detected faces does not increase. In
such cases, by giving an upper limit to the transaction interval, the system can avoid
the unnecessary increase of the frame rate. In this chapter, we distinguish between
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transactions and processes as similar to other chapters. A transaction consists of some
processes (see Subsection 3.3).

To improve transaction rates, methods of reducing communication time for transferring
data from the stream data sources to the processing computer have been published [79–81].
These studies aimed to increase the transaction rate by reducing the communication time.
They assumed periodic stream data transactions and static transaction intervals because
their general focus was on video applications that prefer static transaction interval. If the
frame rate of the video changes frequently, the quality of the user’s experiences decreases.

However, communication time and processing time change dynamically depending
on the amounts of transmitted data in each transaction. For example, consider that the
cameras transmit image data at 10 [fps] to the processing computer, i.e., the image data
are sent every 100 [ms]. This time span corresponds to the transaction interval, and a
shorter interval enables higher rates. Therefore, when the transaction interval is long,
it results in a lower transaction rate. On the other hand, when the transaction interval
is excessively short, the processing computer receives overlapping stream data, which
causes a long transaction time and a high computational load on the processing computers.
This results in decreasing the transaction rate. Moreover, we need to assume that the
transaction time varies according to the necessity of the quality level in the stream data
processing application when we apply the PQI approach.

Hence, this chapter aims to improve the transaction rate by changing the transaction
intervals dynamically under the PQI approach. In our proposed method, the transaction
interval is changed according to the requests from the processing computer. The transaction
rate is further improved by changing transaction interval depending on the transaction time.
A straightforward approach is to change the transaction interval for every transaction based
on the previous transaction time. However, frequent changes in intervals are not preferable
for visual applications such as video data processing in which a frequent interval change
decreases the quality of experience. Therefore, we introduce a mechanism to avoid
unmoderated changes of interval. The contributions of this chapter are summarized as
follows:

(1) An algorithm is proposed to keep the transaction rate as high as possible by
adjusting the transaction intervals.

(2) A method is proposed to avoid frequent transaction interval changes according to
the application demand.
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The remainder of this chapter is organized as follows. In Section 3.2, we introduce
related works. Our proposed method is explained in Section 3.3, and the performance
evaluation results are described in Section 3.4. Finally, we conclude the chapter in Section
3.5.

3.2 Related Work for Transaction Rate Improvement

To improve transaction rates, several methods have been proposed in the literature. A
method to improve the transaction rate for multidimensional stream data was proposed
in [82]. This method aims to increase the transaction rate by reducing the processing loads
per transaction. In their method, the streaming data sources sends only the necessary
dimensional axes of data for processing. As the processing computer does not receive
unnecessary data, there is no need for data refinement activities to reduce processing
loads. However, this method assumed a static transaction interval, thus the applications
need to set an appropriate transaction interval for the multidimensional stream data.

The methods proposed in [83] and [84] use object detection frameworks to detect
objects as fast as possible. They proposed fast object detection algorithms to improve
the transaction rates. However, their frameworks does not care the necessary quality of
image data which our PQI approach can adjust.

To improve transaction rates for object detection, various approaches have been
proposed, such as searching-area reduction [85], detection accuracy improvement [86,87],
and dynamic background updating [88–91] focused on hardware (e.g., field-programmable
gate arrays) for improvements. Their methods improve transaction rates by reducing the
processing time. However, they also assume a static transaction interval. The performance
and quality of object detection applications are not improved even there is an available
capacity in the processing computer to process to achieve higher transaction rates.

GPGPUs, digital signal processors, and field-programmable gate arrays designated for
stream data processing are recently developed to improve the transaction rate. In [92], the
authors proposed a simple data processing model for these processing units to enable low
complexity performance prediction for stream data processing. Their model is expressed
by straight directed graphs with queues at each vertex. Vertices represent processing
kernels. They compared the amount of the stream data (called flow) that the kernels
receive per second in their proposed model with that in real situations. Their results
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shows that the modeled flow matched with the actual flow when the queuing scheme is
simple such as batching, i.e., picking up data from the queue when the data amount stored
in the queue exceeds the threshold. However, the proposed model does not consider the
data quality.

3.3 Proposed Method

We propose a method called the PQI-CDI (Progressive Quality Improvement approach
with Cycle-based Dynamic Interval) method. In this section, we first discuss about the
adjustment of the transaction interval to improve the transaction rate. After that, we
explain the design and the algorithms of the PQI-CDI method. Further, we show an
example how to improve the transaction rate under the PQI-CDI method.

3.3.1 Adjustment of Transaction Interval

In this subsection, we explain how transaction rate changes depending on transaction time
and transaction interval.

Figure 3.1 shows the three cases which covers the different combinations of transaction
time and transaction interval. We assume that there is one processing computer. For
simplicity, we consider a case where the transaction time equals to processing time
on the processing computer in this figure. In the figure, the horizontal axis shows the
elapsed time. Each gray box represents the transaction time. The transaction time without
overlapping is 50 [ms]. We assume that the computational resources of the processing
computer are divided equally among each data processing in this example.

The line 1 indicates the case where the transaction interval is 70 [ms]. As the
transaction interval is greater than the transaction time, the transactions do not overlap.
However, the processing computer needs to wait for 20 [ms] for the next transaction after
the previous transaction finishes. This wastage of time results in a smaller number of
transaction processes. In this case, the number of transactions that finishes between 0
[ms] and 10 [ms] is one.

The line 2 indicates the case where the transaction interval is 30 [ms]. As the
transaction interval is less than the transaction time, the transactions overlap. Because one
processor on the processing computer processes all transactions, overlapping transactions
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Figure 3.1: Example of transaction rates under different transaction intervals

cause resource competitions. The transaction time increases because the processing
computer needs to execute processes to multiple transactions simultaneously. In this case,
the transaction time for the first transaction is 630 [ms]. This is because the processing
computer processes one data until 30 [ms] and retains the data that require 500−300 = 200
[ms] for the process at this time. Between 300 [ms] and 600 [ms], the processing computer
processes two data items and retains the data that require 200 − (600 − 300)/2 = 50 [ms]
for the process at this time. Between 60 [ms] and 630 [ms], the processing computer
processes three data items and finishes the transaction at 630 [ms]. As in this case,
overlapping transactions increase the transaction time and result in a lower transaction
rate. In this case, the number of transactions that finishes between 0 [ms] and 100 [ms] is
one.

The line 3 indicates the case where the transaction interval is 50 [ms]. As the
transaction interval is the same as the transaction time, the transactions do not overlap
and there is no wasted time in these transactions. In this case, the number of transactions
that finish between 0 [ms] and 100 [ms] is two.

As shown in the above example, the highest transaction rate is obtained when the
transaction interval is the same as the transaction time. If the transaction interval is
smaller than the transaction time, the transaction time eventually gets longer and the
transaction rate becomes smaller. In this case, the transaction rate converges near zero
if the observation period has enough length. The transaction time fluctuates depending
on the available processing power of the processing computer and the communication
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bandwidth. Therefore, the transaction interval should be adjusted to dynamically changing
transaction time to improve the transaction rate.

3.3.2 Design of Proposed Method

In the PQI-CDI method, the system changes transaction intervals dynamically and adopts
the PQI approach to reduce transaction time. In our proposal, we assume that there is one
processing computer to process transactions.

The details of the PQI approach and its evaluation results are described in Chapter
2, where we demonstrated that the PQI approach reduces transaction time. However,
the transaction interval under the original PQI approach is static and cannot improve the
transaction rate. Therefore, the PQI-CDI method dynamically changes the transaction
intervals. For this, the PQI-CDI method determines the timings to change the intervals
and new transaction intervals.

These are explained below.

3.3.2.1 Timings to Change Intervals

A frequent adjustment of intervals increases the transaction rate. Less frequent changes
decrease the transaction rate because it also takes time to adjust the transaction intervals.
The transaction interval is not changed until the next adjustment time even when the
transactions are overlapped. The appropriate timing for interval changes depends on
the communication time and the processing time as these times change dynamically.
Therefore, we determine the period for changing transaction intervals by introducing a
notion which we call cycles.

3.3.2.2 Determining New Intervals

In the PQI-CDI method, we define a parameter�= which specifies a cycle length to change
the intervals. When the number of the complete transactions reaches �=, the processing
computer changes the transaction intervals of the data source =. We assume the data
sources (e.g., camera devices) can adjust the transaction interval arbitrarily. For example,
on camera devices, we can implement the transaction interval adjustment function by
specifying the timing of the camera image data capturing process. Once the transaction
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Figure 3.2: The flowchart for the data sources under the PQI-CDI method

interval changes, the processing computer starts counting the number of transactions. We
adopt the average transaction time from the previous cycle as the new interval.

The average transaction time �E4))= (C) is given by the following equation:

�E4))= (C) =
∑�=

g=C−�=+1 ))= (g)
�=

. (3.1)

))= (g) is the transaction time of the data source = at the gth transaction.

3.3.3 Algorithms

In this subsection, we explain the algorithms for the data sources and the processing
computer respectively.

Figure 3.2 shows the flowchart of data sources in the case where the processing
computer requests the change of the transaction intervals. When the data source = receives
the request to change the transaction interval to 8, the data source changes the transaction
interval and resets the counting value of the number of transactions for the next cycle.

Figure 3.3 shows the flowchart of the processing computer. When it receives �=,@ (C),
it processes the data. When @ = &, the Cth transaction finishes. Otherwise, the
processing computer judges the necessity of �=,@+1(C). In case that �=,@+1(C) is needed
for process execution, the processing computer requests �=,@ (C) to the stream data source
=. Otherwise, the transaction finishes. We represent the counter which increments after
the transaction from = finishes as 2=. In the PQI-CDI method, the processing computer
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Figure 3.3: The flowchart for the processing computer under the PQI-CDI method

then checks whether 2= reaches �= when a transaction finishes. Here, �= is the interval
needed to change the transaction interval of the data-source =. If 2= reaches �=, the
processing computer calculates 8 = �E4))= (C) and sends a request to = in order to change
the transaction interval to 8. Then, 2= is initialized as zero and the new cycle starts.

3.3.4 Example

Figure 3.4 illustrates the transaction rate of the conventional method (static transaction
interval) and the PQI-CDI method. In the example, the number of the stream data sources
is one for simplicity. The data source is a camera device and transmits image data to the
processing computer.

We first explain the transaction rate under the static transaction interval. In the upper
part of the figure, the transaction interval is static and is 100 [ms] for all transactions. The
first transaction starts at 0 [ms], at which time the cameras transmit their recorded image
data to the processing computer. After the processing computer finishes receiving the
image data, it begins detecting objects in the image data. In this first transaction, these
processes (shown in the blue area) finish after 40 [ms]. Therefore, the transaction time is
40 [ms], and the processing computer waits for another 60 [ms] before receiving the data
for the next transaction. Therefore, transactions begin every 100 [ms]. For the second
transaction, the image processing time is different from the first transaction owing to the
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Figure 3.4: Transaction rate under the conventional method (static transaction interval)
vs. the PQI-CDI Method

fluctuation of the processing power and is 20 [ms]. In this case, the transactions do not
overlap, and the transaction rate is given by the inverse value of the transaction interval,
which is 10.

The lower part of the figure shows the situation under the PQI-CDI method. In the
PQI-CDI method, the processing computer calculates the average transaction time of the
past �= (= = 1, · · · , #) transactions for each camera device =, and sets the average value
as the new transaction interval. To provide a simple example, we set the cycle length to
two transactions (�==2). The processing computer requests to change the transaction
interval at the end of each cycle. For example, for a case in which the first transaction time
lasts 40 [ms] and the second last 20 [ms], the average transaction time is 30 [ms]. This
value is then sent to the camera to influence the next transaction interval. From 0 to 500
[ms], in this example, the number of transactions under the PQI-CDI method is six. Thus,
the transaction rate is 6000/500 = 12 and is larger than that under the static interval.
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3.4 Evaluation of the Transaction-rate Improvement

Method

3.4.1 Evaluation Setup

In this subsection, we explain the evaluation setup.

3.4.1.1 Evaluation Parameters

In this evaluation, we assume the application described in Subsection 2.3.2 and use the
parameters shown in Table 2.1. These parameters are similar to those used in Chapter 2,
but we explain them again. The ‘Input Bandwidth’ is the input communication bandwidth
of the processing computer, whose bandwidth is fairly shared among the data sources.
The ‘Output Bandwidth’ is the output communication bandwidth of each data source. We
set these parameters considering their reality. The ‘Original Data Amount’ is the amount
of the original data that are processed in each transaction. We get this value as similar to
Chapter 2. To simplify the evaluation results, we set the same data amount for all data
items. The ‘Processing Time Ratio’ is the processing time divided by the data amount.

We set the same values for all %%A>1=,? (C) (? = 1, · · · , & − 1), i.e., %%A>1=,? (C) =
�%A>11/# . The meaning of the symbols %%A>1=,? (C) and �%A>1 is described in
Subsections 2.3.3 and 2.5.2. We assume that the data for each quality is constructed by
the first approach explained in Clause 2.4.2.3 as similar to Chapter 2. We simulate the
stream processing system for 300 [s] to get the transaction time.

3.4.1.2 Performance Indexes

The primary evaluation item for PQI-CDI is the transaction rate and the transaction time.
A drawback of adopting the dynamic interval is that there would be a fluctuation of
the intervals between transactions which are not preferable for visual applications. To
investigate this, we calculated the average jitter for all transactions which is represented as

#∑
==1

)=∑
C=2
|8=,C − 8=,C−1 |

#∑
==1
()= − 1)

(3.2)
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Figure 3.5: Average transaction rates and the number of streams

where # is the number of streams, )= is the number of transactions executed in the =-th
stream, and 8=,C is the transaction interval from the previous transaction for C th transaction
in the = th stream. A smaller average jitter indicates that the transaction intervals are less
fluctuated.

3.4.2 Influence of Number of Streams

We measured transaction rates by changing the number of streams to investigate the
effectiveness of our proposed PQI-CDI method.

In this experiment, we set the cycle length �= = 5 because the jitter of the intervals
was stable as shown in the next section (3.4.3). We set the number of quality levels to
five, and the initial transaction interval is 200 [ms]. Figure 3.5 shows that the results of
the average transaction rate changing the number of data streams. The horizontal axis is
the number of streams, and the vertical axis is the average transaction rate.

The transaction rate under the PQI-CDI method decreases as the number of streams
increases because the data amount that the processing computer communicates with the
stream data sources increases. When the number of streams is small, the PQI-CDI method
achieves a higher average transaction rate than the one with a static interval because the
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Figure 3.6: Average transaction time and the number of streams

network and the processing computer have extra capacity to improve the transaction rate
compared with that of the case in which the transaction interval is fixed to 200 [ms]. The
PQI-CDI method exploits this extra capacity by changing the interval dynamically. The
average transaction rate increases as the final probability decreases because the average
data to be transmitted from the data sources decreases with the final probability and the
extra capacity increases. The static interval ends at a point where the number of the
streams is five because the transaction times diverge when the number of data streams is
greater than five.

Figure 3.6 shows the average transaction time. The horizontal axis is the number of
streams, and the vertical axis is the average transaction time.

In the cases of other final probabilities, the average transaction time is longer than the
static interval. This is because the updated transaction interval is given by the average
transaction time in the previous cycle. However, the transaction time fluctuates for the
reason that the processes probabilistically proceed to the processes for higher quality data
and the transaction time can be longer than the updated transaction interval. Then, the
transactions overlap and the transaction time increases. However, in the case that the final
probability is 0.1, the PQI-CDI method provides a shorter average transaction time than
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Figure 3.7: Average jitter and number of streams

the static interval because the network and the processing computer have sufficiently extra
capacity to improve the transaction time. The line for the static interval stops at the point
when the number of streams is five. The reason is the same as the result of the transaction
rate and because the transaction times diverge when the number of data streams is greater
than five.

Figure 3.7 shows the average jitter of the transaction intervals calculated by the formula
(3.2). A smaller value indicates a less fluctuated transaction interval. The horizontal axis
is the number of streams, and the vertical axis is the average jitter of transaction intervals.

In the static interval (200 [ms]) setting, as we can expect, the jitter values are zero.
However, the the evaluation result for static interval ends at a point where the number of
the streams is five because the transaction time is saturated.

The results that correspond to the PQI-CDI method show jitter values greater than
zero because the intervals change dynamically. The jitter tends to increase as the number
of data streams increase. This is because the data amount that is transmitted from all the
data sources increases with the number of streams and the maximum transaction time
lengthens. Therefore, the range of the transaction time becomes wider as the number of
streams increases. As the transaction interval is given by the average transaction time in
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the previous cycle under the PQI-CDI method, a wider range of transaction time gives
a wider range of transaction intervals. Therefore, the jitter generally increases as the
number of streams increases.

Moreover, the jitter increases with the final probability. The reason is similar to the
reason that the jitter increases as the number of streams increases. The data amount that
is transmitted from all the data sources increases with the final probability. Therefore, the
range of the transaction interval increases with the final probability, and thus the jitter
increases.

We can see the jitter is small when the final probability is 1.0 and the number of
streams is one or two. When the final probability is getting closer to 1.0, the transaction
time becomes stable as long as the load of the processor is small because the probability to
process all quality levels in PQI increases. Because the load for the processing computer
is rather small when the number of streams is less than three under the parameters used in
the simulations, the average jitter became small.

52



3.4 Evaluation of the Transaction-rate Improvement Method

0

50

100

150

200

250

300

350

400

450

500

550

600

1 2 3 4 5 6 7 8 9 10

A
ve

ra
ge

 T
ra

n
sa

ct
io

n
 T

im
e 

[m
s]

Cycle Length

Final Probability=0.1

Final Probability=0.3

Final Probability=0.5

Final Probability=0.7

Final Probability=1.0

Figure 3.9: Average transaction time and cycle length

3.4.3 Influence of Cycle Length

In the PQI-CDI method, the cycle length influences performance. We investigated the
influence changing the cycle length, �= (= = 1, · · · , #), under different final probabilities.
In this experiment, the cycle lengths for all streams are the same. The initial transaction
interval is 200 [ms], the number of data streams is five, and the number of quality levels
is five as example values.

Figure 3.8 shows the average transaction rate. The horizontal axis is the cycle lengths,
and the vertical axis is the average transaction rate.

We can see that a shorter cycle length gives a higher average transaction rate because
the interval is adjusted frequently with a shorter cycle length.

Figure 3.9 shows the average transaction time. The horizontal axis is the cycle length,
and the vertical axis is the average transaction time.

In the PQI-CDI method, the average transaction time for a higher final probability
is longer because more transactions proceed to the final quality under a higher final
probability. We can see that the average transaction times having lower final probabilities
give shorter average transaction times. The average transaction time tends to increase a
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little bit with the cycle length because the transaction interval does not change for a long
period. This causes some transactions to overlap, and it lengthens the communication
time and the processing time. Figure 3.10 shows the average jitter of the intervals under
different final probabilities changing the cycle length. The jitter tends to decrease as
the cycle length increases because the longer the cycle is, the less the intervals change
frequently. We can see the average jitter is smaller than 50 [ms] when the cycle length is
larger than 5 and the final probability is less than 0.7.

On the other hand, when the computation load is high, a longer cycle length increases
the jitter value. This is because it takes time to converge the transaction interval in
PQI-CDI when the computation load is high. In the simulation, the above mentioned
situation occurred when the final probability is 1.0. When the final probability is 1.0 and
the cycle length is 1, the average jitter is small because the transaction interval converges
to the stable transaction time within a small number of interval changes. However, when
the cycle length is two and three, the average jitter becomes large because PQI-CDI
required several interval changes to converge to the actual transaction time.

As a whole, we confirmed that the PQI-CDI could alleviate the fluctuation of the
transaction intervals in stream data processing by adopting an appropriate cycle.
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3.5 Conclusion

The transaction rate is one of the main factors that need to be considered to improve
the performance of stream data processing applications. To improve transaction rates,
we proposed the PQI-CDI method, which dynamically changes the transaction interval
under the PQI approach. In the PQI-CDI method, the processing computer changes the
transaction intervals to be the same length as the average transaction time of the previous
cycle. Moreover, the PQI-CDI method adopts the PQI approach to reduce communication
time and processing time.

Our evaluation results revealed that the PQI-CDI method can achieve a higher
transaction rate alleviating the fluctuation in the dynamic transaction intervals under the
appropriate cycle length parameter settings.

In our assumed environment, the complexity and the priority of the processes are
uniforms. However, in the actual environment, they vary depending on the applications.
A potential extension of the PQI-CDI method is considering such heterogeneity of stream
data processes. If the processing computer assigns computing resources according to
the priority, the transaction rate may be improved. The current PQI-CDI method does
not consider multi-processor environments that enable executing multiple stream data
processes simultaneously on one or more processing computers. In this environment, the
processing time is not changed until the number of simultaneous data processes reaches
the number of processors of the stream data processes. Similar to the future work for the
transaction time improvement in Chapter 2, the process assignment algorithms to improve
transaction rate in such an environment is our future work.
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Chapter 4

Implementation of Video Surveillance
System with the PQI-CDI Method

4.1 Introduction

We first explain the background of the research in this chapter.

4.1.1 Background

In Chapter 3, we proposed the PQI-CDI method which improved the transaction time
and the transaction rate for stream processing systems. In this chapter, we explain the
implementation of a video surveillance system incorporated with the PQI-CDI method.

Our target application is perpetrator detection as described in Section 1.1. For instance,
a video surveillance system in an office is installed to detect perpetrators in the image data
recorded by surveillance cameras. Surveillance cameras are deployed in various places
and are used worldwide [93–97].

Many researchers have examined the video surveillance systems with their recent
proliferation. As discussed in Section 1.1, themain performance indexes are the transaction
time and the transaction rate. To improve the transaction time and the transaction rate,
various systems have been developed in [98–100]. However, the processing computer
in the existing systems collects only the original quality data. By collecting the original
quality data only when they are needed for processing, the average data amount of
data collections is reduced. Therefore, we proposed the PQI approach and its extended
PQI-CDI method in Chapters 2 and 3.
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We used our developed simulator for the evaluation of our proposed approach because
we could easily and rapidly test various situations by changing the evaluation parameters
for the simulator. The simulator models the system shown in Section 1.1 and can simulate
its behaviors. We set the parameters considering the average values in real situations and
revealed the performance improvements established by the PQI-CDI method.

Although our developed simulator can simulate the behaviors of the modeled system,
it is unclear whether an implemented system that adopts the PQI-CDI method give
better performances than the systems without the PQI-CDI method. This is because
it is unrealistic to create the perfect model of a specific implemented system that can
give exactly same performances in the simulator. It is impossible to create a model that
can reflect the performances of all video surveillance systems because the detail of the
implementations depends on their provider. For example, the service provider has the
choice of how to proceed the processes for video stream data. Also, he/she has the choice
of how to implement the communication between the camera devices and the processing
computer. Differences between the procedures in the simulator and those in real situations
result in different performances (Subsection 4.1.2 discussed the details). Therefore, it is
important for our research to investigate the differences between our developed simulator
and an implemented system, and show the effectiveness of the proposed method in actual
situations.

This chapter aims to investigate the differences in the results obtained in the simulations
using the developed simulator and the experiments using an implemented system. We
implement a video surveillance system incorporated with the PQI-CDI method. In the
implemented system, three camera devices are used to serve as the stream data sources,
and a laptop computer functions as the processing computer. We measure the transaction
time, the transaction rate, and the jitters of the transaction intervals under real situations
using our implemented system. The contributions of this chapter are summarized as
follows:

(1) An implementation of the PQI-CDI method, which improves the transaction time
and the transaction rate for stream data processing systems compared with the systems
without the PQI approach. It is difficult to implement a video surveillance system with
the PQI-CDI method because such systems have never been implemented. For the
implementation, we need to design the system architecture (shown in Figure 4.5) and
develop several software modules explained in Section 4.3. Especially, it is difficult to
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develop the software module that produces the data needed to get @th quality data because
it is required to search the delimiters for each quality in image files. There are no such
existing software modules.

(2) An investigation of the differences in the results of the PQI-CDI method obtained
using the developed simulator and the implemented system.

The remaining chapter is organized as follows. In Section 4.2, we introduce the related
work. In Section 4.3, we explain the system design for the implementation of the video
surveillance system with the PQI-CDI method. The implementation details are presented
in Section 4.4, and experimental results are presented in Section 4.5. Finally, the chapter
concludes in Section 4.6.

4.1.2 Performance Differences Caused by Actual Implementation

We focus on two aspects that cause the performance differences between those given by
our developed simulator and by our implemented system.

First, our developed simulator does not strictly simulate the detailed design of how to
proceed the processes for video stream data such as the processes on the stream data sources
(the camera devices for surveillance systems) and the processes for starting/finishing
the communications between them and the processing computer. This is because these
procedures depend on implementations. If we modeled them strictly in the simulator, the
simulation results would show a specific performance of an implementation.

Second, our developed simulator assumed that the communication channels for the
camera devices and the processing computer were separated. Thus the processing
computer receives the data for each transaction in parallel. In the surveillance systems in
which the processing computer receives each quality data sequentially, the performances
given by the simulator can be different from those of the implemented systems.

In this chapter, we investigate the differences caused by the above points. If our
implemented system is similar to the system modeled by the simulator in detail, it is
natural that the performances under the system are the same as those under the simulator.
Simulators generally have some parameters for their configurations. For the reason
of the errors of these parameters against actual situations, the absolute values of the
performances obtained by simulators differ from those obtained by implemented systems
although the tendencies of the changes in the values are similar. Therefore, we can further
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confirm the effectiveness of our proposed approach if the implemented system shows
better performances than the conventional approach even when it is not similar to the
system modeled by the simulator.

4.2 Related Work for Implementation of Surveillance

Systems

In this section, we first introduce several works for the implementation of surveillance
systems. Our implemented system in this chapter adopts the PQI-CDI method which
changes the transaction interval for the transaction rate improvement. Hence, after that,
we introduce several systems considering transaction intervals and our work related to the
implementation.

4.2.1 Surveillance Systems

H.264 is a well-known video encoding scheme to ensure a high video quality with a limited
communication bandwidth. A surveillance system using H.264 was implemented in [101].
The authors evaluate the video quality and the bandwidth consumption. Although the
authors confirm the reduction of the data amount transmitted from the camera devices to
the viewer machines, they do not aim to reduce the time required to detect objects in the
video surveillance systems.

A scheme to reduce the bandwidth consumption of video surveillance systems was
proposed in [102]. In [102], the camera devices do not transmit data to the processing
computer unless intrusions are detected. The processing computer verifies whether the
intrusion actually occurres and send a notification to the system manager only when the
intrusion occurres. This scheme can reduce the bandwidth consumption between the
camera devices and the processing computer.

A simple approach to reduce the time required to detect objects is to limit the target
area in the image to detect objects. In [103], the system identifies the background by using
a background subtraction technique and reduces the object detection time by omitting the
background area from the target area. Another approach in [104] set a threshold to clarify
the background area. The method regards the pixels for which the difference from the
previous frame image is less than the threshold as the background area. A larger threshold
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yields a larger background area because the pixels thatare even largely different from
that of the previous frame image are regarded as the background area. This method is
similar to our proposed system in that the background is updated (progressive collection
of the remaining data) when an object is detected. However, in the PQI-CDI method, the
transaction interval is dynamically changed to enhance the transaction rate.

4.2.2 Systems considering Transaction Intervals

Most of the existing methods to modify the transaction interval adopt the approach in
which the processing computers requested a change in the transaction intervals for the
camera devices after a fixed number of transactions [105–109]. However, excessively
short transaction intervals cause high computational loads on the processing computers,
decreasing the transaction rates.

In [110], we proposed the PQI approach, which was explained in Chapter 2. In
video surveillance systems using the approach, the camera devices produces several
data having different quality levels. The lowest quality data are always transmitted
to the processing computer. The processing computer progressively collects higher
quality data only when it is needed. Furthermore, we proposed a method to improve the
transaction rate in [111], which was explained in Chapter 3. The processing computer
dynamically changes the transaction interval considering the transaction times of several
past transactions. Although the simulator for the evaluation can simulate the behaviors
of the modeled system, it is unclear whether an implemented system actually gives
better performances than the systems without the proposed method. In this chapter, we
investigate the differences between the results obtained by the simulator and that obtained
by our implemented system [112].

4.3 Design of a Video Surveillance System

In this section, we explain the design for the implemented video surveillance system.

4.3.1 System Architecture

Figure 4.1 shows the system architecture. Some camera devices and a processing computer
are connected to a computer network. The camera devices and the processing computer
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Switching hub       

Figure 4.1: System architecture design

can communicate with one another. The computational resources of the camera devices
are lower than that of the processing computer because we assume that compact devices
serve as the camera devices such as Raspberry Pi devices equipped with the camera
modules. The processing computer can be a laptop or a desktop computer, among other
alternatives.

The camera devices obtain image data and produce image data that have different
quality levels. For example, the Raspberry Pi devices obtain the JPEG image data from
the equipped cameras. Notably, in the progressive JPEG format, the image data has
several qualities (known as scans). Figure 4.2 shows an example of the JPEG image data
having different qualities. @1, · · · , @10 represents the quality levels. The lowest quality
data corresponds to the smallest amount of data. These produced data are temporarily
stored in the memory of the camera devices. The processing computer collects the stored
image data from camera devices and executes image processing tasks such as object
detection.

The camera devices and the processing computer adopt the PQI-CDI method to
enhance the transaction time and rate. The details of the PQI-CDI method was explained
in Chapter 3. The camera devices cyclically transmit the lowest quality data and transmit
higher quality data only if required by the processing computer. The processing computer
changes the transaction intervals of each stream data every time when a predetermined
number of transactions finished.
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Figure 4.3: Generation image of each quality data in the cameras

4.3.2 Process Flow for Camera Devices

The detailed process flow of camera devices was described in Chapters 2 (Figures 2.2 and
2.3) and 3 (Figure 3.2). In this chapter, we briefly explain the process flow for camera
devices designed for our implementation.

Figure 4.3 shows an image of the generation of each quality data in the camera
devices. The transactions at the camera device = (= = 1, · · · #) arise every time when a
predetermined transaction interval elapses. Each camera device obtains �=,0 (C) which is
the original video frame image data of the camera device = at the C th transaction. The
subscript a refers to the original data. After obtaining �=,0 (C), each camera constructs
�=,@ (C) (@ = 1, · · · , &) from �=,0 (C) and temporarily stores the data to its storage. �=,@ (C)
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Figure 4.4: Processing image of the processing computer

represents the data needed to construct the @th quality data in combination with �=,? (C)
(? = 1, · · · , @ − 1).

After generating �=,@ (C) on each camera device, it transmits �=,1(C) to the processing
computer and deletes �=,1(C) from its storage. After the transmission, the camera device
waits for a request for higher quality data for the Cth transaction. If the camera device
receives the request for the @th quality data, it transmits �=,@ (C) to the processing computer
and deletes it from the buffer.

4.3.3 Process Flow for Processing Computers

Details of the process flow for the processing computers were presented in Chapters
2 (Figure 2.4) and 3 (Figure 3.3). In this chapter, we briefly explain the process flow
for the processing computer designed for our implementation. Figure 4.4 illustrates the
processing image of the processing computer. When the processing computer receives
�=,A (C) (A = 2, · · · , &), it starts generating the image data having the Ath quality by
combining it with �=,B (C) (B = 1, · · · , A − 1). The first quality data is �=,1(C) itself and
the processing computer does not need to combine it with other data. After the generation,
the processing computer attempts to detect human faces in the image data by executing the
object detection process. If faces are detected, the processing computer requests �=,A+1(C)
to the camera device =. Otherwise, the Cth transaction completes and the processing
computer waits for the first quality data for the next transaction to be transmitted from the
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Figure 4.5: Software architecture of the implemented system

camera devices.
In the PQI-CDI method, the processing computer updates the transaction interval

after a cycle finishes. The cycle for the camera device = includes �= transactions. If �=
transactions are completed for the camera device =, the processing computer calculates
the new transaction interval and sends the message to change the transaction interval with
the new value to the camera device =.

4.3.4 Software Modules

Figure 4.5 shows the software modules. The system incorporates two types of installed
software: one on the processing computer, and the other on the camera devices. We
explain each module as follows.

4.3.4.1 Camera Devices

The software module for the camera devices consists of three parts.

• Communication Module: The communication module of each camera device
mainly controls the communication with the processing computer. The module first
creates the communication session with the processing computer. The communi-
cation between the camera device and the processing computer is performed on
the created communication session. After the module created the communication
session, it starts transmitting the stream data to the processing computer. In cases
where the communication session breaks down unintentionally, the communication
module tries to establish the handshaking again. The address for the processing
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computer is designated to the camera devices by the user or the stream processing
system manager.

When the communication module gets data from the first quality data transmission
module or the high quality data transmission module in the program, it transmits
the received data to the processing computer.

In the cases that the module receives a request for changing the transaction interval,
it passes the request to the first quality data transmission module. In the cases that
the module receives a request for higher quality data, it passes the request to the
high quality data transmission module.

• First Quality Data Transmission Module: The first quality data transmission
module controls the transmission of the first quality data. When a transaction starts,
the module obtains the original image data from the camera and temporarily stores
it in the buffer. After that, the module produces the data needed for getting @th
quality data, �=,@ (C) (@ = 1, · · ·&), and stores it in the buffer. The transactions
start every time when the transaction interval elapses.

When the first quality data transmission module has produced the first quality data,
�=,1(C), the module passes the data to the communication module and then the
communication module transmits it to the processing computer.

When the first quality data transmission module gets a request for changing the
transaction interval, the module changes the transaction interval to the designated
value.

• High Quality Data Transmission Module: The high quality data transmission
module controls the transmission of higher quality data. When the module gets
a request for higher quality data from the communication modules, it obtains the
requested data from the buffer and passes it to the communication module.

4.3.4.2 Processing Computer

The software module for the processing computer consists of four parts.

• Communication Module: The communication module of a processing computer
mainly controls the communication with the camera devices. The module starts
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waiting for the creation of the communication session from camera devices when
the system starts running. When the communication session with a camera device
is created, it keeps the communication session for communicating with it. In cases
where the communication session breaks down unintentionally, the module releases
the communication session because another new communication session will be
created by the camera device if needed.

When the communication module gets the request for changing transaction interval
from the transaction interval controller, it transmits the request with the new
transaction interval to the camera device.

In the cases that the communication module receives data from the camera devices,
it passes the data to the image processing module.

• Transaction Interval Controller: The transaction interval controller manages the
transaction intervals of each camera device based on the PQI-CDI method.

When the controler receives the information about transactions from the image
processing module, it counts up the number of the transactions from the start of the
cycle (2= in Clause 3.3.2.2) to check whether the number reaches the cycle length,�=
or not. If the number reaches �=, the module calculates the new transaction interval
and sends the request for changing the transaction interval to the communication
module. The information about the transaction times needed to calculate the new
transaction interval (transaction time and camera ID) is included in the information
sent from the image processing module.

• Image Processing Module: The image processing module processes the received
image data according to the user designated processes.

When the module receives the data for processing, it starts executing the processes
to the data and judges the necessity of higher quality data. If higher quality data is
needed to proceed the transaction, the image processing module sends the request
for it to the communication module. If the higher quality data is not needed or
the received data is the original (highest) quality data, the transaction finishes.
Moreover, the module sends the information about transactions to the transaction
interval controller every time when a transaction finishes.
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To check the behavior of the system, the image processing module passes the image
data to the display module.

• Display Module: The display module receives image data from the image process-
ing module and displays the data to the screen of the processing computer.

4.4 Implementation

In this section, we explain our implementation of a video surveillance system.

4.4.1 Equipment

This section describes the equipment used for the implementation. Figure 4.6 shows the
devices used in the implementation. Three Raspberry Pi devices with camera modules and
a laptop computer are connected to a network hub. An NTP (network time protocol) server
is connected to the network for the synchronization of the times among the processing
computers and the stream data sources. Time synchronization is required to measure
the transaction time. The devices can communicate with one another via the computer
network. The desktop computer functions as the processing computer. Table 4.1 lists the
specifications of the implemented system.

4.4.2 Programs

We created two softwares. One is the software for the camera devices, which runs on
each Raspberry Pi device in the system. The program consists of three parts as described
in Clause 4.3.4.1. The Raspberry Pi devices do not originally contain a function to record
different quality data. To produce image data that have different qualities, a function
embedded in OpenCV (version 3.2) is adopted to convert the original image data to the
progressive JPEG format. The converted progressive JPEG images have 10 scans. The
processing computer can produce image data that have several qualities by combining
some scans. For example, by combining five scans, the image data can be regarded to
consist of two qualities.

Another software is for the processing computers, which runs on the laptop computer
in the system. The program consists of four parts as described in Clause 4.3.4.2. The
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Figure 4.6: Devices used in the implementation

Table 4.1: Specifications of the implemented system

Items Details
Recording computer Raspberry Pi 3, 1 [GB] Memory
Camera device Raspberry Pi NoIR Camera Module

V2.1
Processing computer Intel Core i7-1065 (1.3 [GHz] quad-

core), 32 [GB] Memory
Network 100BASE-TX/1000BASE-T

image processing is performed by OpenCV. For the detection of human faces, we used
the function ‘Haar Feature-based Cascade Classifier’, which uses Haar-like features for
human face detection. We confirmed that human faces can be detected also in the lowest
quality image data although the image is unclear.

4.4.3 Sample Images

Figure 4.7 shows an example of images displayed under the PQI-CDI method. The
left-sided image shows the case where the processing computer does not detect humans.
In this case, the processing computer does not request a higher quality data. On the
other hand, the right-sided image shows the case where the processing computer detects
humans. In this case, the processing computer requests the data with the highest quality
to obtain high-resolution image data. Therefore, the resolution of the left-sided image is

69



Chapter 4 Implementation of Video Surveillance System with the PQI-CDI Method

Human detected (104064 Bytes)No human detected (6134 Bytes)

Human detected (104064 Bytes)No human detected (104064 Bytes)

Figure 4.7: Example images under the PQI-CDI method
Human detected (104064 Bytes)No human detected (6134 Bytes)

Human detected (104064 Bytes)No human detected (104064 Bytes)

Figure 4.8: Example images when the PQI-CDI method is not used

lower than that of the right-sided image.
Figure 4.8 shows example images displayed under the conventional approach. Each

camera device transmits its original image data to the processing computer without
producing other quality data. The processing computer executes the human face detection
processes against the clear image, which has the highest quality. The figure shows that
each image shows a clear image even when no face is detected. In this case, the data sizes
for each image are large compared with the case under the PQI-CDI method.

4.5 Evaluation of the Implemented System

To investigate the differences between the simulated performances and the real performance
in this section, we compare the simulation results and actual results obtained using the
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implemented system.

4.5.1 Evaluation Environments

We measured the performances of our implemented system changing the cycle length
and the final probability. If we use live videos for measurements, it is impossible to
strictly control final probabilities because the values depend on the probabilities that
human faces are recorded in the videos. Therefore, we stored the images recorded by each
camera device to its storage and used the images for getting the evaluation results under
different cycle lengths. We measured the performances when the number of the camera
devices is one and three. Based on the setting for the simulation in previous chapters,
we set the bandwidth between the camera devices and the processing computer to 10
[Mbps] by using the QoS controller function of the Windows operating system. To get the
performances using our developed simulator, we use the same parameter values shown
in Tables 2.1. We ran the implemented system for one minute to get each plot in the
results and calculated the average value. The other detail of our implemented system is
explained in Subsection 4.4.1

We compare the performances of our implemented system for the cases with and
without using the PQI-CDI method. Under the PQI-CDI method, the processing computer
dynamically adjusts the transaction interval and adopts the PQI approach. Since some
conventional surveillance systems dynamically change the transaction interval, as the
comparison method, we use the method that does not adopt the PQI approach and
dynamically adjusts the transaction interval every time a fixed number (cycle length) of
transactions finishes. We denote the method by No PQI-CDI method in the following
sections. The No PQI-CDI method is a special case of the PQI-CDI method where the
number of the data qualities is one.

4.5.2 Transaction Time

Transaction time is one of the main performance indexes for surveillance systems. In the
PQI-CDI method, the processing computer changes the transaction interval of each data
source every time when the number of the finished transactions reaches the value of the
cycle length. Therefore, we measured the transaction time by changing the cycle length
to evaluate the performance of our implemented system.
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Figure 4.9: Average transaction time when one camera is used

Figure 4.9 shows the average transaction time when the number of the camera devices is
one. The horizontal axis is the cycle length and the vertical axis is the average transaction
time. ‘Actual’ in the legend indicates the average transaction time of our implemented
system and ‘Simulation’ indicates the average transaction time measured by our developed
simulator.

In both the actual case and the simulation case, the average transaction time under
the conventional No PQI-CDI method is longer than that under our proposed PQI-CDI
method when the final probability is 0.0 or 0.5. This is because the PQI-CDI method
reduces the average data amount to be transmitted from the camera devices. Since the
average data amount decreases with the final probability, the average transaction time
under a lower final probability is shorter. When the final probability is 1.0, the average
transaction time under the PQI-CDI method is almost the same as that under the No
PQI-CDI method. This is because the data amount transmitted and processed is almost
the same. The average transaction times in both the actual case and the simulation case
do not change largely even when the cycle length changes. This is because the transaction
time does not change largely even when the cycle proceeds to the next since the transaction
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interval of each cycle, which is given by the average transaction time of the previous
cycle, is almost the same as the transaction time in the cycle. Thus, the transaction time is
not largely influenced by the cycle length when the number of the camera devices is one.
The average transaction time increased as the cycle length got longer in the simulation
results in Chapter 3 because the number of the stream data sources was five in the chapter.

The average transaction time in the actual case is longer than that in the simulation
case under each final probability. This is because the simulator does not strictly simulate
the communication and the processing procedures implemented in our system. In the
implemented system, the camera devices grab the images, convert them to the progressive
JPEG format, and create the data for each quality. After that, they transfer the data to
the communication buffer for the transmission and wait for starting it. On the processing
computer side, it moves the received data in the communication buffer to the main
memory and constructs each quality data. Although our developed simulator simulates
the processing time for each quality data, it ignores the above procedures. It takes some
time for executing them in the implemented system, and thus the average transaction
time in the actual case is longer than that in the simulation case. When the number of
the camera devices is three, the transactions are interfered by other video stream data.
Thus, the transaction time is predicted to depend on the cycle length because there is
a possibility that the transaction time changes when the cycle proceeds to the next one.
Therefore, we measured the transaction time when the number of the camera devices
is three. Figure 4.10 shows the result. In both the actual and the simulation cases, as
we expected, the average transaction time changes along with the cycle length. This is
because the transaction interval does not change for a long period under a longer cycle
length, and thus several transactions overlap when the transaction interval is shorter than
the transaction time, causing a longer transaction time.

Similar to the result of one camera device, the average transaction time under the No
PQI-CDI method is longer than that under our proposed PQI-CDI method when the final
probability is 0.0 or 0.5. The average transaction time in the actual case is longer than that
of the simulation cases under each final probability. This is the same reason as the result
when the number of the camera devices is one. That is because our developed simulator
did not strictly simulate the communication and the processing procedures implemented
to our system.

When the cycle length is small (approximately smaller than three), the average
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Figure 4.10: Average transaction time when three cameras are used

transaction time in the actual case is longer than that in the simulation case under each
final probability. This is the same reason as the result when the number of the camera
devices is three. That is because our developed simulator did not strictly simulate the
communication and the processing procedures implemented to our system.

In the simulation case, the average transaction time increases further than that in the
actual case as the cycle length increases. This is because the simulated communication
time is longer than that of the implemented system when the transactions overlap with
others. Our developed simulator assumed that communication channels for the camera
devices and the processing computer were separated, and thus the processing computer
received the data for each transaction in parallel. On the other hand, the processing
computer received each quality data sequentially in our implemented system. Since it
takes a longer time to receive data by parallel communications, the communication times
in the simulation cases are longer than those in the actual cases when the transactions
overlap. Since a longer cycle length gives a higher probability that the transactions overlap,
the transaction times further increases in the simulation cases than those in the actual
cases.
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Figure 4.11: Average transaction rate when one camera is used

For example, in the case that the number of the camera devices is one, the average
transaction time under the PQI-CDI method is 48 [ms] when the final probability is 0.5 at
minimum (cycle length is 1). The average transaction time under the No PQI-CDI method
and the same final probability is 58 [ms]. That is, our implemented system achieves
17% shorter average transaction time in this situation. In the case that the number of
the camera devices is one, the average transaction time under the PQI-CDI method is
101 [ms] when the final probability is 0.5 at minimum (cycle length is 1). The average
transaction time under the No PQI-CDI method and the same final probability is 147 [ms]
(31% reduction).

4.5.3 Transaction Rate

The transaction rate is one of the main performance indexes for surveillance systems. To
evaluate the performance of our implemented system, we measured the transaction rate
changing the cycle length.

Figure 4.11 shows the average transaction rate when the number of the camera devices
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Figure 4.12: Average transaction rate when three cameras are used

is one. The horizontal axis is the cycle length and the vertical axis is the average transaction
rate. The legends and the other experimental configurations are the same as the previous
subsection.

In the actual case and the simulation case, the average transaction rate under the
conventional No PQI-CDI method is smaller than that under our proposed PQI-CDI
method when the final probability is 0.0 or 0.5. This is because the PQI-CDI method
attempts to adjust the transaction interval so that the transactions do not overlap with
others. When the final probability is 1.0, the average transaction rate under the PQI-CDI
method is almost the same as that under the No PQI-CDI method because the data amount
transmitted and processed is the same. The average transaction rates in both the actual
case and the simulation case do not change largely even when the cycle length changes.
The reason is the same as the reason that the transaction times when the number of the
camera devices is one do not change largely.

Figure 4.12 shows the average transaction rate when the number of the camera devices
is three. The average transaction rates in both the actual case and the simulation case
decrease as the cycle length increases because the transaction interval does not change
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for a long period under a longer cycle length as similar to the reason explained in the
previous subsection. The decreasing rate in the simulation case is larger than that in the
actual case because the processing computer received the data for each transaction in
parallel in the simulator. The detailed reason is the same as the case for the transaction
time and was explained in the previous subsection.

The average transaction rate under the No PQI-CDI method is smaller than that of our
proposed PQI-CDI method when the final probability is 0.0 or 0.5 as similar to the result
of one camera device. The average transaction rate in the actual case is smaller than that
in the simulation case under each final probability. This is because the simulator did not
strictly simulate the communication and the processing procedures implemented to the
actual system.

For example, in the case where the number of the camera devices is one, the average
transaction rate under the PQI-CDI method is 22 [num/s] when the final probability is 0.5
at maximum (cycle length is 1). The average transaction rate under the conventional No
PQI-CDI method and the same final probability is 17 [num/s]. That is, our implemented
system achieves 29% higher average transaction rate in the evaluation situation. In the
case that the number of the camera devices is three, the average transaction rate under
the PQI-CDI method is 12 [num/s] when the final probability is 0.5 at maximum (cycle
length is 1). The average transaction time under the conventional No PQI-CDI method
and the same final probability is 9.2 [num/s] (30% improvement).

4.5.4 Jitter of Transaction Intervals

We evaluated the jitter of transaction intervals in Chapter 3 as a drawback of dynamic
interval. We measured the jitters in our implemented system.

Figure 4.13 shows the average jitter when the number of the camera devices is one.
The horizontal axis is the cycle length and the vertical axis is the average jitter. The
legends and the other experimental configurations are the same as the previous subsection.

In the actual cases, the average jitter under the conventional No PQI-CDI method is
longer than that under our proposed PQI-CDI method when the final probability is 0.0 or
0.5 (except for the case that the cycle length is one) because the values of the transaction
intervals under these final probabilities are smaller than that under the No PQI-CDI
method as shown in Figure 4.9. The average jitter when the final probability is 0.5 and the
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Figure 4.13: Average jitter when one camera is used

cycle length is one under the PQI-CDI method is larger than the jitter under other final
probabilities. This is because the transaction time when the processing computer does
not request the second quality data is shorter than the case when it requests the second
one. Since the range of the transaction time is large compared with the range when the
final probability is 0.0 or 1.0, the average jitter increases. The average jitter in the actual
case decreases as the cycle length increases because a longer cycle length less changes
the transaction interval.

In the simulation case, the average jitter is almost zero except for the case where the
final probability is 0.5. This is because the number of the camera devices is one and the
transaction interval of each cycle is almost the same as the transaction time in the cycle.
Therefore, the transaction time does not change even when the cycle proceeds to the next
one, and thus the transaction interval does not change. The average jitters increased in the
results in Chapter 3 because the number of the stream data sources was five in the chapter.
The average jitter when the final probability is 0.5 in the simulation case is larger than
those under other final probabilities because the transaction time changes depending on
whether the processing computer requests the second quality data or not.
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Figure 4.14: Average jitter when three cameras are used

Figure 4.14 shows the average jitter when the number of the camera devices is three.
In the actual case, the average jitter under the conventional No PQI-CDI method is longer
than that under our proposed PQI-CDI method when the final probability is 0.0 or 0.5
because the values of the transaction intervals under these final probabilities are smaller
than that under the No PQI-CDI method. The average jitter in the actual case tends
to decrease as the cycle length increases because a longer cycle length less frequently
changes the transaction intervals as similar to the result of one camera device.

In the simulation case, the average jitter under the No PQI-CDI method increases when
the cycle length is small (approximately less than six). Also, the average jitter under the
PQI-CDI method increases when the cycle length is small and the final probability is
0.0 or 1.0. This is because a small number of interval changes leads the convergence
of the transaction interval when the cycle length is 1.0 in these cases. However, several
interval changes are required to converge the transaction interval when the cycle length
gets larger. The average jitter converges to a certain value as the cycle length increases
when the cycle length is large (approximately larger than five in these cases) because the
transaction interval less changes. This phenomenon also appeared in the result when
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the final probability is 1.0 in Figure 3.10. The converged average jitter when the final
probability is 0.0 is smaller than that when the final probability is 1.0 because the value
is smaller. When the final probability is 0.5, the average jitter does not increase even
when the cycle length is small because the average jitter converges after several cycles are
elapsed. Therefore, the average jitter in this case decreases along with the cycle length.

4.5.5 Discussion

Our implemented system has two different points from the system modeled by the
simulator as explained in Subsection 4.1.2.

When the number of the camera devices is small (one camera device in the evaluation
results), the influence caused by the parallel communication in the simulator is not so
large. Therefore, the influence caused by the difference of transaction procedures leads
the differences in the absolute performance values between our implemented system
and our developed system as shown in Figures 4.9 and 4.11. However, we confirmed
that the tendencies of the changes in the values under the implemented system, i.e., the
performances under the PQI-CDI method are better than the conventional No PQI-CDI
method when the final probability is less than 1.0, are similar to those under the simulator.

When the number of the camera devices is large (three camera devices in the evaluation
results), the influence caused by the parallel communication in the simulator is also large.
Therefore, the performances under the simulator depend on the cycle length although
those under the implemented system does not depend on it as shown in Figures 4.10
and 4.12. However, we confirmed that the PQI-CDI method gives better performances
than the No PQI-CDI method when the final probability is less than 1.0 even where the
implemented system is not similar to the modeled system by the simulator.

4.6 Conclusion

The simulator we used in previous chapters did not strictly simulate the detailed design
of how to proceed the processes for video stream data. Also, our developed simulator
assumed that communication channels for the camera devices and the processing computer
were separated. Therefore, in this chapter, we implemented a video surveillance system
and investigated the differences in the results obtained using our developed simulator
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and the implemented system. The implemented system adopted our proposed PQI-CDI
method, which reduced the transaction time and improved the transaction rate. We
measured the transaction time, transaction rate, and the jitters of the transaction intervals
under the implemented system for the investigation.

We confirmed that our implemented system properly worked and realized the im-
plementation of the PQI-CDI method. Moreover, we found that the performance of
the implemented system were different from the simulated results in two points. First,
the overheads caused by the differences between the procedures for the simulator and
them in our implemented system deteriorated the performance. Second, the parallel
communications between the processing computer and the camera devices in the simulator
deteriorated the performances compared with the implemented system when the number
of the camera devices is large. Although the simulation results were different from the
results obtained by our implemented system, we confirmed that the PQI-CDI method can
improve the transaction time and the transaction rate in actual situations.

One of the remaining issues in the chapter is adopting the developed system to the
data other than video data. In this chapter, we developed a video surveillance system with
the PQI-CDI method. However, the method does not depend on the contents of the data
as far as we can construct several quality data such as LiDAR (the example scenario is
described in Section 2.4). The amount of the data, the time required for processing them,
or the probability to proceed to the processing of the next quality data depends on the
content of the data. Hence, the performance investigations for other data are our future
work. Another remaining issue is the consideration of communication errors such as data
losses or disconnections. In the case where the processing computer cannot receive the
requested data, it needs to skip the transaction or request the data again. This causes a
lower application performance. However, our developed system does not consider such
communication errors that can deteriorate the application performance.
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Conclusion

5.1 Concluding Remark

Stream data processing systems have attracted considerable research attention. In some
systems, a processing computer processes stream data transmitted by remote stream
data sources. Two key indexes could be considered to evaluate the performance of such
stream data processing systems, namely, the transaction time and the transaction rate. A
smaller transaction time and higher transaction rate correspond to an enhanced application
performance. This study aimed at enhancing these performances and the following key
conclusions were derived.

In Chapter 1, we explained the importance of stream data processing and identified the
research issues. We explained the research objectives, related work, and the content of
this research in the chapter.

In Chapter 2, we described our proposed PQI approach aimed to reduce the transaction
time of stream data processing systems of which input data come from remote stream
data sources. In the PQI approach, each stream data source constructs several data of
that qualities are lower than the original quality, e.g., low-resolution image data. Only in
the cases where higher quality data are needed for processing, the processing computer
progressively collect them. By reducing the average data amount of data collections and
for processing, the PQI method reduces the average transaction time. Our simulation
evaluation revealed that our proposed method could reduce the transaction time while
keeping the application performances compared to the conventional No PQI method for
the cases that the final probability is small. Here, the final probability is the probability that
the processing computer finally processes the original quality data in each transaction.
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In Chapter 3, we described the PQI-CDI method aimed to improve the transaction rate
by changing the transaction intervals dynamically under the PQI approach. In the PQI-CDI
method, the processing computer changes the transaction intervals to be the same length
as the average transaction time of the previous cycle. Moreover, the PQI-CDI method
adopts the PQI approach to reduce communication and processing times. Our evaluation
results revealed that the PQI-CDI method could achieve a higher transaction rate than a
conventional approach (static transaction interval). However, when the cycle length was
excessively very short, the processing computer would request too many interval changes,
resulting in less fair and inconsistent transaction intervals. If the cycle length was too
long, changing the transaction interval did not cause noticeable improvements.

In Chapter 4, we described the implementation of a video surveillance system
with the PQI-CDI method and its performance evaluation in actual situations. In the
implementation, three camera devices and one processing computer were connected via
a local area network. We developed two software modules for the camera devices and
the processing computer. We confirmed that our implemented system properly worked
and realized the implementation of the PQI-CDI method. Moreover, we investigated the
differences between the performances obtained by our developed simulator and those by
our implemented system. We confirmed that the PQI-CDI method could improve the
transaction time and the transaction rate in actual situations although the performances
were not always similar to the simulation results.

Overall, the proposed methods based on the PQI approach could reduce the transaction
time and improve the transaction rate in some situations. The target system of this study
is stream data processing systems in which a processing computer processes stream data
transmitted by remote stream data sources. Existing such systems did not consider the
necessity of the original quality data that are obtained at the data sources. We opened
up new vista to the research field and proposed a pioneer PQI approach focusing on this
point. In the approach, the processing computer progressively collects higher quality data
from the data sources only in cases when they are needed. The approach, which can be
applied for recently attractive and worldwidely used abovementioned stream processing
systems, brings a large contribution to our lives.
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5.2 Future Work

Compared to the conventional approach, the PQI approach could reduce the transaction
time under a low final probability, and the PQI-CDI method could achieve a higher
transaction rate. However, certain challenges remain to be addressed.

In the targeted system in this study, one processing computer executes the stream
data processing. One processing computer systems are easy to construct. If the system
management organization owns some other processing computers or exploits virtual
computers provided by cloud services, the computational resources can be enhanced
by using multiple processing computers. In such cases, the transaction time can be
further reduced by distributing the processing load that is concentrated on one processing
computer in this sturdy to others. Therefore, efficient load distribution for the stream
processing system in the cases that the remote stream data sources transmit their data to
some processing computers is a future direction for our research.

In this study, we did not consider the power consumption both of the processing
computer and the stream data sources. As introduced in Subsection 1.3.3, the stream
processing system with the PQI approach can apply several power consumption reduction
schemes. However, the transaction rate degrades by omitting several data transmissions
and processes for the power consumption reduction. Therefore, reduction of the transaction
time and the improvement of the transaction rate considering the power consumption is a
future direction of this study.

Furthermore, we implemented a video surveillance system with three camera devices
and one processing computer. They are connected with each other via a switching
hub. However, recent video surveillance systems could equip more camera devices
that are connected to the Internet due to the recent IoT trends. In such cases, the
communication bandwidths between the camera devices and the processing computer
are not stable. Thus, the transaction time tends to change largely. This causes inefficient
adjustment of the transaction interval by the PQI-CDI method because the method uses
the average transaction time as the new transaction interval. Therefore, the transaction rate
improvement under unstable communication bandwidth situations is a future direction for
our research.
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