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 (first-order occurrences 
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2 cw1 cw2 cw1 cw2

1 cw1

cw2 Positive Point-wise Mutual Information (PPMI) 

PPMI PMI  cw1 cw2 PMI  (2) 

PPMI PMI 0

3 PPMI 3 cw1

PPMI

cw2

PPMI  

 

(2)  PMI ( , ) = cw cw2
cw cw2

 (cf. Levshina 2015: 327) 

 

3  

(1a-c) 

cw1 PPMI PPMI cw1 cw2 PPMI

cw1 cw2

cw1 cw2 PPMI

 (1a)  

0 0 0 0 45 2

1 0 0 0 18 19

7 0 0 1 238 3

0 0 0 0 2 0

0 0 0 12 33 1

0 0 0 0 10 3

0 2 0 0 9 0

0 32 0 0 7 3

0 1 1 0 26 56

0 0 15 0 0 0

0 0 1 0 5 0
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(3) a.  ( ) (cw1) PPMI  (PPMI = 5.43) 

b.  3  (3a) PPMI  

c.  cw1 cw2  

 

(1a-c) 4

1
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1 (1a)  (1b) 

(1c) 2

token-based SVS

 

 

0.00 0.00 0.00 0.00 4.70 3.61

3.65 0.00 0.00 0.00 0.56 4.04

8.53 0.00 0.00 5.20 6.35 3.45

0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 9.34 4.06 2.42

0.00 0.00 0.00 0.00 0.84 2.50

0.00 4.73 0.00 0.00 0.00 0.00

0.00 6.79 0.00 0.00 0.00 0.00

0.00 1.69 0.62 0.00 0.00 3.86

0.00 0.00 9.55 0.00 0.00 0.00

0.00 0.00 2.78 0.00 0.00 0.00

(1a) 3.18 0.59 1.25 6.36 6.13 4.74

(1b) 4.22 0.84 0.02 6.99 6.89 4.84

(1c) 0.00 1.89 5.26 1.63 0.71 0.42
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