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0. Introduction

This paper is concerned with the Gibbs measures on mixing one-sided subshifts of
finite type. Let (X, S) be a mixing one-sided subshift of finite type and let o : X — R
be a continuous function with summable variation. Then there exists a unique S—invariant
probability measure pg , on X, called the Gibbs measure of the system (X, S, ), which
maximizes the measure theoretic pressure [6]. It is well known that if ,79 : X — R are
continuous functions on X with summable variation, then s , = g,y if and only if there
is a continuous function w on X such that

Osp — Osp = (9:‘;11),

where the coboundary operator Js is defined by dsf = f — f o S for any real-valued
function f on X. In this case, if ¢ and 1) are Holder continuous, then w must be Holder
continuous too. Moreover, it has recently been proved that if 7' : X — X is a positively
expansive endomorphism and S o T = T o S, then (X, T) is also a mixing one-sided
subshift of finite type [1, 3, 4, 5], and (X, S) and (X, T') have the same Parry measure,
that is, s o = pr,o [1, 3, 4]. In this paper, generalizing these results, we find a necessary
and sufficient condition for two systems (X, S, ) and (X, T, ) to have the same Gibbs
measure(Theorem 2.2). Consequently, we prove that a cocycle admits an identical Gibbs
measure(Theorem 2.3).

1. Preliminaries

Let us introduce some preliminaries. A dynamical system is a pair (X, S), where
X is a compact metric space with metric d, and S : X — X is a continuous surjective
mapping. A dynamical system (X, S) is called a one-sided subshift if there is a finite
clopen partition A, called an alphabet for (X, S), such that
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(S) ifz,y € X and 7(S’z) = n(Sy) foralli = 0,1,2,...,thenz =y,

where 1 = m4 : X — A is the natural projection defined by z € w(z) forz € X.
Note that if (X, S) is a subshift, then S : X — X is positively expansive, i.e., there is a
positive constant € such that if z,y € X and d(S’z, S'y) < eforalli = 0,1,2,..., then
z = y. In particular, S : X — X is locally one-to—one. If (X, S) is a positively expansive
dynamical system, and ¢ : X — R is continuous, then it is well known that there is an
S—invariant Borel probability measure u on X, called an equilibrium state of the system
(X, S, ¥), such that

P=hu+/80dﬂ7
X

where P is the topological pressure of (X, S, ¢) and h,, is the measure theoretic entropy of
(X, S, 1) [2, p.65]. For a positively expansive dynamical system (X, .S) and a continuous
function ¢ : X — R, let E(X, S, ) denote the set of all equilibrium states of (X, S, ¢).

Lemma 1.1. Let (X, S) be a positively expansive dynamical system and let ¢ :
X — R be continuous. Then for all continuous functions w : X — R we have

E(X,S,p) = E(X,S,p+ dsw).

Proof. Suppose that y is an equilibrium state of (X, S, ) or (X, S, p+0sw). Then,
since p is S—invariant, we have

/8swdu:/(w—w05)du=/ wdu—/ wo Sdu =0,
X X X b's

so that
hu +/ wdp = hy, +/ (¢ + 0s)wdp.
X b'e

On noting that the topological pressure is the supremum of all measure theoretic pressures,
we prove our assertion. OJ

A subshift (X, S) is said to be of finite type if there is an alphabet .4 together with a
0-1, A x A matrix M, called the transition matrix of (X, S, A), such that

(F) for {a;)2, € AN, there is a point z € X such that S’z € a; for all i =
0,1,2,... ifand only if M(a;,a;;) = 1foralli =0,1,2,....

Such an alphabet is called a Markov alphabet. It is well known and easy to show that a

subshift (X, S) is of finite type if and only if S : X — X is a local homeomorphism. Let

(X, S) be a subshift of finite type, and let .A be an alphabet for (X, S) with the transition

matrix M. If M is primitive, i.e., M"Y > 0 for some positive integer IV, then we say that
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(X, S) is a mixing subshift of finite type. Note that this definition does not depend on the
choice of an alphabet.

Let (X, S) be a subshift, and let .A be an alphabet for (X, S). For a function ¢ : X —
Randk =0,1,2,..., we define

vargp = sup{|p(z) — p(y)| : 2,y € W,W € AVS~TAV-..v S7*A}.

It is easy to see that ¢ is continuous if and only if varyp — 0,as k — 0. If 3727 vargp <
00, then ¢ is said to have summable variation, and we denote by S(X, S) the set of func-
tions with summable variations. If there are @ > 0 and 3 € (0, 1) such that varyp < af*
fork = 0,1,2,..., then we say that ¢ is Holder continuous and denote by H(X, S) the
set of Holder continuous functions. It should be noted that the definitions of variation
summability and Holder continuity are irrelevant to the choice of an alphabet. The set of
all continuous functions on X will be denoted by C(X).

Lemma 1.2. Let (X,S) be a mixing subshift of finite type and let w € C(X). If
dsw € H(X,S), thenw € H(X, S).

Proof. For simplicity, write u = dgw. Let A be a Markov alphabet for (X, S).
Since u € H(X, S), there are « > 0 and 8 € (0, 1) such that

sup{|u(z1) — u(x2)| : 21,22 € W} < af* (WeAVSTTAV---vS87FA).

Since (X, S) is mixing, there is a point y whose forward orbit I' = {y, Sy, S%y,...} is
dense in X . Fix a nonnegative integer k and let W € AV S~1AV---V S~* A be arbitrary.
We will show that

lw(z1) —w(zs)| < 7=—56° (31,22 € WNT),

from which our assertion will follow.
Let S'y, S7y € W NT, and assume that i < j. Then there is a point z € X such that
Si~tz = z and

TA(Sy) = ma(S'2) (1=0,1,2,...,5—i+k).
Since S7~tz = z, we have

u(z) + u(S2) + - +u(S771z) =0,
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and hence

lw(S'y) — w(S7y)|
[u(S%y) +w(S™y) + - + u(Sy)|
<|u(Sy) — u(z)| + (S y) — u(S2)| + - - - + [u(S " y) — u(ST12))]

<7tk 4 oI HREl Ly gkt
ab ok
<—0".
<7- ﬁﬂ 0
It is well known that C(X) is a Banach space with the supremum norm || - ||, and

its dual is the space of all signed Borel measures on X. Let M (X) denote the set of all
Borel probability measures of X. In the case that (X, .S) is a mixing subshift of finite
type and ¢ € S(X, S) + 9sC(X), the system (X, S, ) has one and only one equilibrium
state ig ,, called the Gibbs measure of (X, S, ¢). As we will see it in Theorem 1.4, the
Gibbs measures are represented as products of eigen—functions and eigen—measures of the
Ruelle operator which are defined as follows. Let H : X — X be a surjective local
homeomorphism and let ¢ € C(X). Then the Ruelle operator L = Ly, : C(X) — C(X)
is defined by

Li@) = S Wiy (felX),zeX).

yeH~1(z)

Note that L, is a well-defined bounded linear operator on C(X ). From here on, the dual
operator of Ly, will be denoted by L}, , or simply by L*.

Lemma 1.3. Let H : X — X be a local homeomorphism and let p,v € C(X). If
Lu,, = LHy, then o = 1).

Proof. Let yo € X be arbitrary. Since H : X — X is a local homeomorphism,
there is a clopen neighborhood U of yq such that H|y is one~to—one. Then

Lugxuv(Hwo) = >,  eWxy(y) =e?®.
veH-1(H(0))

Since the same identity holds for ¢, we conclude that ¢ = 1. J

The following theorem provides a very useful representation of the Gibbs measures.
The original form of the theorem was first proved by Ruelle, and Walters [6] proved it on
the condition that ¢ € S(X, S). We prove the result in a slightly generalized form, which
is needed to prove Theorem 2.1.
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Theorem 1.4 (Ruelle’s Operator Theorem). Let (X, S) be a mixing subshift of finite
type, and let p € S(X,S)+0sC(X). Then there are a positive real number ), f € C(X),
and p € M(X) such that

@Lf =M, L=, f>0,and [ fdu=1,

(b) forall g € C(X), IA""L"g — ([ gdp) f|| = 0asn — oo, and

(c) the Gibbs measure of the system (X, S, ) is given by fdu.

Here L = Ls and L* = L§ ,. Moreover, the \—eigenspaces of L and L* are 1-
dimensional, and the triple (), f,dp) is uniquely determined by the properties (a) and
(b).

Proof. For the special case that ¢ € S(X,.5), see [6]. The general case follows
from the special case and Lemma 1.1, because

ES,«p-H?sw = ‘C;"}U o £S,<p o EI,'w ((,0,11) < C(X)),

where I : X — X is the identity mapping. O

From here on, the triple (), f,du) in the above theorem will be called the Ruelle
triple of (X, S, ). It is clear that if (), f,du) is the Ruelle triple of (X, S, ¢), then
(A, e~ f,e¥dp) is the Ruelle triple of (X, S, ¢ + dsw) for all p € S(X,S) + dsC(X)
and w € C(X). In particular, we note that the Gibbs measures of (X, S, ¢) and (X, S, p+
Osw) are identical for all ¢ € S(X, S) + 0sC(X) and w € C(X).

Lemma 1.5. Let (X, S) be a mixing subshift of finite type, ¢ € S(X, S) + 0sC(X)
and let (\, f,du) be the Ruelle triple of (X, S, ). If g € C(X) satisfies

/ ghdu=0  (heC(X)),
X
then g = 0.

Proof. It is enough to show that

/ Xudp # 0
X

for all nonempty clopen subsets U of X. Let U # 0 be an arbitrary clopen subset of X.
Since (X, S) is mixing, there is a positive integer N such that

LY xv@ =Y explo@)+e(Sy)+- +e(SN )xuly) >0 (z€X).
yeS—N(x)

Therefore

/ xvdp = /\‘N/ £g’¢,dep > 0. O
b'e b'e
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2. Main results

Before we prove the main results of the paper, we need one more lemma.

Lemma 2.1. Let S,T : X — X be commuting local homeomorphisms on a com-
pact metric space X, and let @ and 1) be continuous functions on X. Then the Ruelle
operators Lg,, and L, commute if and only if O = Og).

Proof. A straightforward calculation by the definition of the Ruelle operator yields
that

Lsp 0 Lry = LSoT,p+poT-

Similarly we have

L1,y 0 Ly = LToS,p+ypoS-

The assertion immediately follows from these two identities and Lemma 1.3. O

Let (X, S) and (X, T) be mixing subshifts of finite type, and assume that ST =
TS. Then there is a common alphabet A for (X, S) and (X,T). Since S is positively
expansive, a compactness argument shows that for each positive integer k there exists a
positive integer [ such that if z and y lie in the same member of AV S~1AV --- VvV S7IA
then z and y lie in the same member of AV T-1AV ---V T~k A. It also holds if we
interchange S and T'. Therefore we have S(X, S) = S(X,T) and H(X, S) = H(X,T).
From here on, we will use the simpler notations S and H to denote S(X, S) and H(X, S),
respectively.

Theorem 2.2. Let S,T : X — X be commuting maps such that (X, S) and (X, T)
are mixing one—sided subshifts of finite type, and assume that o,y : X — R are con-
tinuous functions with summable variation. Then ps ., = pury if and only if there is a
continuous function w on X such that

Oryp — 0gy = OsO0rw.
Moreover, if ¢ and 1 are Holder continuous, then w is Holder continuous.

Proof. If o, € H,w € C(X), and drp — sy = OsOrw, then IsOrw € H, and
hence Lemma 1.2 implies that w € H. This proves the last statement of the theorem.

Now we prove the main assertion of the theorem. Assume that 9rp — 95 = sOrw
for some w € C(X). Then Orp = Os(v + Orw). By Lemma 2.1, we see that the
Ruelle operators Lg,, and L1 45,4 commute. Hence Ls,, and L1 45,4 have the
same eigen—functions and eigen—measures, and so the Gibbs measures of (X, S, ¢) and
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(X, T, 9+ Orw) are identical. Since (X, T, ) and (X, T, v + Orw) have the same Gibbs
measure by Lemma 1.1, the ‘if” part of the assertion is proved.

We prove the converse. Now assume that we are given two functions ¢, € S. Let
(A, f,du) and (X, g, dv) denote the Ruelle triples of (X, S, ¢) and (X, T, 1), respectively.
It is enough to prove that if fdy = gdv then Oryp — sy = 0s0r(log g — log f). First of
all, we may assume that A = A\’ = 1 (if not, replace  and ) by ¢ — log A and v — log X',
respectively). Noting that for any h € C(X)

f g
L1 yp+0r (log g-log ) = ECT,w ?h .

we have
LLT,¢+8T(10gg—Ing)hdu
ser (1)
=1 i =hld
/xg Te\st) "
g
= E —'h dV
g
= =hdv
%
/hdu.
X

Putting 1) = ¢ + dr(log g — log f), we obtain

Lrgh= b

Then we have

/X (‘CS,cp o ET,J;h‘) hdu

= ,C - O Ls, h h,d#
/X ( T, @ )
for all h, b’ € C(X), and hence Lemma 1.5 implies that

Ls,p o0 ET,J: = ‘CT,J; 0 L3,
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By Lemma 2.1, we conclude that

drp = 95 = sy + dsdr(log g — log f),

which is what we desired. |

Let S,T : X — X be commuting maps that (X, S) and (X, T) are mixing one—
sided subshifts of finite type. Then it is obvious that (X, S¢ o T7) is a mixing one—sided
subshifts of finite type. Assume that ¢, : X — R be continuous functions which satisfy
the relation 97 = Os®. Then we can define, for each pair of nonnegative integers ¢ and
Jj with (4, j) # (0,0), a real-valued continuous function c(; ;) by

i—1 j—1
C(i,5) ZZQDOSkOTj+Z’L/)oTl
k=0 =0

or equivalently

j-1 i—1
Clij) = Zz/)oTl oS" +ZcpoSk.
1=0 k=0
This c is called the cocyle generated by ¢ and 1. By a similar argument to the one in the
paragraph preceding Theorem 2.2, we find that if p € S(X,S) and ¥ € S(X,T) then
ci,j) € S(X, 8% o T7). It can be easily checked that for all nonnegative integers i, j, m
and k&, not all zero,

Clitm,jtn) = C(ig) © 5™ 0 T™ + Cmym).-
By interchanging (i, j) and (m, n) in the above identity, we have

6SmoT" C(i,5) = aSioTJ' C(m,n)-

Applying Theorem 2.2, we conclude that (X,S%T7, C(s,5)) have the same Gibbs measure
for all nonnegative integers 4 and j with (, j) # (0, 0). This proves the following theorem.

Theorem 2.3. Let S, T : X — X be commuting maps such that (X, S) and (X, T)
are mixing one-sided subshifts of finite type, and assume that ¢, : X — R are contin-
uous functions with summable variation, which satisfy Orp = Osi. Let c be the cocyle
generated by ¢ and 1. Then, for any nonnegative integers i and j with (i,j) # (0,0),
(X, S*oT7) is a mixing subshift of finite type and the Gibbs measures of (X, S*oT7, ¢(; ;)
are identical.
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