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ABSTRACT 

Flow magnetic resonance imaging (Flow MRI) is a non-invasive method that is 

capable of visualizing in-vivo human body fluid flow velocities. The four-dimensional (4D) 

flow MRI supplies a time series of velocity components in three directions (superior-inferior, 

anterior-posterior, left-right) during the cardiac cycle, and enables flow visualization, 

recording, and measurement of not only the blood flow in the cardiovascular system but also 

cerebrospinal fluid (CSF) flow in the neurological system. However, there is still no 

consensus about the usage of 4D flow MRI for analyzing slow flows like CSF, because of 

non-negligible phase-offset errors caused by its acquisition principles. Since the 4D flow 

MRI is a unique tool to understand CSF pathophysiology for managing diseases, this study 

considers an automated approach for the correction of phase offset errors in the CSF flow 

velocity map. Furthermore, objective methods were suggested for analyzing CSF flow by 4D 

flow MRI after correction of phase offset errors.  

In Chapter 2, 4D flow MRI basics and limitations are explained. The MRI is based 

on nuclear magnetic resonance (NMR) of the nucleus, and in flow MRI magnetic field 

gradients are used for calculating the velocity of mobile hydrogen nuclei. Phase-contrast MRI 

is the most popular flow MRI which is acquired by using bipolar gradients for eliminating 

magnetic field inhomogeneities on nuclei. The range of the velocity is determined by the 

strength of the bipolar gradients. Measuring slow flows requires low-velocity encoding 

which needs large bipolar gradients. However, these large gradients cause unexpected 

electromagnetic induction resulting in nonnegligible phase offset errors. Besides, the low-

spatiotemporal resolution also leads to errors like partial volume artifacts. 

In Chapter 3, an automated correction method for the phase offset errors of 4D flow 

MRI was presented. Since the phase offset errors were assumed to be constant in time and 



 

smoothly distributed spatially in previous existing studies, the spatial distribution of the phase 

offset errors was modeled as the second-degree polynomial function using robust regression 

analysis. Flow velocity maps were corrected by the estimated phase-offset errors by robust 

regression analysis. The method was applied to the CSF flow maps obtained by 9 idiopathic 

normal-pressure hydrocephalus (iNPH) patients and 9 healthy subjects’ 4D flow MRI data. 

The residual standard errors between the original data and the estimated phase-offset errors 

were analyzed for the evaluation of estimation consistency and found under 1.7 mm/s for 

each case. This chapter provides an approach to the correction of phase offset errors for 

enabling more robust and advanced CSF studies. 

In Chapter 4, flow rates in aqueduct cerebri were evaluated from the CSF velocity 

maps corrected in Chapter 3. The aqueduct cerebri was segmented and aliasing artifacts and 

partial volume artifacts were corrected before calculations. For these processes, semi-

automated and automated approaches were suggested with aim of creating an objective 

environment for the analysis of CSF flow parameters. Flow rates were calculated for the 

analyzing CSF flow in this study, and significant differences were found at peak diastolic 

flow rates between iNPH patients and healthy cases. (p=0.02, Mann-Whitney’s U test). 

Additionally, the mean aqueduct cerebri area at the axial plane was found significantly 

different (p=0.01, Mann-Whitney’s U test). 

In the final chapter, the dissertation is summarized, and future perspectives were 

given. This study aims to create an objective and automated image process for improving 

CSF studies with 4D PC-MRI. In this way, we hope future studies could build parameters for 

understanding CSF pathophysiology in an objective environment. 

 



 

 

LIST OF ABBREVIATIONS 

 

1- CSF: Cerebrospinal Fluid 

2- MRI: Magnetic Resonance Imaging 

3- iNPH: Idiopathic Normal Pressure Hydrocephalus 

4- ISF: Interstitial Fluid 

5- Flow MRI:  Flow Magnetic Resonance Imaging 

6- PC-MRI: Phase Contrast Magnetic Resonance Imaging 

7- 2D: Two-Dimensional 

8- 3D: Three-Dimensional 

9- 4D: Four-Dimensional 

10- 4D Flow MRI: Four-Dimensional Flow Magnetic Resonance Imaging 

11- RF: Radio Frequency 

12- ROI: Region of Interest 
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14- NMR: Nuclear Magnetic Resonance 

15- NMRI: Nuclear Magnetic Resonance Imaging 
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1. Introduction to Research 

1.1 Backgrounds 

The central nervous system is composed of the brain and the spinal cord, and these 

structures stand for everything about human life. They are the most important parts of the 

human body, and consequently the most protected organs. Even blood that is carrying oxygen 

and all other fundamental components to the tissues does not have permission to interact 

directly with the brain and the spinal cord. Blood-brain barrier and blood-spinal barrier 

restrict the transfer of components between blood and the brain and spinal cord 1. The 

cerebrospinal fluid (CSF) which is most of the extracellular fluid in the central nervous 

system could make interactions with the brain, the spinal cord, and the interstitial fluid 

directly. CSF surrounds the whole central nervous system, and it is positioned in the 

subarachnoid space and brain ventricles which are connected by channels and are positioned 

at the center of the brain. The CSF volume is acknowledged as approximately 150 mL 

depending on the person as 125 mL in subarachnoid space and 25 mL in ventricles 2.    



 

 2 

CSF has many roles in the neurological system and still some features are not 

understood completely. The most visible function of the CSF is its mechanical function for 

the brain. It supports the brain and the spinal cord; reduces the brain weight nearly by 95% 

with buoyancy 3.  It helps protection of intracranial volume by osmoregulation, carries 

hormones, proteins, peptides, and nutrients, and plays a role in signal transduction between 

different parts of the neurological system4.  CSF is completely renewed four times a day and 

is accepted like the lymphatic system of the neurologic system, and besides carrying wastes, 

such as toxic molecules2,4–6. Impairment in CSF circulation has been shown could lead to 

neurological diseases like Alzheimer’s disease, normal pressure hydrocephalus (NPH), and 

autism because of the reasons like accumulation of toxic molecules (Amyloid-B, etc.) or 

imbalance at production-reabsorption or unknown reasons. 7,8.  

Until the last century, human CSF dynamics have been a big, uncovered mystery for 

scientists. In vivo experiments were limited to animals and only some parameters were able 

to acquire from patients by invasive methods. Imaging methods were limited to anatomical 

analyses by magnetic resonance imaging (MRI) and computed tomography. From the past 

century to today, animal experiments and computational analyses created an environment for 
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modern CSF dynamics understanding. However, these approaches could not find a strong 

base because of a deficiency of real flow data. At this point, flow MRI allowed an 

understanding of physiological and pathological flow patterns 9,10.   

The remainder of this section is organized as follows.  Recent understandings of the 

CSF dynamics were explained in 1.2, a short introduction was made to flow MRI in section 

1.3 and its usage in CSF research was mentioned in 1.4. At the end of the section, the 

motivations of this thesis and research aims were explained in 1.5 and 1.6 respectively. The 

outlines of the research were given in section 1.7. 

1.2 CSF Dynamics from Past to the Recent Understandings 

        CSF has been known for thousands of years. Although the papers about CSF could be 

found even in Greek times and there are notes written by Leonardo Da Vinci, more scientific 

approaches to CSF were begun pursued in the last century with experimental results 

conducted by scientists like Cushing, Dandy, etc. 11. They laid the foundations of the classical 

understanding of the CSF and the classical approach continued for long years without 

questioning. Based on the classical approach, the CSF is formed by the choroid plexus which 

is positioned on the ventricular walls. The CSF moves unidirectional to the subarachnoid 
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space and is absorbed by the arachnoid villus to the venous sinuses 12. In the classical 

approach, the choroid plexus (Fig. 1B, C) is accepted as the only producer and regulator of 

the CSF. This supposition mainly was dependent on Dandy’s experiments with one dog, 

though the same results could not be repeated 13. However, recent experiments have shown 

that CSF circulation is not as basic as mentioned in the classical approach 11–13.   

Some researchers reported that CSF production was not influenced by removing the 

choroid plexus in humans and monkeys, and animal experiments with dogs and rabbits 

showed that CSF production of extra-choroidal structures is unneglectable 4. Another 

research was designed by placing a cannula in the aqueducts cerebri which is the channel 

connecting the third ventricle to the fourth ventricle, and researchers observed only one drop 

of CSF at the end of the cannula, and they did not observe any CSF pressure increasing when 

they blocked CSF way out14,15. In recent years, experiments and computational simulations 

have shown that the classical approach is questionable and far away from the truth5,6.  

However, cerebrospinal dynamics are still under debate depending on the deficiency of 

harmless and reproducible research methods which could be applicable to healthy humans. 

Recent notions are mostly accepted that CSF production is not only by the choroid plexus 
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but also from brain parenchyma by interstitial fluid (ISF), and absorption is not only from 

the arachnoid villus but also from the nerve roots and ISF 3,11–13,16.   
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Figure 1: This figure shows the circulation and production of CSF based on the classical 

approach 5. 1.A shows the anatomy of CSF which is around neurological system 

components and inside of ventricles. 1.B shows ventricles separately and choroid plexus 

placed inside them. 1.C shows CSF production by choroid plexus.  
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1.3 Flow Magnetic Resonance Imaging 

      Flow MRI is a method that is capable of measuring in-vivo velocity without invasive 

intervention 17,18.   It is used in clinical sciences for acquiring flow information of human 

body fluids noninvasively to discriminate physiological and pathological flow features and 

has taken a role as a unique and indispensable diagnostic tool in medicine.  The most popular 

type of flow MRI is phase-contrast MRI (PC-MRI) related to its advantages compared to the 

other flow imaging methods. 

 Three-dimensional (3D) flow MRI data present magnitude (anatomical image) and 

velocity (phase shift) information in three different main directions: superior-inferior, 

anterior-posterior, and left-right (Fig.2). The acquisition of the 3D flow MRI data during the 

cardiac cycle constitutes four-dimensional flow MRI (4D flow MRI) 17,18. 
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Figure 2: Sagittal plane representations of the 4D Flow MRI magnitude and velocity data. 

2A shows the magnitude image obtained by phase-contrast magnetic resonance imaging 

and other images 2B, 2C, and 2D show velocity data respectively: left-right (velocity X), 

anterior-posterior (velocity Y), and superior-inferior (velocity Z) direction. For velocity 

data, negative and positive values declare the direction of flow, and magnitudes give 

velocity values. For example, the “-5” for the superior-inferior velocity map shows the 

voxel nuclei have 5 mm/s velocities from inferior to superior, and the “5” shows 5 mm/s 

velocities from superior to inferior. 
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     Flow MRI principles depend on the calculation of the velocity of nuclei by analyzing 

free induction decays obtained from nuclei under magnetic field gradient. PC-MRI is 

obtained by neutralizing signals created by nuclei features by using a second gradient field 

with the same magnitude and the opposite direction and reaching signals originated by only 

the movement of nuclei in a gradient magnetic field. During this process, bipolar magnetic 

gradients are used for creating opposite gradient fields19,20. The applied opposite gradient 

fields with the same magnitudes neutralize phase shifts that are created by radio frequency 

(RF) pulses, and according to that, only velocity-dependent signals' acquisition is expected 

as a difference between phases. However, based on errors which are originated from different 

sources, acquired results may not correctly represent velocity information. These error 

sources could be machine properties, patients (motion, etc.), or based on acquisition 

principles themselves. In studies that are conducted on the evaluation of errors due to PC-

MRI measurement techniques and limitations, it was observed that eddy-current artifacts are 

one of the non-negligible phase offset artifacts20–25. Anything which is making changes in 

the intensity or direction of a magnetic field can produce eddy currents and its magnitude is 

proportional to the rate of change in the magnetic field according to Faraday's Law. Since 
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PC-MRI is formed by changes in the signal phase in the magnetic gradient fields, eddy-

currents creation is expected, and these currents lead to phase offset errors. Aliasing artifacts 

also caused to detection of incorrect velocity information. These artifacts are seen when 

velocity is exceeding 𝜈𝑒𝑛𝑐  (velocity encoding: the determined maximum velocity), and it 

leads to incorrect velocity measured.  

    Signal to noise ratio represents the ratio between acquired signal and background noise. 

This ratio shows the signal's affection degree from the errors. For the more correct results, 

signal to noise ratio should be high. Based on this, while PC-MRI artifacts could be 

compensated in high-velocity flow areas, the same magnitude artifacts would make correct 

signal acquisition impossible in slow-flow areas. As a result, artifacts should be removed as 

much as possible for the robust measurement of velocity which belongs to the slow-flow 

fields like CSF. PC-MRI principles and limitations will be explained in the next chapter with 

details.    

1.4 PC-MRI Studies on Cerebrospinal Fluid Flow 

       The PC-MRI is used to analyze the difference between pathological and physiological 

CSF flow dynamics by comparing healthy cases and patients who have neurological diseases. 
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Researchers have tried to find markers to identify pathological conditions 26–29. iNPH, which 

is a neurological disease characterized by enlarging ventricles with normal intracranial 

pressure and together with some clinical symptoms like cognitive impairment 30,  has been 

the most attractive topic. Some research showed NPH patients have different flow dynamics 

like increased stroke volume in aqueducts cerebri28,29,31. However, spatiotemporal resolution 

limitations and low signal-to-noise ratio for the slow velocity is still critical drawback of the 

PC-MRI studies on CSF dynamics.  

        Even though 4D PC-MRI is the most promising and usable method that is capable of 

the visualization of CSF flow, there is no consensus in previous research about the usage of 

PC-MRI for CSF research 32. The subjectivity in processing like manual correction of errors, 

choosing a region of interest, etc. could be shown as reasons for un-consensus. These 

limitations grievously obstruct studies about CSF dynamics and its interactions with 

surrounding brain tissue. Depending on limitations, CSF studies could not be expanded 

outside of aqueducts cerebri except for a couple of research with using computational fluid 

dynamics 9,32.  
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1.5 Motivations 

 The importance of CSF was explained in previous sections. Flow MRI is the most 

promising diagnosis tool which enables inspection of CSF dynamics. With the improving 

processing of flow MRI, quantifying CSF and understanding its circulation could be possible. 

In this way, the understanding of the physiopathology of diseases could be supported. The 

parameters which could be used for the discrimination of disease could be built. With the 

understanding of physiopathology, more efficient treatment options could be discovered by 

scientists. With clear circulation knowledge, the drug administration could be managed 

clearly, and bioavailability and elimination of the drugs could be estimated more precisely.  

However, unfortunately, depending on its limitations, most of the possible usage 

areas of flow MRI could not reach their potential and a consensus could not build among 

scientists about its clinical usage for CSF. The motivation for this study is decreasing 

limitations and preparing an appropriate environment for making flow MRI reach its 

potential in CSF flow analysis.  
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1.6 Research Aims 

 The main aim of this research is to remove phase offset errors and reach correct 

velocity information automatically. Since in previous studies correction of phase offset error 

is generally removed manually or semi-automatically in only local regions, there is no 

criterion for evaluating if the data is appropriate for the study27,28. Besides, not automatic 

corrections could lead to different results obtained from the same data by different 

researchers. Furthermore, the lack of automated correction limits studies extent because of 

time limitans for each case process. Besides, not only phase-offset errors affect velocity data. 

Additionally, aliasing artifacts and partial volume artifacts are known as limitations that 

could affect results during the calculation process of parameters.  

The aim of this research enabling the correction of phase offset errors automatically 

and remove subjectivity and decrease the time for image processing. Additionally, decreasing 

subjectivity in the calculation process by making automatic corrections of aliasing artifacts 

and partial volume artifacts is purposed.  
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1.7 Thesis Overview 

 In this chapter, CSF features were explained, and an introduction was made to flow 

MRI. The fundamentality of the usage of flow MRI in CSF research was pointed out. The 

motivations and aims of the research were mentioned.  

 In the second chapter, four-dimensional PC-MRI (4D PC-MRI) principles were 

explained in detail.  After principles, the limitations of PC-MRI were defined in the light of 

principles. 

 In the third chapter, an automatic correction method for the phase offset errors was 

suggested and the results of the application on 18 cases’ 4D PC-MRI data were presented. 

 In the fourth chapter diastolic-systolic flow rates of data which are processed in 

Chapter 3 were calculated. During the calculation, for selection of the volume of interest 

(VOI), correction of aliasing artifacts, and partial volume artifacts, automated and semi-

automated approaches were suggested and a comparison of results between healthy cases and 

iNPH patients was presented. 

 In the final chapter, the research was summarized, and future perspectives were 

mentioned.   
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 The figures in the thesis were created by using Para View (free visualization software) 

and Python Matplotlib package. Before visualization, Pandas, Numpy, SimpleITK, openpyxl, 

xlrd, and h5py packages were used during the data process. Additional libraries used in the 

research were explained in relating sections. 
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2. Four-Dimensional Flow MRI Principles and Limitations 

2.1 Introduction 

        The first human body experiment of MRI with a volunteer person was recorded in 

197733. Since then, MRI made a quick entry into clinical sciences and has become one of the 

main diagnosis and treatment managing tools in medicine. In the following years, scientists 

made experiments for measuring blood flow by adjusting MRI acquisition methods 

differently. Only 9 years after the first experiment of MRI on the human body, blood flow 

imaging by cine magnetic resonance principles were announced by Nayler et al. in 198634. 

        PC-MRI is a complicated method that includes many complex processes. Some 

properties of PC-MRI differ based on machine features.  Echo time, repetition time, velocity 

encoding, and a cardiac number of images are some parameters for obtaining PC-MRI images.  

Some of these parameters can be adjusted by the users according to patient, illness, and aim. 

As an instance, velocity encoding determines the measurable highest velocity value with PC-

MRI. This parameter can be set depending on the velocity distribution of the measuring 

region, such as the heart, and brain, and can be set differently from person to person.  For all 

these reasons, PC-MRI studies require a comprehension of its principles.  
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        In this chapter, 4D PC-MRI principles were explained from magnetization to 4D image 

acquisition. At the end of the section, PC-MRI limitations were clarified based on principles. 

2.2 Nuclear Magnetic Resonance 

         Felix Bloch discovered atomic nuclei have their magnetic nature in 1946 . Even though 

the nucleus does not have orbital motions like electrons, scientists built a hypothesis that 

nucleons also have their spins. It can be thought that the nucleus rotates around an axis that 

is passing at the nucleus’s gravity center. This spin of the nucleus with charges brings 

amperian currents like electrons and creates a magnetic effect. Net nuclear spin and the 

magnetic effect of the nucleus are directly affected by proton and neutron numbers. Only the 

nucleus in which at least one nuclear particle has odd numbers has a net nuclear spin and 

magnetic power33. 

       There are two different forces on the protons in the magnetic field: spinning, which is 

already what protons have, and the magnetic field. These two forces’ effects produce 

precession of the nucleus like spinning tops in the effect of the gravitational field (Fig.3)35.  
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Figure 3: The schematization of the nuclear precession under magnetic field with the 

similitude of spinning top precession under the gravitational field35.  
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The frequency of the nuclear precession (Larmor frequency) 𝑓 is given by 35,36 

𝑓 =
𝛾𝐵

2𝜋
 (1)  

where γ is the gyromagnetic ratio specific to the atomic nuclei 37 and B is the strength of the 

magnetic field.  Based on the classical electrodynamics approach 37, the nuclear precession 

can be described as 

𝑑𝑀

𝑑𝑡
=  −𝛾𝑀 × 𝐵 =  −𝑀 ×  𝜔 (2) 

where M is the sum of all nuclear magnetic moments (net nuclear magnetization) and 𝜔 is 

the angular frequency (𝜔 = 2𝜋𝑓 =  𝛾𝐵0)).  

In the static magnetic field, protons make precession through the magnetic field axis 

with “zero angles”, and thus precession cannot be detected38.  Scientists proposed an 

approach for measuring precessions of the nucleus by applying RF energy 38 which is 

perpendicular to the static magnetic field and has the same frequency as the nucleus. The 

nucleus absorbs this energy and increased energy creates resonance at the nucleus. This 

process is known as nuclear magnetic resonance (NMR). After cutting RF pulses, nuclei 

return to their equilibrium. While nuclei return to equilibrium, nuclei lose energy that was 
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taken from RF pulses, and these are known as free induction decay (FID) and could be 

measured. 

However, the measurement of only one nucleus precession is not compatible with 

real experiments.  In the reality, signals are obtained from a macroscopic field. Bloch 

formulated precession features of the macroscopic field with the following equations 

including the calculation of polarization for each direction in the coordinate system 39: 

𝑀𝑥 =  
𝑀

(1+ 𝛿2)
1
2

 cos𝜔𝑡 (3𝑎)                                        

𝑀𝑦 =  
𝑀

(1+ 𝛿2)
1
2

 sin𝜔𝑡 (3𝑏)   

𝑀𝑧 =  
𝑀

(1+ 𝛿2)
1
2

  (3𝑐)   

where x, y, and z represent three different directions of the coordinate system and 𝛿 =
(𝐵0−𝐵∗)

𝐵1
  

which represents the rate of deviation of 𝐵0 (static magnetic field) from the 𝐵∗ (magnetic 

field on specific coordinates of sub volume in the matter) to the half of the oscillating 

magnetic field ( 𝐵1 =  
𝐵𝑥

2 ∗ cos 𝜔𝑡⁄  , 𝑥 : oscillating direction). 
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2.2.1 Free Induction Decay 

     Although the net nuclear magnetization is tilted by the application of RF pulses, this tilting 

began to decay in milliseconds after RF pulses are stopped, and the net magnetization return 

to equilibrium. This decay is known as free induction decay (FID). During the RF application 

process, the net magnetization of the nucleus changes from the parallel to the static magnetic 

field direction to the perpendicular. FID signals are measured maximum when net nuclear 

magnetization becomes perpendicular to the static magnetic field (the pulse angle = 90o to 

the static magnetic field, Fig.4B). After reaching maximum, if RF pulses continue, the net 

nuclear magnetization direction changes, and, the FID signal becomes zero when net 

magnetization aligns with the same course as the static magnetic field (the pulse angle = 180o, 

Fig.4C).  If still, the RF pulse continues after 180o angle, the magnetization vector changes a 

direction, and signal amplitudes are taken negatively however maximum amplitudes don’t 

change (Fig. 4 D). Acquisition of the FID signals is run by a receiver in the system and for 

interpreting, Fourier transform is used, and signals are transformed into frequency 

information.   
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Figure 4: The schematization of FID by different pulse angles, and their frequency spectra 

after Fourier Transformation36. 4A shows FID decay which is obtained after 45o pulse angles 

and less than maximum FID. 4B shows a possible maximum signal obtained by 90o. 4C 

shows the pulse angle which does not produce FID signals and 4D shows a 270o pulse angle 

with the same magnitude as 90o but with a negative direction.  
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2.2.2 FID Interpretation: Relaxation Times 

        FID signals can be analyzed by two different methods with different receivers which are 

placed in different positions. T1 relaxation (longitudinal or spin-lattice) and T2 relaxation 

(transverse or spin-spin) are two different FID signals detected by receivers.  T1 is calculated 

by using FID signals which are formulated as the “z” direction in the Bloch equation in the 

previous part, and T2 is calculated by using FID signals obtained from the “xy” plane 

(Equation 3).  

As mentioned before, net nuclear magnetization reaches a maximum by RF pulses 

after a while, and it becomes perpendicular to the static magnetic field. When RF pulses are 

stopped, the nucleus begins to release energy absorbed. During this process, net nuclear 

magnetization returns to the first position by losing its energy (induction decay). T1 

relaxation is measured in the same direction as the static magnetic field and T2 relaxation is 

measured at the transverse plane to the static magnetic field. At the maximum point of the 

net nuclear magnetization, since magnetization is perpendicular to the static magnetic field, 

T1 measured zero, and it increases in time until it returns to the first position and reaches the 

maximum. The time from the beginning (T1 relaxation = 0, net nuclear magnetization 90o to 
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the static magnetic field) to reaching % 63 of the maximum relaxation is known as T1 

relaxation time35. More simply, T1 represents nuclei spins returning process to their 

equilibrium which is parallel to the static magnetic field. However, various T1 relaxations 

could be measured from distinct tissues even though atomic nuclei are the same because of 

“chemical shift” which means different compounds of macromolecule leads to different 

magnetization features on the same nuclei. Additionally, spin-spin interactions, magnetic 

field inhomogeneities, and magnetic susceptibility are the main factors that could affect the 

T1- T2 relaxations of atoms.  

When the net nuclear magnetization is maximum, nuclei make precession together 

transverse to the static magnetic field (in-phase). However, because of the effects which are 

mentioned before, while some atoms of tissue in phase, some of the atoms could begin to 

decay. This situation is known as dephasing 33. T2 relaxation begins when the net pulse angle 

is 90o and if dephasing occurs only due to spin-spin interactions, it is known as T2 decay (T2 

relaxation). However, while other factors also affect decay, this is known as T2* relaxation 

(T2 star decay) 35,40. When the transverse magnetization is maximum, it shows all nuclei are 

in-phase (maximum T2) and after the beginning of the decay, the T2 signal is decreased until 
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all nuclei become de-phased. The T2 relaxation time is calculated as the time from the 

beginning until the signal becomes 37% of the initial (maximum) value41. T1 relaxation and 

T2 relaxation are main signals which are used for the acquisition of magnetic resonance 

images. 

2.3 Nuclear Magnetic Resonance Imaging 

        Magnetic resonance imaging of the body parts by using NMR requires the locating 

signals for creating an image matrix. In two-dimensional (2D) images, the “pixel” 

corresponds to subunits whose value is created by the nuclei NMR inside the sub volume, 

and the “voxel” represent 3D sub-units in 3D MRI. Phase encoding and frequency encoding 

are methods that are used for specifying sub-signal’s locations and magnitudes and creating 

voxels/pixels. 

 Frequency encoding is the technique that is used detection of signals locations by 

applying static magnetic fields with different magnitudes to the different locations. As 

mentioned in the Larmor equation, the spinning frequency of the nucleus is affected by the 

magnetic field strength, and different frequencies could be created even with the same nuclei 

under different magnetic field strengths. Depending on that, a gradient magnetic field 
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provides separation of the sub-units by creating different spinning frequencies at different 

sub-volumes. 

The phase-encoding is generated by making nuclei in-phase situations at different 

times.  Even if FID signals have the same frequency and the same magnitude when the 

beginning relaxation times of nuclei are different, signals are obtained in different phases, 

and it is used for creating phase shifts between voxels of a line or row and provides locations 

of voxels. Phase encoding is made by turning on and off the gradient for short times 33,34,42.   

Consequently, for obtaining 3D data, slices could be created by two different 

methods. One of these methods is using only phase-encoding. In addition to the row-line 

creation, creating slices by phase-encoding can provide thin slices but, an acquisition could 

take a long time42. On the other hand, each slice could be processed separately by frequency 

encoding, and it is called 2D multiple slice acquisition. However, in this process, RF pulses 

are sent to each slice separately, and because of that, neighbor nuclei are affected by 

magnetization. Consequently, the gap should be left between different slices to avoid 

receiving signals from nuclei influenced by multiple RF pulses, and this situation limits 
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reducing slice thickness. Finally, acquired signals are converted by the computers into k 

space and transformed into image data.  

2.4 Flow MRI Principles 

        In the following years after MRI application began used in clinical sciences, scientists 

researched on visualization of flow characteristics in blood vessels by MRI. Phase mapping 

and time-of-flight techniques were some of the methods they experimented with. Since the 

time-of-flight technique could be affected by other sources besides the velocity of the nuclei, 

the experiments did not give the desired results. However, phase mapping was found affected 

only by phase-shifting produced by the flow and directly related to the flow velocity34. In 

1986, Nayler et al. announced phase-contrast NMRI principles for recording and 

visualization of blood velocity. In this part, PC-MRI acquisition principles and limitations 

will be explained. 

2.4.1 NMR of a Mobile Nucleus 

       For the magnetic field in the Larmor equation, it was emphasized the magnetic field 

represents specifically the strength that is affecting the subject nucleus not only a random 

position in the system. Accordingly, in the presence of a gradient magnetic field (a magnetic 
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field that is changing linearly with position) mobile nucleus will be affected by different 

magnetic fields during its movement. In this case, the magnetic field in the Larmor equation 

needs appropriate adjusting to calculate the exact magnetic field which is applied to the 

nucleus. The Larmor equation for the mobile nucleus could be expressed by:  

B =  B0 +  Gxx + Bi (4)  

which appends the magnetic fields (Gx:  gradient in the x direction) which are, nuclei are 

exposed along the movement on the x-axis to the initial magnetic field ( B0 ) and 

local magnetic fields (Bi). In this frame,  

ϕs(T) =  ∫ ω(t)dt
T

0
 (5)  

could be used for the calculation phase signal (ϕs) which is created by the motion of the 

nuclei. With the usage of angular frequency ( ω =  γGxx ) the equation could be expanded 

as: 

ϕs(T) =  ∫ γG(t)x(t)dt
T

0
 .  (6)                                                    
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For the solution of Equation 6, the position of the nuclei could be calculated by a series of 

time derivatives: 

x(t) =   x(0) + x′(0)t +  x
′′(0)t2

2!⁄ +   …    +   xn(0)tn

n!⁄ + ⋯  (7)                  

 and finally, the formulation which could be used at directly calculation of velocity could be 

obtained: 

ϕs(T) =  x0  {γ ∫ Gx(t)dt
T

0
 } +  υ {γ ∫ Gx(t)tdt

T

0
 }  +  α {γ ∫ Gx(t)t2dt

T

0
 }  +  … . (8)     

 In this equation, inside of the integration of the first term represents the area under the 

gradient waveforms and it is recorded proportionally to the position (x0) thereupon this term 

is known as position encoding. The second term is known as velocity-encoding and is found 

proportional to the velocity (υ). Generally, the third term which is proportional to the 

acceleration (α), and higher terms are accepted as negligible20. TE (the time between RF 

pulses and receiving to signal by the receiver) is used as duration and  

ϕs(TE) =   x0  {γ ∫ Gx(t)dt
TE

0

 } +  υ {γ ∫ Gx(t)tdt
TE

0

 }  (9) 
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gives the general formulation of phase signal25,34. Consequently, we could reach to phase 

equation  

ϕ =  ν (γ M1)  (10) 

 which is created by the velocity of the nuclei by combining the first-moment equation (M1  =

 ∫ G(t)t dt
TE

0
) with the second term of Equation 9.  However, since reasons mentioned before 

like magnetic inhomogeneities (Bi), pulse sequence timing errors, etc., the signal cannot be 

obtained purely and as a result,  

ϕ =  ν (γ M1) + ϕi (11)                                                 

gives a more accurate approach to the velocity-dependent signal. In the equation, “ϕi” 

represents signals which are not created by the motion of the particle. Consequently, these 

errors lead to difficulty in observing correct flow velocity by single-phase measurement 

methods.  

2.4.2 Phase-Contrast MRI Principles 

         The main idea of phase-contrast imaging is based on the clear-off of all effects than 

velocity and acquiring only flow-dependent signals from nuclei. For this purpose, another 
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magnetic field at the same magnitude but in the opposite direction is applied to the subject 

following the first magnetic gradient application (Gradient echo, Fig.5)19,25,43. In this way, 

even though all noise could not remove completely, unwanted signals created by the macro 

environment effect could be eliminated. 
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Figure 5: Gradient Echo diagram schematization with the application of opposite gradient 

fields. TE: Echo time 

 



 

 33 

         For the stationary particles which are protecting their first positions during scanning, 

magnetic gradient fields could be shown as: 

𝐺𝑠 =  𝐺1 + 𝐺2 + 𝐺𝑖 (12)  

same with Figure 6. Since the net magnetic field change will be zero (𝐺1 and 𝐺2 magnitudes 

are gradient magnetic fields that have the same magnitude and opposite direction: Fig.6) and 

the result of the signal acquisition will be expected zero. However, due to unwanted effects, 

signals could be acquired from these particles which originated by 𝐺𝑖 , and these signals 

correspond to the phase offset errors.   
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Figure 6: The schematization of the mobile nucleus and static tissue nucleus under applied 

bipolar magnetic gradient fields44. 1: initial, 2: after first gradian application, 3: after a while, 

4: after second gradian application, 5: phase shifts due to atom’s velocity. 
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         In the contrast to the stationary particles, the magnetic field on the mobile nuclei change 

(red nuclei position in Figure 6.1 and Figure 6.3) following their motion, and the applied net 

magnetic field becomes different from zero on these nuclei44. The difference between phase 

signals obtained after bipolar gradients shows phase shift and could be formulated as: 

∆ϕ =  ϕ0  −  ϕ1 . (13)  

Since the bipolar gradients have the same magnitude and opposite direction (Figure 

6; G1 and G2), the area under them is equal to zero and position term in Equation 9 is become 

zero, and the phase shift is found proportional to the velocity: 

∆ϕ =  ν (γ∆ M1) .  (14) 

2.4.3 Velocity Encoding       

        During the explanation of FID signals, net nuclear precession changing under 

continuing RF pulses was explained. Depending on the gyromagnetic ratio, the maximum 

FID signal magnitude could be affected by the magnetic field but not RF pulses. It is 

necessary to remember FID signals are reaching a maximum at 90o pulse sequence and even 

in continuation of application, maximum FID is not changed but the direction changes and 

FID begins to decrease. When it reaches 180o it becomes zero and in the continuity of RF 
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pulses, it gives the negative signal until back to the first position. Consequently, maximum 

FID signal amplitudes of the nuclei could be changed only with the alteration of the magnetic 

field.  

        Since the detectable maximum FID signals by the nucleus are limited by the magnetic 

fields, also velocity could be measured in a specific range depending on this limitation. The 

maximum velocity that could be measured by the system is known as velocity encoding20,25,43 

and could be shown as: 

νenc   =  π (γ∆ M1)⁄  (15) 

and when we connect the formula with Equation 14, we obtain the equation of velocity: 

ν  =  (
νenc

π
) ∆ϕ (16) 

        Depending on this limitation, for making the system capable of measuring velocity 

correctly, gradients should be adjusted appropriately because the system will never give the 

velocity magnitude higher than velocity encoding.  
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2.4.4 Four-Dimensional Flow MRI 

       Even though the velocity of the nuclei by NMR could be measured successfully, flow 

MRI imaging has a lot of difficulties depending on the complexity of the subjects which is 

measured. Localization of the signal, storage, processing data, and measured big areas are 

some of these difficulties. The solving of some of the difficulties in the flow MRI acquisition 

in time by the development in computer sciences like more powerful graphical units and 

advanced imaging techniques like kt-BLAST, kt-SENSE, and kt-GRAPPA enabled the short 

acquisition times45.  

       Velocity magnitudes of the three different directions of the coordinate system could be 

obtained by changing the direction of the gradients, which is possible with additional gradient 

lobes, and 3D flow MRI could be obtained19,46. Additionally, multiple scanning could be 

done during the cardiac cycle, and a 4D flow MRI could be created. This technique allows 

for recording and visualization of body fluid velocities during a cardiac cycle. Usage of 4D 

flow MRI enables the detection of physiological and pathological flows and it could be used 

in the management of diseases.  
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2.5 Four-Dimensional PC-MRI Limitations 

       Four-Dimensional (4D) PC-MRI has a wide usage area in clinical and biomedical 

engineering science. In the introduction, the importance and indispensability of the PC-MRI 

were explained. However, depending on limitations generally raw data needs correction 

processes. Phase offset errors, weak temporal-spatial resolution, aliasing artifacts, wrapping 

artifacts, difficulties in choosing the region of interest (segmentation), motion artifacts, 

machine-related artifacts, etc. limit the usage of this technique23,24,47–49 and lead to deviated 

results from correct data. 

       Development of the image acquisition techniques is helpful to increase temporal-spatial 

resolutions. However, partial volume artifacts could be seen at the border voxels which is 

including of fluids and tissues’ nuclei together. Spatial resolution and manual segmentation 

of the region of interest (ROI) for quantitative calculations also could lead to inter/intra 

observer difference and subjectivity. Medical software programs (MIPAV, Medseg, etc.) 

supply segmentation and facilitate a more objective selection of ROI. Motion artifacts 

originated from patients' movements, and they may require re-acquisition. Wrapping artifacts 

are related to the field of view (FOV) and increasing FOV could fix these artifacts48.  Aliasing 
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artifacts and phase-offset artifacts are caused by the PC-MRI acquisition principles, and they 

could be decreased during image processing by various interventions. 

 In this part phase offset artifacts, aliasing artifacts, and partial volume artifacts will 

be explained in detail and in the following chapters suggested correction methods will be 

explained for these artifacts.  

2.5.1 Aliasing Artifacts 

       Aliasing artifacts occur when the velocity exceeds velocity encoding. When the signal is 

received by the receiver, it presents the magnitude and direction of the velocity. The expected 

velocity should be between −νenc(-180o) and +νenc(180o). Since the maximum velocity 

magnitude is restrained by velocity encoding, the velocity higher than that cannot be 

measured accurately. For example, when the actual velocity is equal to 1.1 * νenc , it makes 

(180o * 1.1) 198o . However, it is measured as -162o (- 0.9 νenc)20,25. Consequently, if the true 

velocity is 60 cm/sec while  νenc    is    50 cm/ sec; the velocity will be measured as -40 

cm/sec as deviated as a two-time fold of velocity encoding.  
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2.5.2 Partial Volume Artifacts 

 Partial volume artifacts are non-negligible errors, especially while the calculation area 

has a small diameter like small vessels and aqueducts cerebri. Depending on low spatial 

resolution, some voxels could represent both tissue and fluid information and it is shown that 

it generally leads to measuring flow rate more than the real value50.  

2.5.3 Phase-offset Artifacts 

Phase offset errors represent deviations from the phase of nuclei because of 

unexpected effects and it leads to measuring different signals by the receiver. Three main 

sources are known as reasons for these artifacts: Eddy Currents, concomitant gradients, and 

gradient field distortions. 

        Gradient Field Distortions:  The nonlinearity in the gradient field leads to geometrical 

distortions in the image. When the pixel/voxel sizes are different from each other means 

phase-encoding is used differently and it could lead to also geometrical distortions49.  

        Concomitant Gradients:  In flow imaging, the application of magnetic gradient fields 

additionally leads to concomitant gradients because of changes in the magnetic field strength 

and direction, and it leads to phase offsets. Concomitant gradient errors could be explained 
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by Maxwell’s equation, and they are also known as Maxwell’s artifacts24. Maxwell’s errors 

are known proportional to the rate which is the square of the gradient to the static magnetic 

field (𝐺2

𝐵⁄ ), and are increased with a stronger gradient and/or weak static magnetic field51. 

Previous studies show that these concomitant gradient terms show quadratic spatial 

dependence51. 

        Eddy-Current-based Phase Offset Errors: Even though the application of bipolar 

gradients simplifies the measurement of flow velocity by PC-MRI, the change in magnetic 

field direction triggers Eddy-current-based phase offset sources while decreasing errors of 

the beginning. The changing of the gradient fields’ directions in PC-MRI, naturally leads to 

Eddy-currents and these currents affect the magnetic field of the nuclei unwantedly23,24. Eddy 

currents (Foucault currents) represent loops of electrical currents which are induced by 

changes in magnetic fields. These currents are built proportionally with the rate of change in 

the magnetic field according to Faraday's Law and create their own magnetic fields. PC-MRI 

is procured from phase shifts which are created by opposite gradient fields. Consequently, 

measured velocity is affected by these errors.   
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3. Objectified Phase Offset Error Correction in 4D PC-MRI 

3.1 Introduction 

Since phase offset errors are not negligible in PC-MRI, correction is an obligatory process 

for analyzing flow features correctly24.  As mentioned above, phase offset errors are affected 

by many reasons including tissue features to acquisition principles, and depending on that, 

they may differ from person to person.  

One of the correction methods for removing these errors is subtracting the mean velocity 

of a small area that is selected from brain tissue (stationary tissue) close to the ROI in recent 

CSF studies. In this method, the stationary tissue region may be chosen from around the 

aquaeductus (C shape) or from the close region of the pons26,28. While this technique is usable 

and easily applicable in clinical practice, unfortunately, the method is highly subjective 

because of the dependence on small, manually selected stationary regions, and the accuracy 

of correction cannot be interpreted.  

In this chapter, the subject-specific automated correction method for phase offset errors 

will be explained. The method was built with the inspiration of previous research that is using 

the polynomial fitting, and it is integrated into CSF flow features24,47.  The main difference 
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between this study and the inspired studies is the study area.  While Lankhaar et al. suggested 

a phase offset correction method for main pulmonary artery flow47, in this study, CSF flow 

was examined. Depending on that, some regulations were made specific to the CSF analysis 

and explained in the method section.    

Features of the data used in the research were explained in the following section. For the 

understanding of the regression analysis compatibility, residual standard errors were shown. 

Additionally, background noise also was analyzed to evaluate data credibility. 

3.2 Data Acquisition Principles and Features  

In this study, 9 healthy persons and 9 iNPH patients’ 4D PC-MRI data with 8-time 

phases were used. Data were obtained after oral and written informed consent by the 

Department of Neurosurgery, Shiga University of Medical Science Hospital in 2018–2020 

were investigated. PC-MRI data were acquired from the cranial region at the sagittal plane 

at eight different points-time intervals equal through one normal sinus rhythm cardiac cycle 

by a 3-Tesla MRI scanner (Discovery MR750W, GE Medical Systems, Inc., Chicago, IL, 

USA) with a 24-channel head coil.  
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The data were continuously acquired, and selection was made retrospectively gated 

by interpolation as fractions of each R–R interval, which was synchronized with the 

peripheral pulse rate measured from the finger. Eight phases of the cardiac cycle were 

reconstructed, and cine frame times were between 91 and 123 ms. The self-calibrated data-

driven parallel imaging reconstruction method “auto-calibrated reconstruction of cartesian” 

(ARC) data, 31 was used with an acceleration factor of 2. The spatiotemporal acceleration 

technique kat-ARC32 with an acceleration factor of 6 was used to reduce the scan time. The 

Maxwell term correction was applied in the vendor-provided reconstruction process. Three 

slices at either end of the 4D flow slab were removed before the error correction process, to 

avoid influence from the extra FOV. The total scan time was approximately 10 minutes. 

The 4D-flow scanning parameters were as follows: repetition time (TR) = 20.6 

ms/echo time (TE) = 2.00 ms; matrix 256 × 256; field of view (FOV) 200 mm, slice thickness 

2 mm, slice interval 1 mm, and VENC 50 mm/s, flip angle 8°, and slab thickness 40 mm.  

The Maxwell term correction was applied in the vendor-provided reconstruction process.  
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3.3 Methods 

3.3.1 Phase Offset Error Spatial Distribution Analysis 

Before phase offset error analysis, infolding artifacts (wrapping artifacts) were 

cleaned by clipping data. After obtaining appropriate data, errors were estimated by using 

stationary tissue whose expected velocity is close to zero by polynomial regression analysis. 

After formulated phase offset errors, the corrected velocity map was created by extracting 

errors from raw data. Image processing was performed using the Insight Toolkit library 

(https://itk.org/), an open-source imaging library written in C++.       

          Velocity data which is obtained from each pixel of PC-MRI could be formulated as  

𝑢𝑖(𝑥1, 𝑥2, 𝑥3; 𝑡) =  𝑢̂𝑖(𝑥1, 𝑥2, 𝑥3; 𝑡) + 𝑢𝑖
𝑜𝑓𝑓(𝑥1, 𝑥2, 𝑥3; 𝑡) + 𝜀𝑖(𝑥1, 𝑥2, 𝑥3; 𝑡) (17) 

in general.  In the equation, 𝑥1, 𝑥2 and 𝑥3 represent coordinates of voxel in 3D and “𝑖” values 

show velocity direction ((𝑖  = 1) 𝑢1 : left-right, (𝑖  = 2) 𝑢2 : anterior-posterior, (𝑖= 3) 𝑢3 : 

inferior-superior) and t shows each different time phases.  𝑢𝑖(𝑥1, 𝑥2, 𝑥3; 𝑡) is the raw velocity 

data that is read directly from PC-MRI, and 𝑢̂𝑖(𝑥1, 𝑥2, 𝑥3; 𝑡) is the true velocity which is 

expected without error. 𝑢𝑖
𝑜𝑓𝑓(𝑥1, 𝑥2, 𝑥3; 𝑡) gives the phase-offset error and 𝜀𝑖(𝑥1, 𝑥2, 𝑥3; 𝑡) is 

the background noise which is remained errors after correction of the phase-offset errors.  
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Stationary region velocities are accepted as equal to phase offset errors since zero 

velocity is expected in that regions. Depending on that, stationary tissue velocities were used 

for the prediction of the phase-offset error distribution, and it could be shown as: 

𝑢𝑖
𝑜𝑓𝑓(𝑥1, 𝑥2, 𝑥3; 𝑡) = ~ 𝑢𝑖(𝑥1, 𝑥2, 𝑥3; 𝑡) . (18)                                                          

The stationary tissue region was clarified based on temporal standard deviations (𝑆𝐷𝑖) 

throughout 8-time phases with the following equation:  

𝑆𝐷𝑖 =  √
∑ (𝑥𝑡 − 𝜇) 2𝑡=8

𝑡=1

8
  (19) 

                 

𝜇 =  
∑ 𝑥𝑡

𝑡=8
𝑡=1

8
 (19𝑎) 

which have been used in previous studies and have been widely accepted 47,52. Standard 

deviation throughout all time phases was calculated for each voxel separately and if the 

standard deviation is less than the threshold value ( 𝑆𝐷𝑖 < λth) the voxel was accepted as a 

stationary region component. The threshold value was set as 2 mm/s to extract the stationary 

region appropriately without fluid regions including vessel and air regions.  However, this 

method has some limitations in the discrimination of regular but high-flow regions such as 
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the venous system. To avoid these possible un-stationary regions, robust regression analysis 

M-estimator was used while polynomial regression analysis due to assuming that the velocity 

of these structures is much higher than the stationary region voxels. 

It is shown that second-order equations are adequate for estimating phase offset errors 

in previous research 47. In the light of that, second-order polynomial regression analyses were 

made for the formalization of phase-offset errors spatial distribution. The polynomial 

equation of regression could be summarized as:  

𝑢𝑖
𝑜𝑓𝑓(𝑥1, 𝑥2, 𝑥3) =  ∑ 𝑎𝑝𝑞𝑟𝑥1

𝑝𝑥2
𝑞𝑥3

𝑟𝑝+𝑞+𝑟=2
𝑝,𝑞,𝑟=0   . (20)  

In the equation, p, q and r symbolize power of 𝑥1,2,3 components, and p, q, and r 

features have been chosen as: 

𝑝, 𝑞, 𝑟 ≥  0 ,      𝑝 + 𝑞 + 𝑟 ≤  2 (20a)                                          

and 10 coefficients have been obtained for each case in this way. Coefficients were calculated 

with robust regression analysis by using M-estimator via R studio with a MASS package 

instead of least-square fitting because of stationary tissue disadvantages mentioned above. 
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An example estimation map that is created by the polynomial regression function were shown 

in Fig.7 and Fig.8. 

       In previous studies, the prediction function was created using time-averaged velocity 

data which could be calculated by the following equation: 

𝑢𝑖
𝑜𝑓𝑓(𝑥1, 𝑥2, 𝑥3) ≈

1

𝑁
∑ 𝑢𝑖

𝑁
𝑡=1 (𝑥1, 𝑥2, 𝑥3; 𝑡) (21)                                 

 In this approach, the phase-offset error is accepted the same at each phase and only one 

regression function is calculated for each data and each different time phase. Finally, 

estimated errors belong the per voxel were extracted from raw data and raw data were cleaned 

from phase-offset errors (Fig. 7.2).  
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Figure 7:  Representation of the velocity maps before and after correction with estimated 

stationary tissue and phase offset error map. 

7.1 shows the estimation of error distribution from the stationary tissue velocity map which 

is obtained by a standard deviation filter.  

7.2 shows the correction of the Phase1 velocity map of the representative case by extracting 

estimated errors.  

7.3 shows only the corrected stationary tissue average velocity map. 
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Figure 8: The representative case stationary tissue velocity distribution before (filtered data) 

and after correction (corrected data) with the estimated error contour map. 
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3.3.2 Evaluation of Regression Analysis and Background Noise          

Consistency between prediction function and stationary tissue was evaluated by 

residual standard errors. Spatially distribution of phase-offset errors was examined with 

coefficients magnitudes which are linked to coordinates of voxels. The distribution of phase 

offset errors and background noise that remains after the correction was shown for the 

visualization of the method efficacy. Spatial standard deviations and averages of background 

noise were given to show the usability of the corrected data.   

3.4 Results 

The residual standard errors represent consistency between raw data’s stationary 

tissue velocities and the estimated phase-offset errors obtained by regression analysis were 

found under 1.7 mm/s for each case and each velocity direction. Figure 9 shows 18 cases’ 

residual standard errors separately for each velocity direction. For the superior-inferior and 

left-right direction velocities, maximum errors were found under 1.25 mm/s.  
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Figure 9: Residual standard errors distribution throughout all cases at each velocity direction.  
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Figure 10 shows the coefficients box plot which is acquired from per case polynomial 

regression equations. The columns in the figure show same-order coefficients, but each cell 

belongs to different velocity directions. Constant values ranged between -2 and 10 mm/s for 

each case, first-order coefficients between -0.1 and 0.14, and second-order coefficients 

ranged between -0.12 and 0.01. However, a similar tendency to spatial dependence was not 

seen between different cases and different velocity directions as could be seen in Figure 10. 

The error values were examined also by calculation of mean and standard deviation 

values of stationary tissue velocities for raw data (before correction) and corrected data.  

While the mean of errors was obtained from -8 to 10 mm/s in the raw data, the values were 

decreased to between -1 and 3 mm/s by correction of phase offset errors. Standard deviations 

were decreased in each velocity direction after correction as could be seen in Figure 11’s first 

row.  
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Figure 10: The figure shows all cases’ coefficients of the polynomial equation calculated by 

regression analysis. Each column shows different order coefficient box plots, and each row 

belongs to a different velocity direction. 
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Figure 11: The figure shows the standard deviation and the mean values of stationary tissue 

velocities of 18 different cases before and after correction. The first column shows statistics 

from raw data and the second column shows statistics belonging to corrected data.  
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For the visualization of the phase offset error effect on all voxels, all stationary voxels’ 

velocities belonging to each case and direction were given as a box plot in Figure 12.   

Uncorrected and corrected data values were shown in different columns for comparison. The 

first column presents the velocity distribution of each case and each direction obtained from 

raw data. The second column shows the stationary tissue velocity distribution after correction 

of phase offset errors, and these remained errors are known as background noise. 

Figure 12 shows the range of error values decreased from -5 and 10 mm/s to -3 and 3 

mm/s for the left-right direction. For the anterior-posterior direction, the range decreased 

from -18 and 20 mm/s to -5 and 5 mm/s except for case 13. In the superior-inferior directions 

also range decreased from -25 and 20 mm/s to -5 and 10 mm/s except in case 13. 

Unfortunately, case 13 errors could not be decreased as much as in other cases in the superior-

inferior and anterior-posterior direction and some voxels background errors remained more 

than 10 mm/s. 
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Figure 12: The figure shows all stationary voxels’ velocities distribution before and after 

correction in each velocity direction. Each row shows different velocity direction values and 

while the first column shows raw data values, the second column shows corrected stationary 

tissue velocities’ distributions. Each graph in cells includes all case's stationary tissue 

velocities distributions.  



 

 58 

3.5 Discussion 

Phase offset errors are known for a long time and previous CSF research with PC-MRI 

handled these errors by using local correction approaches27,28. The local approaches include 

choosing a reference area close to the ROI to estimate phase offset error and this process is 

made by calculating the spatial average velocity of reference area pixels26. The spatial 

average value is accepted as phase offset error, and it is subtracted from each pixel in the 

CSF flow calculation area. Depending on that, the local correction methods don’t provide an 

evaluation of the background noise, data quality, and correctness of the calculated phase 

offset error. Besides, local correction methods limit the study area to 2D and require manual 

interventions. In contrast to local correction, the automated 3D correction method was 

suggested in this chapter. This method provides objectivity in the correction with not 

requiring manual intervention. Additionally, the presented method enables evaluation of the 

data quality which provides residual standard errors and background noise (Figure 9, Figure 

12). In this way, the data which does not have qualified for the analysis even after correction 

could be removed from the studies. Most importantly, the correction method creates a 3D 
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environment for analyzing CSF flow and it does not limit the research area, unlike local 

correction methods.  

On the other hand, this study has limitations because of the number of cases and working 

with the data acquired by the same principles. For example, since Case13 background noise 

was found clearly more than in other cases it was excluded from further calculations. 

However, the case number was inadequate for building any parameter, depending on that, 

exclusion or inclusion parameters for data could not be built. 
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4. Objectified Approach to Calculation of Flow Rate in Aqueducts Cerebri 

4.1 Introduction 

PC-MRI gives quantitative information for the discrimination of iNPH and other 

diseases and helps to diagnose 43,53. Generally, calculations are done on the 2D slice, which 

is taken from around mid-aqueductus cerebri, and flow features are measured like flow rates, 

peak velocities, stroke volume, etc29,31,32. For example, Ahmad et al. showed that peak 

systolic velocity, peak diastolic velocity, and stroke volume were increased in iNPH patients 

compared to healthy cases, and on the contrary, in patients with brain atrophy these 

parameters were found to decrease54.  While the calculation of stroke volume has many 

approaches by different studies55,56 flow rates (q(t)) generally is calculated by summing 

velocity (V) and area (A) multiplication of each pixel in the region of interest (ROI) 28,55:   

𝑞(𝑡) =  ∑ 𝑉𝑟(𝑡) ∗ 𝐴𝑉𝑜𝑥𝑒𝑙𝑟∈𝑅𝑂𝐼  (22)  

The maximum flow rate at the superior-inferior direction is known as the peak 

systolic flow rate, and the maximum flow rate at the inferior-superior direction is known as 

the peak diastolic flow rate and maximum velocities at these directions are known as peak 

systolic velocity, and peak diastolic velocity57. However, PC-MRI parameters for the 
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evaluation of CSF are still under debate and are not accepted as a diagnosis criterion while 

PC-MRI is the main diagnostic tool in cardiovascular research, and PC-MRI limitations could 

be shown as the main reasons. Limitations of PC-MRI were explained in Chapter 2, and the 

correction method for phase offset errors which is one of the biggest limitations of PC-MRI 

was suggested in Chapter 3. However, not only phase offset errors, but also aliasing artifacts, 

partial volume artifacts, and selection of the ROI could affect the results during the analysis 

of CSF flow. 43,58. These artifacts generally are corrected manually, and it leads to subjectivity 

and waste of time.  

In this chapter, automated correction approaches to aliasing and partial volume 

artifacts and semi-automated approach for ROI choosing were presented for improving 

objectivity and reaching repeatable and researcher-independent results. Before giving 

correction methods, these artifacts were explained in the following sections in detail. For the 

selection of the ROI, the semiautomated method was suggested by using MIPAV (Medical 

Image Processing, Analysis, and Visualization). After whole ventricles segmentation was 

made by MIPAV, aquaeductus cerebri was detected by an algorithm written in C++ 

automatically. For the correction of aliasing artifacts, inspired by the previous research which 
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used ultrasonography data59. For the partial volume correction, previous research approaches 

were integrated into automated data analysis50. After corrections, peak systolic and peak 

diastolic flow rates were calculated in aqueduct cerebri.  In the results, flow rates and areas 

of aquaeductus cerebri were compared by the Man-Whitney U test between iNPH patients 

and healthy cases.  

4.2 Effects of ROI Selection on Flow Measurements 

For avoiding subjective and controversial results, ROI needs to be detected with 

minimum manual intervention or automatically if possible.  For this purpose, automated 

segmentation could be applied if possible. K-means clustering, threshold methods, etc. with 

geometry data or velocity data were applied in plenty of cardiovascular research for 

automated segmentation of blood vessels 58,60,61. However, big vessels’ flow features and 

CSF flow features are hugely different. While blood velocity can vary around 20 cm/s in the 

internal carotid artery62, and around 250 cm/s in the aorta 63, the cerebrospinal fluid velocity 

is expected in aqueducts cerebri to be about 5-8 cm/s43. The high flow velocity in blood 

vessels, smooth geometry, and clearly different magnitudes between vessels and neighbor 

tissue make vessels’ segmentation more untroublesome. 
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Unfortunately, depending on the complicated geometry of ventricles and the slow 

flow of CSF makes mostly complicated ROI segmentation. Depending on that, CSF flow 

quantitative measurements by PC-MRI generally stay limited to a single slice of aqueduct 

cerebri in clinical sciences 31,53,64.  

4.3 Aliasing Artifacts and Partial Volume Artifacts' Effects on Flow Measurements 

When the voxel velocity is exceeded velocity encoding, the phase of nuclei is changed 

by more than 180 degrees, and it results in measuring the voxel’s velocity differently from 

its real value. Aliasing artifacts’ existence could be found by the calculation of differences 

between neighbor voxels/pixels of the flow MRI data. In the application, aliasing artifacts 

are accepted when neighboring velocities’ difference’ absolute value is detected more than 

velocity encoding (Venc), and aliased voxels velocities (𝑉𝑟𝑎𝑤) are corrected in studies with 

the following equation28,50: 

𝑉𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 =  𝑉𝑟𝑎𝑤  ± 2 ∗  𝑉𝑒𝑛𝑐 (23)                               

by adding 2-time fold Venc to the detected aliased voxels in the appropriate direction for one-

degree aliasing. However, finding differences gives aliasing pairs but does not indicate which 

one is the aliased voxel, and these corrections are being made manually by observers in CSF 
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research on 2D, and it is making the results observer-dependent. Besides, while aliasing 

artifacts tried to be corrected depending on a single slice, it could lead to wrong assumptions 

because when all voxels of the slice have an aliasing artifact, the artifact could not be realized.   

Aliasing artifacts are not specific to the PC-MRI data and could be seen in 

ultrasonography measures, and some approaches to the automatic correction of these artifacts 

were suggested by researchers59,65. Unfortunately, the automated correction of aliasing 

artifacts in 3D CSF fluid flow was not mentioned in previous research.  However, evaluation 

in 3D is necessary to find the aliased voxels for avoiding wrong results because of the 

possibility of wholly aliased 2D data (Figure 13).  Depending on that, finding aliased voxels 

requires another process. This process was handled in previous studies about big blood 

vessels, by making segmentation and accepting a big segment as a correct and a small 

segment as an aliased segment which includes aliased voxels59. These studies applied the 

correction equation (Equation 23) to all voxels of the aliased segment and obtained corrected 

velocity maps. However, since, ventricles and big vessels’ geometry and velocities are 

completely different, aliasing correction in CSF flow needs a specific approach. In the 
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method section, an automated approach was explained for the correction of aliasing artifacts 

in aqueduct cerebri with the inspiration of previous studies 59,65. 

Partial volume artifacts originated from low spatial resolution. Because of the low 

spatial resolution, some voxels include fluid and stationary tissue’ nuclei together. This 

situation leads to wrong calculations for flow rate depending on a lack of knowledge about 

flow area and real velocity information of fluid. Partial volume artifacts were known as a 

reason that could lead to a fraudulently increase in a flow rate 50.  In recent works, the 

importance of correcting these artifacts was shown and Bouillot et al. suggested a semi-

automated method for the correction of these artifacts50. 
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 Figure 13: Representation of velocity maps that are obtained from different stages of 

aqueducts cerebri. The left image in the upper represents the 3D velocity map of the 

representative case. a, b, and c show velocity maps from different stages and the right image 

at the upper shows the sagittal plane of the 3D data and the chosen a, b, and c velocity maps’ 

stages. 13a: axial CSF velocity map which does not show any aliasing artifacts, and the 

direction flow measured as from superior to inferior. 13b: the velocity map measured around 

zero velocity, does not have aliasing. 13c: The velocity map shows the flow from inferior to 

superior and does not have aliasing. 
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4.4 Methods 

4.4.1 Semi-automated selection of VOI 

For the analysis of CSF in aqueduct cerebri, ventricles were extracted in 3D from 

flow MRI data by using MIPAV (Medical Image Processing, Analysis, and Visualization; 

Center for Information Technology, USA) initially. The suggested segmentation process 

includes a bilateral filter and Fuzzy-C-means hard segmentation. While segmentation, firstly, 

the volume of interest (VOI) was created manually in 3D. Following ventricle segmentation, 

aqueduct cerebri was detected by using an algorithm written in C++ automatically.  

The important point of the ventricle’s segmentation process is that manually selected 

VOI was not used as a calculation area. VOI was chosen as a bigger area than the calculation 

area. During the process attended to include as much as stationary tissue around ventricles to 

the VOI (Figure 14). This process’s aim is to obtain area for segmentation of ventricles rather 

than segment ventricles directly. After obtaining VOI in one time-phased, the same VOI was 

copied to all other time phases. To decrease the noise of images and increase resolution, the 

bilateral filter was applied to whole 3D images before choosing VOI borders. A bilateral 

filter was used to remove noises while protecting borders. After that, VOI is segmented into 
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two sub-volumes by Fuzzy-C-means hard segmentation. While this segmentation, classes 

were chosen as two for the VOI. This segmentation aims maximization similarity between 

the same group of voxels and minimizes similarity between different groups of voxels. 

Consequently, stationary tissue and ventricles were separated automatically by 

MIPAV (Figure 15). In figure 15, the green area and red area together represent the selected 

VOI. The red area represents stationary tissue, and the green area represents the ventricular 

area which is obtained by the segmentation process. Figure 16 shows an example of 

ventricular segmentation’s result in 3D. 
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Figure 14: Selection of the VOI. The Red line shows VOI borders which were determined 

manually at one sagittal slice. 
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Figure 15: Representation of segmented ventricles at the sagittal plane by MIPAV. The Green 

area shows ventricles, and the red area shows tissue around ventricles.  

 

 

 

 



 

 71 

 

 

 

 

Figure 16: Representation of segmented ventricles in 3D. The region inside the red shape is 

the aqueduct cerebri, and the region inside the yellow shape is the fourth ventricle. 
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After ventricles segmentation, aquaeductus cerebri borders were chosen automatically by 

a program written in C++. For the finding aqueducts upper and bottom border, the algorithm 

below was followed: 

1. The bottom point was found and accepted as an initial point.  

2. With the following point, a map was created from the bottom to the upper. The 

important part of the step, while creating the map always continued from bottom to 

upper.  

3. After the creation of the map, the stage which has the narrowest area was accepted as 

belonging to the aqueducts. In this step, the length was calculated and %10 from the 

beginning and top were not included to find the narrowest area for not choosing the 

bottom and upper slices as the narrowest area. 

4. After finding the narrowest area, with the beginning from the narrowest area’s stage, 

each stage was followed until the area was found to equal or more to the 2-time fold 

of the narrowest area. When the area was found, the stages until that there were 

accepted as an aquaeductus cerebri member. In this way, the upper border and bottom 

border of aqueduct cerebri were found (Figure 17b).  
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5. Calculations of CSF flow were made between the upper quarter and bottom quarter 

of the selected aqueducts region for avoiding border regions that are neighbors with 

the third ventricle and fourth ventricle (Figure 17c). 

 

During the process, the second step of the algorithm was planned especially for 

iNPH patients. While healthy subjects’ ventricles geometry as expected, some iNPH 

patients' third ventricles were extending nearly aqueducts cerebri, and without making a 

map from bottom to upper, finding directly the narrowest area could result in finding 

wrong stages because the third ventricle’s parts could be accounted in aqueducts stages. 

The borders of aqueduct cerebri were used in the aliasing correction and calculation 

processes. 
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Figure 17: The figure shows the selected aqueducts cerebri region. 17a: whole ventricles 

visualization in 3D. 17b: VOI between the selected upper border of the aqueducts cerebri and 

bottom border of the aqueducts cerebri. 17c: Selected VOI for the running calculations for 

CSF flow in the aqueducts cerebri. 
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4.4.2 Anatomy-Based Automated Aliasing Correction  

Aquaeductus cerebri is a region like a channel and depending on that it is also known 

as the aqueduct channel. This feature of aqueduct cerebri enables flow rate calculations in 

the axial plane in the superior-inferior direction. Aquaeductus cerebri continues with the 

fourth ventricle. The fourth ventricle has a wider area than aqueducts cerebri and 

consequently, the flow is slower in this region (Fig 16). Since aliasing artifacts are seen when 

the fluid velocity is higher than velocity encoding, it is more expected in aqueduct cerebri 

than in the fourth ventricle. With the inspiration of this idea, the fourth ventricle was followed 

for the finding of non-aliased voxels, flow direction in aqueducts cerebri, and aliased voxels.  

The algorithm was written in C++ language. During the process, the most important step was 

finding a flow direction through aqueducts cerebri and the fourth ventricle. Since other 

ventricles don’t have channel-like shapes the fluid flow direction doesn’t have to be the same 

at each voxel of them.  Depending on that, lateral ventricles and third ventricles were not 

included in correction in this study. However, for the visualization, the area between the third 

ventricle and aqueduct cerebri was examined with the following only aqueductus cerebri 

voxels.  
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The correction process could be separated into two main steps. In the first step, CSF 

flow direction was detected if it is from superior to inferior or from inferior to superior. For 

finding the direction of the fluid, not-aliased voxels were marked on a map with the same 

sizes as the velocity data (Figure 18). This map was used during the process, and it will be 

mentioned as a ‘reference map’ in this study. The main direction of fluid was found by 

following steps: 

1. The largest stage of the fourth ventricle was found as a less expected aliased 

region.   

2. A reference map was begun from the largest stage of the fourth ventricle, and it 

was expanded to the upper and bottom, until finding the first aliased pairs. In this 

process, the voxels were marked as not-aliased voxels until aliased pairs appeared 

(Figure 18).  

3. After finishing the creation of the reference map, the maximum velocity was 

found among marked voxels, and the maximum velocity direction was accepted 

as the CSF direction in aqueducts cerebri. 
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Figure 18: The visualization of finding the flow direction of CSF. 18 a: the velocity map of 

superior-inferior direction CSF flow in the representative sagittal plane. 18 b: The reference 

map was described in this section. The red area represents an accepted non-aliased voxels 

region. The blue area represents a suspected region that has non-aliased and aliased voxels 

together. 18 c: The velocity map with white marks shows non-aliased voxels based on the 

reference map for finding flow direction. 

 

a b c 



 

 78 

After finding the direction of the flow, voxels were corrected in the second part of the 

correction process. For avoiding over-correction and inadequate correction, the process was 

completed with 6 iterative functions. In the first step, segment corrections were made and in 

the other steps, voxels were evaluated along with their neighbors. In the segmentation process, 

making segments with the most similar voxels and separating different voxels' groups were 

aimed. This step was gained to system a possibility for correcting big, aliased groups at the 

same time and made the correction process less complex. The segmentation process includes 

the following steps: 

1. Finding all neighbors’ differences and recording their absolute values. 

2. After finding all differences, the threshold value for separating neighbors was 

calculated by using the interquartile range (IQR). The threshold was accepted to be 

equal to the summing of the upper quartile and 1.5-time fold of IQR.  

3. Based on the selected threshold value, neighbor pairs were separated into two groups. 

The pairs whose absolute difference was less than the threshold value was allowed to 

be in the same segment.  
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4. The pairs whose absolute difference was more than the threshold value were accepted 

as the stop criteria for the merging segments and voxels, and before merging segments 

and voxels they were controlled if there is any prohibited voxel for being in the same 

segment. 

5. Merging was processed with the beginning from neighbors which have the smallest 

difference and continues with increasing until all voxels take a segment mark in order. 

 

Choosing stopping criteria in this way for separating segments enabled to make 

appropriate segmentation of each different data. In contrast to choosing a specific value, this 

approach was followed for avoiding over-corrections. The segmentation results of a 

representative case could be seen in Figure 19. During this chapter, positive values in the 

velocity maps represented the fluid flow from super to inferior, and negative velocity values 

will represent flowing from inferior to superior. 
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 Figure 19: Visualization of the segmentation results of voxels. The left image represents the 

raw velocity map at the sagittal plane and the right image shows segmentation results of 

voxels in aqueducts cerebri and fourth ventricle. 
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 After segmentation and finding the flow direction, correction steps were begun. The 

main aim of correction in the six steps was to make corrections under control and to avoid 

over or inadequate corrections. For this aim, the correction was begun with the segment’s 

correction and in this step, aliased pairs were examined. Depending on the flow direction the 

aliased segments were detected and after checking the segments members' flow direction, 

aliased segments were corrected, and this process continued until there is no change in the 

velocity map. After the segment correction step, the correction of data was completed by 5 

different iterative functions respectively (Table 1). The aim of the separating voxel correction 

phase into 5 steps was to make corrections under control by giving priority to voxels with a 

high possibility of aliasing. These steps were set based on determining the possibility of 

aliasing. In this aim, the voxels were selected based on exclusion criteria and, selected voxels 

were evaluated for the correction at control points. Control points represent the evaluation of 

aliasing possibility by calculating the difference with neighbor voxels like in previous studies  

28,50. However, for avoiding choosing the wrong voxels as aliased from aliased pairs, in the 

beginning, only aliased voxels that are found as a pair with referenced voxels (accepted as 

not-aliased voxels which are marked on the reference map) were corrected. In each iterative 
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function, evaluated voxels were increased step by step by changing exclusion criteria and 

control points (Table 1). After each function, the reference map was updated by marking 

voxels that are accepted not aliased depending on their relations with neighbors.  

The velocity map changing after some iterative functions was given in Figure 20. Six 

correction steps were processed in aqueducts and the fourth ventricle. However, for the 

visualization, the area of the upper aqueduct cerebri was corrected. For this purpose, another 

three iterative correction functions were used. In these functions again same steps were 

followed. However, only segments that are a neighbor with aqueducts cerebri were corrected 

if their aliasing is in the opposite direction to the flow direction. In Figure 21 velocity maps 

before and after correction were given in their own appropriate velocity ranges with three 

different time phases of the representative case. 
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Table 1: The different features of iterative functions which are used during the correction of 

aliasing artifacts in the region below the upper aqueducts stage. 
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Figure 20: Velocity maps of the raw data, and after different correction steps. In the first 6 

steps, only the region below the upper aqueducts cerebri stage was corrected and with the 

last three iterative functions, the voxels which have bound to the aqueducts cerebri were 

corrected for the visualization.  
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Figure 21:  The velocity maps before correction of aliasing artifacts and after correction. 

The first column represents raw data, and the second column represents corrected data. 

Each line belongs to the different time phases of the same case. 
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4.4.3 Automated Correction of Partial Volume Artifacts and Flow Rate Calculation 

 

Partial volume artifacts were corrected based on previous studies50,66. Only the 

aqueduct cerebri region was corrected because flow rate calculations are made in this region. 

The correction was made based on the following steps: 

1. Aquaeductus cerebri were separated into two zones like in the previous research50. 

However, this step was not manually processed and was performed depending on 

the voxel positions based on the following criteria. 

2. The voxels which are at the border were accepted as a region under partial artifact 

risks and named with zone-out (Zout) (Figure 22). 

3. The voxels that were not at the border were searched and these voxels were 

accepted as zone-in (Zin) (Figure 22). 

In the aqueducts stages which have zone-in, zone-out voxels’ flows were calculated based on 

zone-in spatial average geometry magnitude. The flow rate calculation: 

 

𝑞(𝑡) =  ∑ 𝑞𝑟𝑟 ∈ 𝑎𝑞𝑢𝑎𝑑𝑢𝑐𝑡 (𝑡) (23)  
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were updated depending on partial volume artifacts. For the correction, the equation in 

previous research needed an updating because tissues’ magnitudes were in different 

distributions than in the previous study 50. The following equation was applied for the 

correction of partial volume artifacts in this study: 

𝑞(𝑡) =  ∑ 𝑞𝑟(𝑡)𝑟∈𝑍𝑖𝑛
+ ∑

𝑚𝑟

𝑚𝑖𝑛
 𝑞𝑟𝑟∈𝑍𝑜𝑢𝑡

  . (24)  

𝑚𝑖𝑛 could be calculated with: 

 

𝑚𝑖𝑛 =  
1

𝑁𝑖𝑛
∑ 𝑚𝑟𝑟∈𝑍𝑖𝑛

 (25)                
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Figure 22: The representation of aqueducts cerebri voxels which were separated into 

zone-in and zone-out. Red voxels belong to the zone-out which includes voxels under 

suspect of the partial volume artifact, and blue voxels belong to the zone-in based on 

their locations. 
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4.5 Results 

Aliasing artifacts were not detected in healthy cases’ aqueducts cerebri. In 9 

iNPH patients, 4 patients’ data were corrected from aliasing artifacts during flow rate 

calculations. Figure 23 shows flow rates throughout aqueducts cerebri in each time 

phase before and after aliasing and partial volume artifacts corrections of the 

representative case. In the first three phases of this case even flow directions were 

obtained differently after the correction of aliasing artifacts, and the correction of partial 

volume artifacts nearly made %50 change in flowrates for this case. 

Table 2 shows relative standard deviations of flow rates throughout aqueducts 

cerebri for evaluation of flow continuity in and correction methods reliability. Since 

velocity magnitudes were increased while correction of aliasing artifacts, relative 

standard deviations were calculated for comparison. In Case 4 relative standard 

deviations were found close to zero in 6-time phases than not-corrected data. Especially 

in the first phase relative standard deviation was decreased from 6 to 0.1 at Case 4. For 

Case 3 while some time phases are not showing a significant difference, the dramatic 

correction could be seen in the 7th and 8th-time phases. 
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Figure 23: The representative case flow rates were calculated with raw data (a) and 

calculated after artifacts’ corrections (b, c). 

b 

a 



 

 91 

 

 

Table 2: The table shows relative standard deviations of flow rates which are obtained 

throughout aqueducts cerebri for each phase from 4 different cases. The columns with 

the “raw” title show relative standard deviations before any correction and the columns 

with the “corrected” title shows relative standard deviations after aliasing and partial 

volume artifacts’ corrections. 
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The comparison between iNPH patients and healthy cases for peak systolic 

(superior-inferior) and diastolic (inferior-superior) flow rates were shown in Figure 24. 

Significant differences were found in peak diastolic flow rates between iNPH patients 

and healthy subjects (p=0.022, Mann-Whitney’s U test).   

Aquaductus cerebri areas were also analyzed (Figure 25). For the comparison, 

average areas were calculated by using each stage area of aquaeductus cerebri 

throughout the selected aqueduct volume (Figure 17c).  A significant difference between 

iNPH patients and healthy subjects was found (p=0.01, Mann-Whitney’s U test).   
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Figure 24: Peak flow rates’ visualization of cases. 24a: Peak systolic flow rates of 

healthy cases and iNPH patients. 24b: Peak diastolic flow rates of healthy cases and 

iNPH patients. 
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Figure 25: Average areas’ of iNPH patients and healthy cases throughout aqueducts cerebri. 
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4.6 Discussion 

In this chapter, objective calculation and correction approaches were suggested 

for the CSF flow throughout aqueduct cerebri. During the calculation process, VOI was 

chosen semiautomatically, and aliasing and partial volume artifacts were corrected 

automatically. 

This chapter was presented as an alternative approach to 2D and manual CSF 

flow parameter calculation approaches28,29,67,68, as the mostly automatically analyzing 

CSF flow in aqueducts as 3D. The automatic calculation approaches have been tried to 

build also in the previous studies by choosing aqueducts cerebri with segmentation 

methods like application threshold, or seed point29. Additionally, some studies 

investigated CSF flow parameters at different levels of aquaeductus cerebri and the 

importance of researcher-dependency27,68. Even though these studies investigated image 

processing dependencies with the aim of understanding the lack of consensus on using 

PC-MRI in clinical science at CSF flow analysis, still the common approach could not 

be built for the calculating process of flow parameters. At this point, in this chapter, 

possible automated calculation methods were shown which are made manually in 
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previous studies for improving and objectifying the calculation process of CSF flow 

parameters.   

In this chapter, a 3D approach was suggested for the evaluation of flow in 

aqueducts cerebri by considering aqueducts cerebri's 3D structure which is not always 

straight and perpendicular to the axial plane. After obtaining VOI for the calculation, 

automated approaches were presented for the correction of aliasing and partial volume 

artifact corrections. These correction approaches were designed depending on previous 

studies' correction rules28,50. However, for finding aliased voxels automatically, the 

additional process developed by inspiring from previous automatic correction studies 

on blood flow imaging59. 

Examination of CSF flow as 3D showed a possibility of wrong corrections of 

aliasing artifacts considering only 2D data (Figure 13). Especially, for the representative 

case in Figure 23, for the first, second, and third phases, flow rates were seen as positive 

way and it could lead to wrong assumptions when evaluating with only 2D approaches. 

Consequently, it could be said that analyzing only 2D data could lead to unexpectedly 
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wrong results and evaluation of CSF flow in 3D is necessary for achieving correct and 

robust results.  

The limitations of this study were analyzing data that have the same velocity 

encoding. Additionally, the number of cases was not adequate to building a parameter 

and evaluating the correction approach’s ability. Depending on that, even though we 

found significant differences in peak diastolic flow rate and aqueduct area, the study is 

not competent for claiming generalization of these results. 

However, in this study, the possibility of automated correction was shown with 

consideration of ventricle anatomy. We hope that this chapter could be an inspiration 

for further studies for improving completely objective flow calculation methods for the 

CSF analysis and more advanced studies could be managed without uncertainty. 
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5. Summary and Future Perspectives 

 In this research, 4D Flow MRI principles were explained in detail and their vital 

importance in CSF studies was pointed out. The limitations of using 4D flow MRI on CSF 

flow analysis were clarified. After the understanding of the relations between CSF flow 

analysis and limitations, phase offset correction methods were presented in Chapter 3. The 

suggested method includes a 3D correction of data automatically and provides objectivity in 

the process. Additionally, the method enables analysis of background noise and evaluation 

of the data quality. However, the data set was not enough for improving parameters within 

this study. In further studies, the parameters for the image quality could be improved. 

Furthermore, the main aim of this correction approach for the future, creating an environment 

for the visualization of CSF flow in 3D in any part of the ventricles. 

 In Chapter 4, the limitations of calculation flow parameters were mentioned. The 

segmentation approach for the ventricles was explained. However, the method was requiring 

manually marking stationary tissue around ventricles. Followingly, an approach for the 

correction of aliasing and partial volume artifacts was given. This chapter was prepared for 

presenting an example approach to possible automated correction and calculations to CSF 
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flow measurements. Anatomical-inspired aliasing correction approaches were explained. 

However, the correction method for the aliasing artifacts includes only the evaluation of 

neighbor voxels. Besides, this definition is only an estimation of the existence of aliasing 

artifacts. For making more robust corrections of aliasing artifacts, computational fluid 

dynamics also could be used additionally in further research. 

 Even though pointing to 3D flow analysis in this research, CSF was analyzed in only 

aqueducts cerebri because of the inappropriate velocity encoding for lateral ventricles and 

the third ventricle. However, we provided an approach for analyzing ventricles in 3D for 

further studies. 

I hope that this study could be an inspiration for the integration of anatomical 

knowledge and computational studies and by using computational fluid dynamics more 

correct results could be obtained in future studies. With large data sets, automatic 

segmentation of ventricles also could be improved by further studies, and from the 

acquisition, parameter results of CSF could be obtained automatically, and subjectivity 

could be removed. In this way, we hope that large studies could be handled, and CSF 

pathophysiology could be understood more precisely in the future. 
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