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Abstract of Thesis

General-purpose industrial robot manipulators play a more significant role in modern manufacturing
industries, particularly in high-mix low-volume (HMLYV) production industries. Part mating and
insertion, also called Peg-In-Hole (PIH) tasks, are very common in the manufacturing industry. Though
PIH tasks have been extensively researched, safely solving high-precision assembly in an ever-changing
environment remains an open problem. Traditional methods require the design of manual engineered
controllers and expertise to finetune the controller's parameters for a particular task. In HMLV
production, where the task specifications change frequently, traditional methods are unfeasible due to
the high cost required to redesign and finetune controllers for each new task.

Reinforcement Learning (RL) is a promising solution to the automation problem. RL methods have
been proven successful at solving manipulation tasks autonomously. However, RL is still not widely
adopted on real robotic systems because working with real hardware entails additional challenges,
especially when using rigid position-controlled manipulators. These challenges include needing a robust
controller to avoid undesired behavior that risks damaging the robot and its environment and constant
supervision from a human operator.

The main contributions of this dissertation are; first, we proposed a learning-based force control
framework combining RL methods with traditional force control to enable learning on industrial
position-controlled robotic manipulators on real-world hardware. Second, a simulation-to-real
(sim2real) method is proposed to reduce the burden of learning RL policies directly on real hardware. A
physics simulator is used to emulate the robot dynamics and to provide the RL agent with a rich and
diverse set of task conditions, after which the learned policies are transferred and finetune on the real
robot. The proposed method is designed to enable the robotic agent to tackle assembly tasks even in the
presence of uncertainty of the task's goal. Finally, we present a study for accelerating robot learning of
contact-rich manipulation tasks based on Curriculum Learning (CL) combined with Domain
Randomization (DR). The main idea is to guide the learning process by presenting the RL agent with
tasks in increasing order of difficulty. The proposed methods have been empirically evaluated with
various challenging industrial assembly scenarios in simulation and a real-world experimental setup.
The results of such evaluations show the effectiveness of our proposed methods even when tackling
high-precision contact-rich insertion tasks.
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